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Dedication

I began working for Dr. P. Michael Conn in his research 
laboratory in September 1984, and had continued to work 
with him until his untimely passing in November 2016. 
Dr. Conn was a superb mentor, friend, and human being. 
He mentored numerous postdoctoral fellows, graduate 
students, and staff throughout his research career, and, 
in turn, many of the fellows and students have success-
ful careers and hold Dr. Conn in very high regard.

Dr. Conn was known for his research involving the 
mechanisms of action of gonadotropin-releasing hor-
mone in the pituitary, and therapeutic approaches that 
restore misfolded protein functioning. He authored 
and coauthored over 350 publications in his field and 
wrote and edited over 200 books, including texts in 
neurosciences, molecular biology, and endocrinol-
ogy. He was recognized with a MERIT Award of the 
National Institutes of Health; the J.J. Abel Award of 
the American Society for Pharmacology and Experi-
mental Therapeutics; the Weitzman, Oppenheimer, and 
Ingbar Awards of the Endocrine Society; the Miguel 
Aleman Prize; Mexico’s National Science Medal; and 
the Stevenson Award of Canada. He was the recipient 
of the Oregon State Award for Discovery, the Media 

Award of the American College of Neuropsychophar-
macology, and was named distinguished Alumnus of 
Baylor College of Medicine in 2012. Dr. Conn served as 
the editor of numerous professional journals and book 
series: Endocrinology, Journal of Clinical Endocrinology 
and Metabolism, Endocrine, Methods, Progress in Molecular 
Biology and Translational Science, and Contemporary 
Endocrinology. He was an advocate for the value of ani-
mal research and the dangers posed by animal extrem-
ism. He was the coauthor of The Animal Research War 
(2008) and wrote many opinion editorials for the pub-
lic and academic community, which appeared in The 
Washington Post, The LA Times, The Wall Street Journal, 
the Des Moines Register, and elsewhere.

I am honored that I spent 32 years learning and work-
ing with Dr. Conn, a true friend.

Dr. P. Michael Conn will be sorely missed. Rest in 
peace my friend!

Jody Janovick
Texas Tech University Health Sciences Center,  

Lubbock, TX, United States
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Preface

The key to use animal models is to select ones that 
have similarities to human tissues or disease states. 
Some models have the advantage that the reproductive, 
mitotic, development, or aging cycles are more rapid 
compared with those in humans, facilitating study; oth-
ers are utilized because individual proteins may be stud-
ied in an advantageous way and have human homologs. 
Other organisms are facile to grow in laboratory settings, 
lend themselves to convenient analyses or have defined 
properties that are important.

The collection of systems represented in this volume 
is an effort to reflect the diversity and utility of models 
that are used to study human disease. That utility is 
based on the consideration that observations made in 
particular organisms provide insight into the workings 

of other, more complex systems. Even the cell cycle in the 
simple yeast cell has similarities to that in humans and 
regulation with similar proteins occurs.

We have included sections on ethics and animal care, 
and the ethics of research; both are important in our view.

Some models will have been omitted due to page 
limitations and we have encouraged the authors to use 
tables and figures to make comparisons of models so 
that observations not available in primary publications 
can become useful to the reader.

We thank the authors for the timely submission of 
chapters so that this volume could be published while it 
is still fresh and to the staff at Academic Press for shep-
herding the process of publication.

P. Michael Conn
Lubbock, TX, United States
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1 NATURE AND SCOPE 
OF THE CHAPTER

This chapter presents an overview and explanation 
of ethical principles that are of crucial importance in the 
use of animal models for the study of human disease. 
The chapter is intended primarily for, and is written 
from the perspective of, scientists who conduct biomedi-
cal animal research. Like the other chapters in this vol-
ume, the discussion of animal research ethics presented 
here focuses on matters that are directly relevant to the 
design and implementation, by investigators, of animal 
research projects.

The chapter begins with a consideration of the nature 
of biomedical animal research ethics. The chapter reviews 
the reasons investigators should engage in ethical assess-
ment of their work, and explains why they are uniquely 
qualified to do so. The discussion presents a number of 
fundamental principles of biomedical animal research eth-
ics, and offers guidelines for putting these principles into 
practice. The chapter then highlights several ethical issues 
regarding which members of the biomedical research com-
munity have exhibited some lack of clarity or disagree-
ment. The discussion concludes with recommendations 
for participation by investigators in ethical discussion of 
their work, and of biomedical animal research generally.

The chapter does not provide a detailed description of 
ethical theories that have been applied to biomedical ani-
mal research by academic philosophers or legal theorists. 
Nor does the chapter summarize the large (and growing) 
scholarly literature in animal research ethics. I suggest be-
low that animal researchers become familiar with some of 
this literature. However, attempting to present compre-
hensive descriptions of ethical theories or the animal re-
search ethics literature would preclude a discussion that 
is useful to investigators. Aside from the fact that many 
different arguments and conclusions have been offered 
by different thinkers, much of the animal research ethics 

literature focuses on a question that has already been an-
swered by scientists who conduct biomedical animal re-
search, and by society generally. As stated by one philo-
sophical discussion, “at the heart of the wide-ranging and 
seemingly unending controversy over the use of animals 
in biomedical science, whether in basic or applied re-
search, toxicity testing, drug production, or education, is 
one burning question: Are we humans ethically justified in 
such a use of animals, in general and in particular cases?” 
(Donnelly and Nolan, 1990, p. 8) Clearly, there would be 
no need for this chapter, or more importantly for biomed-
ical animal research ethics, if there were no significant 
ethical issues relating to the use of animals in biomedical 
research. However, it is simply a fact that among the most 
fundamental ethical tenets of contemporary society is not 
just that humans are justified in using animals to under-
stand and combat human disease, but that we are often 
ethically obligated to do so.

As used in the chapter, the term “investigator” refers 
to principal and coprincipal investigators, and also in-
cludes scientific colleagues who participate significantly 
in formulating the goals and design of an animal re-
search project. The central theme of the chapter is that 
investigators—not animal care and use committees, at-
tending veterinarians, or government agencies—play 
the primary role in ensuring the ethical conduct of bio-
medical animal research.

2 THE SUBJECT MATTER 
OF BIOMEDICAL ANIMAL 

RESEARCH ETHICS

Biomedical animal research ethics has three essential 
features in addition to its concern with the use of ani-
mals in scientific research.

First, biomedical animal research ethics involves issues 
that pertain to whether animals employed in research are 
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used and treated properly from an ethical standpoint in 
ways that accord with human ethical obligations to the an-
imals. Many important ethical questions raised by uses of 
animals in biomedical research are not issues of biomedi-
cal animal research ethics. For example, potential employ-
ment of the CRISPR gene editing technique to produce 
animals with transplantable human organs has raised 
questions about whether the technique itself could lead to 
the editing of the human germ line and to the engineering 
of humans with supposedly desirable characteristics (Bal-
timore et al., 2015; Lanphier et al., 2015), or could result in 
unintended organisms that might harm public health or 
the environment (Caplan et al., 2015). These are not ques-
tions of biomedical animal research ethics because they 
do not ask whether the animals in such research are being 
used properly, from the standpoint of the interests of the 
animals themselves. In contrast, it would be a matter of 
biomedical animal research ethics to ask whether animals 
produced using CRISPR will experience problematic pain 
or distress: during research procedures, as a result of their 
genetic make up, or because of how they might be bred 
and raised to provide human organs or tissues (Combes 
and Balls, 2014; Hyun et al., 2007).

Second, biomedical animal research ethics addresses 
questions that pertain to animals employed in research 
intended to address medical issues in humans or animals. 
Biomedical animal research ethics is a subset or branch of 
animal research ethics, which deals with ethical obliga-
tions to animals used in all kinds of scientific animal re-
search, including, for example, use of animals to test the 
safety of household products, chemicals used in industrial 
processes, and cosmetics; research intended to understand 
how various species can be preserved in the wild; and ag-
ricultural experiments aimed at breeding animals that pro-
duce nutritious and palatable food. These uses of animals 
sometimes involve facts, ethical issues, and ethical princi-
ples that are significantly different from those that pertain 
to using animal models to study human disease. Biomedi-
cal animal research ethics considers research directed at 
improving animal health because animals are sometimes 
intended beneficiaries of animal research (Quimby, 1998).

Third, as generally defined, biomedical animal re-
search ethics (like animal research ethics) relates to the use 
and treatment of live animals that are sentient, in the sense 
of being capable of experiencing unpleasant or pleasant 
sensations or feelings. Questions in biomedical animal 
research ethics can be asked regarding whether live ani-
mals should be killed. For example, some people believe 
that certain species (e.g., chimpanzees) should never be 
killed in research, and it can be asked whether it is mor-
ally wrong (and not just a waste of resources) to euthanize 
many more mice for their tissues than is required for a 
given study. These are questions in biomedical animal re-
search ethics because they ask whether there is an ethical 
obligation to certain animals to allow them to live.

This chapter considers issues in biomedical  animal 
research ethics relating to the proper treatment of 
 animals employed in scientific research that aims at dis-
covering methods of preventing, alleviating, or curing 
human disease.

3 WHY INVESTIGATORS SHOULD 
CARE ABOUT BIOMEDICAL ANIMAL 

RESEARCH ETHICS

Some investigators may be suspicious of advice 
(sometimes offered by nonscientists) that they should 
devote valuable time and energy to ethical assessment 
of their research. Biomedical research is science, and sci-
ence deals with objectively verifiable facts and hypoth-
eses. In contrast, ethics is a matter of value judgments, 
about which there can be disagreement, even when 
there is an agreement about the facts. For example, some 
people believe that it is unethical to use animals in re-
search, even when such research results in the preven-
tion or cure of serious disease (Regan, 2004). It is diffi-
cult enough to conduct productive scientific research, 
the results of which are subject to objective empirical 
verification. Leave us alone to do our experiments, some 
investigators might say, and let others worry about dem-
onstrating that what we do is ethical.

3.1 Investigators are Already Committed 
to High Ethical Standards

One reason investigators should engage in ethical 
 assessment of their work is that they have already com-
mitted themselves to high ethical standards in their use 
of animals. Biomedical animal research is founded on an 
enormously important ethical principle (which is dis-
cussed in detail later in the chapter): It is among the most 
noble and imperative of human endeavors to employ scientific 
research to prevent, alleviate, and cure the pain, suffering, dis-
tress, fear, anxiety, disability, infirmity, and death associated 
with human disease. The decision to use animals to fight 
disease is motivated by this high ethical ideal. Having 
already committed themselves to engaging in one of the 
most virtuous endeavors known to humankind, inves-
tigators who use animal models are logically and un-
avoidably committed to ethical behavior in all aspects of 
their work, including their use and treatment of animals.

3.2 Ethical Treatment of Animals 
is Required by Law

Perhaps the most immediate and direct reason in-
vestigators should want to adhere to high ethical stan-
dards is that they must follow the laws of their respective 
countries relating to animal research. Many of these laws 
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impose straightforwardly ethical requirements. Failure to 
comply with these requirements can result in disapprov-
al of a proposed animal research project by an institution-
al animal care and use committee (IACUC) or in some 
countries a government official or licensing authority; 
disciplinary action, such as public censure or a fine; or 
in extreme cases termination of research (APHIS, 2016a; 
Home Office, 2014; NIH, 2015a, Part II §8.5).

3.2.1 General Commitment to Ethical Behavior
Laws in many countries assert a general commitment 

to ethics in the use and care of research animals. For 
example, the 2010 European Directive on the Protection of 
Animals Used for Scientific Purposes (EU Directive), which 
represents the official policies of the European Parlia-
ment and the Council of the European Union, states 
that “(a)nimals have an intrinsic value which must be 
respected” (European Union, 2010, Preamble para. 12). 
In the United States, the National Resources Council 
Guide for the Care and Use of Laboratory Animals (the Guide) 
(NRC, 2011) must be followed in all research on live ver-
tebrates that is funded by one of the institutes or centers 
of the National Institutes of Health (NIH) [HREA, 1985, 
§289d(c)]. In a section titled “Ethics and Animal Use,”
the Guide reminds investigators that they do not have a
legal right to conduct animal research. The use of ani-
mals is a privilege afforded by government, which it can
withdraw. As the Guide observes, this privilege is con-
ditioned on the use and care of research animals in ac-
cordance with ethical standards, some of which exceed
those specifically required by law:

The decision to use animals in research requires critical 
thought, judgment, and analysis. Using animals in research is 
a privilege granted by society to the research community with 
the expectation that such use will provide either significant new 
knowledge or lead to improvement in human and/or animal 
well-being. (references omitted). It is a trust that mandates re-
sponsible and humane care and use of these animals. ... Ethical 
considerations discussed here and in other sections of the Guide 
should serve as a starting point; readers are encouraged to go 
beyond these provisions. NRC (2011, p. 4)

3.2.2 Legal Requirements Reflecting General or 
Specific Ethical Principles

Many laws, regulations, and government agency poli-
cies that pertain to animal research state explicitly, or re-
flect, very general ethical ideals or requirements. Underly-
ing the US Animal Welfare Act (AWA, 2013), for example, 
is the general principle of biomedical animal research 
ethics that investigators must minimize pain or distress 
experienced by animal subjects. The EU Directive requires 
that any harm caused to animals in a research project 
must be justified by expected benefits of the research 
[European Union, 2010, Art. 38 para. 2(d)]. A well-known 

set of nine general ethical principles for biomedical ani-
mal research (some of which are  included in substance in 
the fundamental ethical principles  presented later in the 
chapter) is enunciated in the US Government Principles for 
the Utilization and Care of Vertebrate Animals Used in Test-
ing, Research, and Training (US Principles) (OLAW, 2015b, 
pp. 4–5), which must be followed by investigators con-
ducting research governed by the Health Research Ex-
tension Act of 1985 (HREA) and its incorporated Public 
Health Service Policy on Humane Care and Use of Laboratory 
Animals (PHS Policy) (OLAW, 2015b, para. I). Certain laws 
state more specific ethical rules, such as the requirement 
of the US AWA [AWA, 2013, §2143(a)(3)(B)] and the AWA 
Regulations [AWAR, 2015, §2.31(d)(1)(ii)] that investiga-
tors consider alternatives to procedures likely to produce 
pain or distress in research  animals. Some laws state even 
more specific ethical requirements, such as the require-
ment of the AWA that, unless scientifically necessary, ani-
mals should not be subjected to  multiple major invasive 
procedures [AWA, 2013, §2143(a)(3)(D)].

3.3 Ethical Treatment of Animals Promotes 
Sound Scientific Results

As is discussed in this chapter, among the central prin-
ciples of biomedical animal research ethics are that ani-
mals should not experience more pain or distress than 
necessary for the scientific aims of an experiment, and 
that they should be provided housing environments and 
general care that are appropriate for their species and 
contribute (consistent with experimental aims) to their 
health and comfort. Studies have long established that 
unnecessary animal pain or distress during experiments 
can affect and invalidate experimental results (Russell 
and Burch, 1959), and that removal of stressors from 
housing environments can improve the validity and re-
peatability of data (Garner, 2005; Weed and Raber, 2005).

3.4 Ethical Treatment of Animals is Required by 
Funding Bodies

Government agencies that fund animal biomedical 
research require adherence to ethical standards as a con-
dition of support. In the United States, applicants to the 
NIH must certify that projects will meet the ethical re-
quirements of the Vertebrate Animals Section of the grant 
application (OLAW, 2016b), which includes the pain and 
distress minimization principle (discussed below) and 
justification of the use of animals and the proposed spe-
cies. Moreover, no NIH-funded animal research may be-
gin, or continue, without determination by the IACUC 
that the project complies with the ethical standards of 
the PHS Policy (OLAW, 2015b, para. II), and of the Guide 
[OLAW, 2015b, para. IV(A)(1)]. Animal research funded 
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by the National Science Foundation must also meet the 
standards applied by the PHS Policy to NIH-funded ani-
mal research (OLAW, 2015a).

Private funding bodies also require grant recipients 
to meet various ethical standards. For example, the 
 American Cancer Society (ACS, 2016, p. 6), the American 
Epilepsy Society (AES, 2016), and the American Heart 
Association (AHA, 1985) require applicants to certify 
that animal research projects have received approval 
from their IACUC, which in the United States includes a 
determination that all legally required ethical standards 
will be followed. These organizations also specifically 
require adherence to the PHS Policy and its ethical stan-
dards. In the United Kingdom, major funding organi-
zations, including the Association of Medical Research 
Charities (AMRC, 2015), the Biotechnology and Biologi-
cal Sciences Science Council (BBSRC, 2013), the Medical 
Research Council (MRC, 2016), and the Wellcome Trust 
(2016) require that animal research be conducted only 
when no feasible nonanimal alternative exists; that ap-
plicants employ the “3Rs” of replacement, reduction, 
and refinement (discussed below), and that appropri-
ate Home Office licenses and certificates are followed. 
These organizations also require grantees to follow the 
ARRIVE Guidelines of the UK National Centre for the 
Replacement Refinement & Reduction of Animals in Re-
search (NC3Rs, 2010), which are intended to assist inves-
tigators in preparing manuscripts submitted for publica-
tion and are considered below.

3.5 Ethical Treatment of Animals is Required 
by Peer-Reviewed Journals

Virtually all journals that publish reports of animal 
research require that authors state, when submitting 
manuscripts or sometimes in the manuscripts them-
selves, that they have adhered to specified ethical stan-
dards. These journals always include in such standards, 
observance of all applicable laws and approval of the 
research by the investigator’s IACUC or other legally 
required review body or government official. As noted 
earlier, these laws contain fundamental principles of 
biomedical animal research ethics. Some journals in-
clude ethical standards adherence to which might not 
be legally required in given cases. For example, al-
though the HREA requires that NIH-funded projects 
follow the ethical standards of the PHS Principles and 
the Guide, many journals require adherence to the ethi-
cal standards in these documents for all research on live 
vertebrates, however funded. Some journals mention 
specific ethical requirements already implied by the 
general requirement of following all laws and govern-
ment agency policies. Such journal requirements typi-
cally include that the minimum number of animals was 

used (e.g., Journal of Neuroscience; PLoS One) and that 
animal pain, suffering, or distress were prevented or 
minimized (e.g., Neuroscience; Neuroscience Research; 
PLoS One). Some journals require adherence to the 
ethical standards of the professional association under 
whose auspices these journals are edited. The Journal 
of Neuroscience, for example, requires that all reported 
animal experimentation be conducted in accordance 
with the Society for Neuroscience Policies on the Use of 
Animals in Neuroscience Research (SfN, 2016), which man-
date observance of the PHS Policy and the Guide for all 
experiments on live vertebrate animals.

3.5.1 The ARRIVE Guidelines
The ARRIVE Guidelines (NC3Rs, 2010), mentioned 

earlier, contain a checklist of 20 directives for the prepa-
ration of manuscripts reporting animal research projects. 
The Guidelines are widely regarded as an effective ve-
hicle not just for promoting standardized, transparent 
descriptions of animal use that can be evaluated by the 
scientific community, but also for facilitating the use of 
animals in ethically as well as scientifically sound ways 
(du Sert, 2011; Eisen et al., 2014; Reynolds et al., 2012; Rice 
et al., 2013.) Among the directives of the Guidelines are 
that the investigator “(e)xplain how and why the animal 
species and model being used can address the scientific 
objectives and, where appropriate, the study’s relevance 
to human biology” (NC3Rs, 2010, para. 3b); “(p)rovide 
details of the animals used, including species, strain, sex, 
developmental stage (e.g., mean or median age plus age 
range) and weight (e.g., mean or median weight plus 
weight range)” (para. 8a); “(p)rovide details of housing 
(type of facility, e.g., specific pathogen free (SPF); type of 
cage or housing; bedding material; number of cage com-
panions; tank shape and material etc. for fish)” (para. 
9a); “(e)xplain how the number of animals was arrived 
at. Provide details of any sample size calculation used.” 
(para. 10b); “(p)rovide details of the statistical methods 
used for each analysis” (para. 13a); “(d)escribe any im-
plications of your experimental methods or findings for 
the replacement, refinement or reduction (the 3Rs) of the 
use of animals in research” (para. 18c); and “(c)omment 
on whether, and how, the findings of this study are likely 
to translate to other species or systems, including any 
relevance to human biology” (para. 19).

At the time of this writing, more than 600 journals 
have recommended that authors follow the ARRIVE 
Guidelines (Cressey, 2016). However, relatively few 
journals require compliance, and one study found that 
few investigators followed the Guidelines even when 
encouraged to do so (Baker et al., 2014). In light of the 
support of the ARRIVE Guidelines by journal editors, it 
seems inevitable that all high-impact journals eventu-
ally will make compliance mandatory. It is, therefore, 
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at the very least prudent for investigators to become 
used to incorporating the Guidelines into their experi-
ments and manuscript preparation. More importantly, 
following the ARRIVE Guidelines will assist investi-
gators in conducting scientifically and ethically sound 
experimentation.

3.6 Ethical Treatment of Animals is Essential 
for Public Support

A very important reason investigators should be 
sensitive to ethical aspects of their work is that without 
public support most biomedical animal research would 
cease. The great majority of this research is funded by 
government agencies (FASEB, 2016a), which receive the 
money they disburse from the public. Moreover, under-
lying government acceptance and regulation of animal 
research is the general view of society that biomedical 
animal research is valuable and is conducted ethically. 
Were the public to reject this view, it would likely de-
mand an end to government funding, and perhaps to 
biomedical animal research altogether.

Public approval of biomedical animal research can-
not be taken for granted and in some countries may be 
declining. Polls conducted by the Pew Research Cen-
ter (2015, p. 141) found that in 2009, 52% of US adults 
“favored,” and 43% “opposed,” “the use of animals in 
scientific research.” By 2014, those in favor dropped to 
47%, and those opposed rose to 50%. The annual Gal-
lup Poll on moral attitudes of Americans (Gallup, 2016) 
found that in 2016, 53% of the public believed that “med-
ical testing on animals” is “morally acceptable” and 41% 
that it is “morally wrong.” In 2006, the percentages were 
61 and 32%, respectively.

Governments worldwide have recognized that public 
support for animal research depends upon the public’s 
knowledge that experimental animals are treated in ac-
cordance with high ethical standards. For example, in 
enacting the 1985 amendments to the AWA (2013), the 
US Congress declared (Public Law 99-198, 1985) that 
“measures which help meet the public concern for labo-
ratory animal care and treatment are important in assur-
ing that research will continue to progress.” In passing 
the HREA (1985) Congress stated (House Conference 
Report, 1985, p. 747) that although humane standards of 
animal care ”will change in the future as science advanc-
es ... the consultation inherent in the review of the care 
and treatment of animals by animal care committees is 
essential. Within such a framework, the public can have 
confidence that the proper sensitivity, whatever the sen-
sitivity may be, to the care and treatment of animals will 
occur.” The EU Directive recognizes the importance of 
“the ethical concerns of the general public as regards the 
use of animals in procedures” (European Union, 2010, 
Preamble para. 12).

3.7 Ethical Treatment of Animals 
is the Right Thing to Do

Finally, and surely most importantly, investigators 
should conduct ethical animal research because this is 
simply the right thing to do. If animals are to be used 
to understand human disease, they should always be 
used for ethically sound reasons and in ethically ap-
propriate ways. We owe this to them, as well as to 
the humans who benefit from their use in research 
and who should rest assured that this use is ethically 
 appropriate.

4 ASPECTS OF ANIMAL USE AND CARE 
RELEVANT TO BIOMEDICAL ANIMAL 

RESEARCH ETHICS

Most issues in biomedical animal research ethics per-
tain to the conduct of individual animal research proj-
ects, that is, to how experiments or research procedures 
are designed and executed. Ethical questions can arise 
in all stages of a project, beginning with whether there is 
sufficient rationale for the use of animals or a particular 
species, to whether the project treats the animals appro-
priately during experimental procedures, to when and 
how the animals’ lives may or should be ended, to what 
should be done with animals that survive experimenta-
tion. Although such questions typically arise in the con-
text of particular projects, biomedical animal research 
ethics sometimes address them generally. Thus, one can 
ask when certain kinds of physical restraint might be 
unacceptable for certain species, or when it is ethically 
acceptable to withhold pain relief from animals (Tan-
nenbaum, 1999). Answers or general approaches to such 
questions may then sometimes be applied in particular 
animal research projects.

Biomedical animal research ethics is also concerned 
with the treatment of animals when they are not un-
dergoing research procedures. Many, perhaps most, re-
search animals spend the majority of their time housed 
in facility animal quarters, before or after procedures 
are conducted on them. To be sure, many animals are 
never off-study, if, for example, effects on their physi-
ology or behavior while in the animal quarters are of 
direct interest in the research, or if what they are fed 
or how they are housed is part of the study. However, 
even these animals can be affected by conditions of 
housing and care that are not part of the research. Ethi-
cal issues relating to housing and general care of ani-
mals include whether the size, constituent materials, 
and physical layout of cages or other enclosures are 
sufficient to meet certain behavioral needs, whether 
animals receive adequate care from veterinarians and 
support staff to address health or welfare problems, 
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and whether and to what extent research facilities are 
ethically obligated to provide enriched housing envi-
ronments.

Biomedical animal research ethics also deals with gen-
eral issues that pertain to whether it is ethically accept-
able to use certain kinds of animals in any, or in various 
kinds of, research. One such issue is whether chimpan-
zees may be used in biomedical research (IOM, 2011). 
Another is whether researchers are ethically obligated 
to use purpose-bred cats or dogs rather than random-
source former pets obtainable from shelters or commer-
cial dealers (NRC, 2009b). These are questions in animal 
research ethics because they ask whether using such 
animals in research or in certain kinds of research would 
accord with investigators’ or society’s ethical obligations 
to these animals.

5 USE OF PRIVATELY OWNED ANIMALS 
IN BIOMEDICAL RESEARCH

It is helpful at this stage of the discussion to consider 
two general aspects of biomedical animal research: use 
of privately owned animals, and the nature of basic ani-
mal research.

Presently, the vast majority of biomedical animal 
research is conducted in facilities on animals owned 
by these facilities or investigators. Recently there has 
been an increase in the use of privately owned animals, 
primarily pet cats and dogs, that aims at understand-
ing medical problems not just of these species, but 
also of humans (Alvarez, 2014; Christopher, 2015a,b; 
Khanna et al., 2009; Kol et al., 2015; Lairmore and 
Khanna, 2014). Among the advantages of this research 
are said to be that certain diseases are already present 
in many pets and thus need not be induced in labora-
tories in healthy animals; that certain kinds of ailments 
of humans and pets are sometimes easier to study in 
pets; and that what can be learned about certain kinds 
of diseases in privately owned animals can shed light 
on identical or virtually identical human ailments (Kol 
et al., 2015).

Biomedical research on pets is subject to some of the 
same ethical requirements explored in this chapter, for 
example, the pain and distress and harm minimization 
principles. However, there are distinctive ethical issues 
raised by research on such animals. These issues include 
how investigators should obtain informed consent from 
pet owners who may be more interested in helping their 
animals than contributing to soundly designed experi-
ments; whether and when investigators may enroll an 
animal in an experiment if there already exists an effec-
tive treatment for the animal’s condition, or a treatment 
the success of which is predictably at least as good as 
that of the experimental procedure; whether a beloved 

pet should be kept on an experimental treatment that is 
not working or is not working as well as a treatment oth-
er animals in a study are receiving; and whether owners 
are ethically entitled to a portion of profits that might re-
sult from the development of drugs or techniques based 
on use of their animals.

Also central in the ethical assessment of research 
projects using privately owned animals is the issue of 
when these animals are good experimental subjects 
from a scientific standpoint. As is discussed later in 
this chapter, an important rule of biomedical animal 
research ethics is that sound science contributes to 
the ethical use of animals and poor science is likely to 
cause ethical problems. For example, as will be noted 
below, if in an experiment too few animals are used to 
obtain valid results, the use of any of the animals will 
be pointless at best and at worst could cause pain or 
distress that is unjustified. There are surely often scien-
tific advantages in employing laboratory animals, such 
as the ability to use a sufficient number of animals with 
characteristics (including genetic make-up or disease 
condition) tailored to an experiment; to perform all 
scientifically appropriate procedures (including pro-
duction of a precise disease state and use of controls); 
and to euthanize animals at scientifically appropriate 
times.

As of this writing, a few published articles have ad-
dressed some of the ethical issues raised by use of pri-
vately owned animals in research also aimed at under-
standing human disease (Baneux et al., 2014; Habing 
and Kaneene, 2011; Kol et al., 2015, p. 6.) However, there 
is not yet anything approaching a developed literature 
on these issues. One reason may be the fact that, at least 
in the United States, laws governing biomedical ani-
mal research do not apply to experiments conducted by 
veterinary clinicians on privately owned animals. As is 
discussed earlier, legal requirements relating to animal 
research tend to express fundamental, widely accepted 
ethical principles regarding how animals should be 
treated. In the absence of laws relating to research on 
privately owned animals, the scientific community may 
lack strong motivation to address all the ethical issues 
this kind of research can raise.

Proponents of the use of privately owned animals 
are hopeful that much of this work will produce im-
portant knowledge that can lead directly to clinical 
trials in humans, and that will produce important 
advances in understanding human diseases (Kol 
et al., 2015). Time will tell whether this will be so, 
and whether ethical questions raised by such research 
will receive sufficient attention. The remainder of this 
chapter considers ethical issues that relate to animal 
experimentation conducted in laboratories, which 
currently constitutes the great preponderance of bio-
medical animal research.
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6 THE NATURE OF BASIC ANIMAL 
RESEARCH

Many investigators who use animals in biomedical re-
search describe their research as “basic.” It is important 
that they are clear about what they mean by this term. 
There are two different senses of “basic” research com-
monly employed in the scientific literature, which raise 
very different ethical issues.

6.1 “Basic” Research as the Search for 
Knowledge for its Own Sake

Historically the first, and possibly still the predomi-
nant, definition characterizes basic research as “directed 
towards increase of knowledge … where the primary 
aim of the investigator is a fuller knowledge or under-
standing of the subject under study, rather than a practi-
cal application thereof” (NSF, 1959, p. 368); as “uncom-
mitted research, prompted by disinterested curiosity, 
and aimed primarily at the extension of the boundaries 
of knowledge” (American Council on Education, 1954, 
p. 49); as aimed at “the extension of knowledge for its 
own sake” (OECD, 1966, p. 24); or as motivated by “in-
tellectual curiosity (where) the motivating force is not 
utilitarian goals, but a search for a deeper understanding 
of the universe and of the phenomena within it” (Sea-
borg, 1963, p. 1383). I shall call this the subjective sense 
of “basic” research because it identifies investigators’ 
motivation as the key factor in whether their research is 
so classified.

There is a long-standing and sizeable body of thought 
that rejects intellectual curiosity and knowledge for its own 
sake as acceptable reasons for animal experimentation, and 
certainly for causing experimental animals any pain, suf-
fering, or distress (Bowd, 1980; Midgley, 1981; Rollin, 1992, 
p. 170; Ryder, 1971). Although these thinkers accept 
knowledge for its own sake as a justification for scientific 
inquiry, and accept some curiosity-driven research that 
does not cause animals pain (e.g., purely observational 
studies of animals in natural habitats), they argue that it 
is profoundly unethical to cause an animal any pain or 
distress so that scientists can obtain and enjoy knowledge 
for its own sake. Louis Goldman, who for many years led 
the Royal Society for the Prevention of Cruelty to Animals 
(RSPCA), expressed this view as follows.

Experiments which cause pain and suffering demand spe-
cial justification. That special justification cannot merely be that 
scientists are entitled to do anything that might increase the 
sum total of knowledge or bring about a medical advance in 
the remote future. There has to be a direct benefit, a good and 
immediate relevant reason—one which most people would ac-
cept as adequate.

I believe that most people would accept the use of animals 
to test a new vaccine or a new drug before it is given to man. 

I believe that most people accept that new surgical procedures 
like transplant operations should first be tested on animals. … 
(But) some scientific problems are not really worth solving. We 
don’t really need proof that inhaling a mixture of air and alcohol 
produces a state of addiction in mice. Nor do we need proof 
that animals can be trained to avoid a part of a cage where they 
received electric shocks to their feet. The link between the ex-
periment and a possible benefit to mankind is so remote as to be 
almost invisible. Goldman (1979, pp. 191–2).

This viewpoint is, I would suggest, widespread. 
Many people are unlikely to accept experiments that 
cause animals pain or distress in order to discover 
something that is solely of intellectual interest, and that 
does not offer some possibility of ultimately benefiting 
humankind.

Appreciating the general hostility to curiosity-driven 
research that can cause animals pain or distress, some 
defenders of such research argue that it will eventually 
benefit human health (Miller, 1985; Morrison, 2009; 
Thomas, 1974). According to sleep investigator Adrian 
Morrison, for example,

the basic researcher seeks to understand a biological phe-
nomenon for the sake of understanding it, not in an attempt to 
solve a particular problem. … Nonetheless, basic research is the 
very first step toward solving a clinical problem, often without 
a specific disease in mind, because so many bits of information 
from varied and often improbable sources will ultimately come 
together to provide a solution to a diseased condition. In other 
words, good and successful basic research will usually end up 
solving a problem that the researcher did not originally intend 
to solve. Morrison (2009, p. 69)

Morrison and others find support for this view in the 
famous study of physiologists Julius Comroe and Rob-
ert Dripps (1976), which concluded that many impor-
tant clinical advances treating cardiac and pulmonary 
disease resulted from animal experiments in which in-
vestigators had no interest in discovering knowledge 
with potential clinical relevance. However, this study 
was retrospective, and was able to identify successful 
experiments that did lead to clinical advances. The claim 
that all or most curiosity-driven animal research will in 
the future benefit human health is not supported by the 
Comroe and Dripps (1976) study, and seems intuitively 
false. There is surely no connection simply between any 
researcher’s interest in certain biological phenomena 
and any probability that the research will lead to health 
benefits. A number of recent literature surveys has 
shown that, in fact, many animal experiments (whether 
or not classified as “basic”) have not yet translated into 
clinical applications (Hackam and Redelmeier, 2006; 
Henderson et al., 2013; van der Worp et al., 2010). It 
is important to note that the studies just cited do not 
claim, or show, that animal research is not necessary or 
useful in combating human disease. Rather, the authors 
of the studies call for better understanding of aspects 
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of animal projects that might increase their probability 
of discovering effective clinical applications. One of the 
primary aims of the new and rapidly expanding science 
of translational medicine is not only finding potential 
clinical applications of completed animal research, but 
identifying kinds of animal research that might lead to 
clinical applications (Reed et al., 2012; Zerhouni, 2007; 
Zucker, 2009). This new science recognizes, as have in-
vestigators in a number of fields of biomedical research 
(Galanopoulou et al., 2013), that the record of transla-
tion of animal studies has sometimes been disappoint-
ing and that it is no longer acceptable to support animal 
experiments on the grounds that one cannot predict 
what discoveries will eventually contribute to clinical 
applications.

6.2 “Basic” Research as the Search 
for Fundamental, Underlying Mechanisms, 
and Causes

There is another sense of the term “basic” research 
employed by scientists that does not tie basic animal 
research, by definition, to the search for knowledge for 
its own sake. “Basic” research in this second sense is 
sometimes referred to as “fundamental” research, be-
cause it seeks to understand foundational, underlying 
mechanisms or causes that it is hoped might eventu-
ally explain much, if not all, of a wide range of phe-
nomena. So defined, basic research typically does not 
expect to quickly make discoveries with specific rel-
evance to practical results, precisely because the re-
search seeks to find causes and explanations of mat-
ters that are not yet well understood. It is sometimes 
said that basic research in this sense seeks to discover 
knowledge that is widely applicable to multiple scien-
tific fields, or is so significant and central to a specific 
field that it might contribute to a changed and greatly 
improved way of looking at that field (Calvert, 2006; 
Kidd, 1959; Reagan, 1967). I shall call this the objective 
sense of “basic” research because it identifies features 
of research itself and not investigators’ motivation as 
the key factor in whether research is classified as basic. 
An animal experiment that constitutes basic research 
in the objective sense can have as part of its motivation 
the discovery of knowledge for its own sake, but this 
is not what makes such research basic. Basic research 
in the objective sense can—and in the biomedical sci-
ences almost always does—aim at fighting disease and 
improving health. It is the objective sense of “basic” re-
search, coupled with this practical aim, that the NIH 
employs when it states (NIH, 2015b) that its “mission is 
to seek fundamental knowledge about the nature and 
behavior of living systems and the application of that 
knowledge to enhance health, lengthen life, and reduce 
illness and disability.”

6.3 What Investigators Mean by “Basic” 
Animal Research

Some investigators who characterize their animal 
research as “basic” do not indicate clearly what they 
mean by the term. Scientists who conduct biomedical 
animal research almost always have as their ultimate 
goal understanding and conquering human or animal 
disease. Therefore, if asked which definition of the term 
“basic” they employ, most investigators would likely 
endorse the objective sense. However, like Morrison 
in the passage quoted earlier, some animal researchers 
who comment about the nature of basic animal research 
do appear to employ the subjective sense of “basic re-
search,” although they go on to express confidence that 
curiosity-driven animal research will eventually lead to 
clinical advances. Some scientists who speak about the 
nature of basic animal research seem to want to employ 
both the subjective and the conflicting objective sense 
of the term. For example, the eminent epilepsy animal 
researcher Philip Schwartzkroin appears to adopt the 
objective definition when he writes that “technological 
invention drives modern science, and the findings from 
‘basic’ laboratory (and clinical) research drive technical 
innovation. … It is often the technological advance that 
is the ultimate goal of even the most basic forms of re-
search” (Schwartzkroin, 2012, pp. 2–3, author’s italics). 
However, he also asserts that the primary if not the sole 
motivation for many epilepsy researchers who use ani-
mals is intellectual curiosity. He states that “many young 
researchers are attracted to epilepsy research simply be-
cause the problems are intellectually fascinating, the 
phenomena are dramatic, and the potential experimen-
tal approaches allow/encourage the use of a broad array 
of technical weaponry” (p. 4, author’s italics). He also 
writes that “(o)btaining knowledge for its own sake is 
an old and sacred pursuit … Because of the uncertainty 
about what insights might become important in the fu-
ture, because what seems irrelevant or unusable at one 
time might provide the basis for important future devel-
opments, ‘basic research’ without specific practical ratio-
nale should be encouraged and supported” (p. 3).

6.4 Recommendations

The view that it is wrong to cause animals pain, dis-
tress, or other severe harms in experiments that are mo-
tivated solely or primarily by curiosity does not imply 
that it is wrong for investigators who conduct basic 
animal research in the objective sense to enjoy solv-
ing intellectual problems, or to believe that biological 
knowledge is worth obtaining for its own sake. Nor, for 
reasons discussed below, do all ethically conducted ba-
sic animal research projects require a demonstration of 
immediate or likely clinical applications. However, in 
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light of the hostility that many have to animal experi-
mentation that causes animals pain or distress and is 
motivated by the desire to discover knowledge for its 
own sake, several things seem clear. First, investigators 
should not express or endorse the subjective definition 
of “basic” animal research out of a mistaken assumption 
that basic research must be defined as motivated by the 
search for knowledge for its own sake. Second, in com-
municating with members of the public, funding agen-
cies, government regulators, and IACUCs, investigators 
should make clear that they are using the objective sense 
of “basic” research. Finally, even if intellectual curiosity 
comprises part of their motivation for using animals in 
basic research, investigators should indicate clearly that 
the primary and ultimate aim of their research is, as the 
NIH characterizes its mission in funding fundamental 
research, “to enhance health, lengthen life, and reduce 
illness and disability” NIH (2015b). This statement sure-
ly reflects how the vast majority of biomedical animal 
researchers who conduct basic studies view their work.

7 WHY INVESTIGATORS PLAY THE KEY 
ROLE IN ENSURING THE ETHICAL 
CONDUCT OF ANIMAL RESEARCH 

PROJECTS

Some investigators may be reluctant to become in-
volved in ethical discussion of their work, or of biomedi-
cal animal research generally because their distinctive 
professional expertise relates not to ethical theory but 
to scientific investigation. In fact, animal researchers are 
uniquely qualified and situated to engage in ethical eval-
uation of biomedical animal research.

7.1 The Nature of Principles of Biomedical 
Animal Research Ethics

A helpful starting point for investigators who may 
think that their scientific background does not qualify 
them to engage in ethical assessment of animal research, 
is to consider the nature of fundamental ethical princi-
ples that apply to biomedical animal research. Most such 
principles are general and require factual information to 
be applied to actual circumstances. For example, as dis-
cussed later, one of the central principles of animal re-
search ethics (which I call “the pain and distress minimi-
zation principle”) is that an animal research project should 
cause no more pain or distress to the animals than is necessary 
to achieve the scientific goals of the research. This principle 
sometimes requires investigators to ask questions about 
procedures used in experiments, and may sometimes 
necessitate changes in project design and implementa-
tion. However, the principle cannot by itself generate 
any specific conclusions or courses of action without the 

asking of questions that are empirical in  nature and the 
consideration of which involves scientific knowledge 
and expertise.

For example, one issue to which the pain and distress 
minimization principle applies is whether in a given ex-
periment, it is ethically acceptable to allow animals to 
die on their own, in pain or distress, or whether they 
should be euthanized at some point prior to death. What 
the pain and distress minimization principle requires 
when this question is asked will depend on a number 
of facts about the experiment, which can include the fol-
lowing: (1) what the project aims to discover; (2) wheth-
er the animal model used in the study is a good model 
from a scientific standpoint to achieve the project’s goals; 
(3) whether the study correctly employs the model; (4)
whether the model, or the results sought in the study, re-
quire death as the endpoint or can allow the euthanasia
of at least some of the animals; and (5) how much pain
or distress the animals actually experience. These are all
empirical questions, consideration of which does not in-
volve value judgments.

7.2 The Need for Scientific Expertise 
in Applying General Ethical Principles

The pain and distress minimization principle illus-
trates why animal researchers should not be reluctant 
to consider ethical issues relating to their work. First, 
the principle is (like the other fundamental ethical 
rules presented in this chapter) immediately and in-
tuitively compelling. Although more can be said about 
the ethical foundations of the principle, a great deal of 
theoretical discussion is not required to demonstrate 
its persuasiveness. Investigators should be entirely 
comfortable endorsing and applying it. Second, the 
pain and distress minimization principle cannot be ap-
plied correctly to an animal research project without 
knowledge and expertise possessed uniquely by scien-
tists who are familiar with the kinds of questions asked 
by the project; with the applicability to these ques-
tions of various kinds of experiments or research tech-
niques; with the nature and effects of possible ways of 
using the animals on what they experience; and with 
techniques for preventing or minimizing their pain or 
distress. These are all matters of science and not ethical 
theory.

7.3 The Investigator as Captain of the 
Experimental Ship

The primary reason investigators must play the central 
role in ensuring the ethical conduct of animal research 
projects is that they play the central role in determining 
project goals, and in designing and implementing their 
experiments to achieve these goals.
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7.3.1 Primacy of Project Goals
One crucial reason the investigator plays the key 

role in ensuring that an animal experiment is ethically 
appropriate is that the investigator formulates the aim 
or aims of the experiment. Even if a government of-
ficial or funding agency, for example, is authorized to, 
or might convince, an investigator to modify a project’s 
goals for scientific or ethical reasons, it is the investiga-
tor who must accept these goals if the project is to be 
conducted. Likewise, animal housing and care, even if 
modified by an IACUC or facility veterinarian for wel-
fare reasons, must be consistent with the investigator’s 
experimental goals.

Intuitively, it is clear that the goals of an animal re-
search project must determine how the animals are 
used. For the primary purpose of an animal experiment 
aimed at understanding a human disease is not to use or 
treat animals in certain ways, but to understand the dis-
ease. Animals used in research projects must be treated 
ethically, and as is discussed below, it can be possible 
that a research project ought not to be done because 
how it treats the animals is not justified by the value 
of the project. Nevertheless, how animals are used will 
always remain subservient to, and be controlled by, 
project goals.

W.M.S. Russell and R.L. Burch, who introduced the 
concepts of the “3Rs,” (discussed below) recognized the 
primacy of project goals in the ethical design and imple-
mentation of biomedical animal experiments. As they 
stated in their original discussion of the 3Rs, the “central 
problem” faced by investigators is how to minimize 
animal pain and distress “without prejudice to scientific 
and medical aims” (Russell and Burch, 1959, p. 14). This 
means that the scientific aims of an experiment must 
determine whether, to what extent, and how pain or dis-
tress can be minimized. Put another way, an investigator 
must first determine the aims of an experiment, support 
these aims on scientific grounds, and then, consistent 
with these aims, ask whether pain or distress can be elim-
inated or lessened. Put yet another way, elimination or 
lessening of pain or distress, or other harms to animals, is 
not an independent goal that is to be balanced against the 
aims of an experiment, so that the aim of a project should 
be changed if there is another aim that might cause less 
animal pain or distress. If live animals must be used in an 
experiment that is justifiable scientifically, they should be 
used. If they must be caused some pain, distress, or other 
harm it will be appropriate to cause such harm, provided 
the harm is minimized consistent with project aims and 
this minimized harm is ethically justified.

The formulation of scientifically sound project goals, 
before minimization of pain or distress is implemented, 
is both a scientific and ethical requirement. It is a scientif-
ic requirement because changing or compromising proj-
ect aims to lessen animal pain or distress could produce 

results that are not scientifically valuable, or not as valu-
able as those that would be produced by pursuing the 
original aims. It is an ethical requirement because caus-
ing animals pain or distress in a poorly designed experi-
ment that likely will not produce good scientific results 
is causing unnecessary and unjustifiable pain or distress, 
and even when there is no pain or distress can involve 
a waste of resources and a pointless ending of animals’ 
lives.

Russell and Burch’s insistence on the primacy of ex-
perimental aims is reflected in the requirement of the US 
AWA that each “principal investigator considers alterna-
tives to any procedure likely to produce pain to or dis-
tress in an experimental animal” [AWA, 2013, §2143(a)
(3)(B)]. To enforce this provision, the US Department of 
Agriculture (USDA) has adopted the following policy 
that defines and sets forth requirements for investigators 
regarding consideration of such “alternatives.”

Alternatives or alternative methods, as first described by 
Russell and Burch in 1959, are generally regarded as those that 
incorporate some aspect of replacement, reduction, or refine-
ment of animal use in pursuit of the minimization of animal 
pain and distress consistent with the goals of the research. These 
include methods that use non-animal systems or less sentient 
animal species to partially or fully replace animals (for example, 
the use of an in vitro or insect model to replace a mammalian 
model), methods that reduce the number of animals to the mini-
mum required to obtain scientifically valid data, and methods 
that refine animal use by lessening or eliminating pain or dis-
tress and, thereby, enhancing animal well-being (for example, 
the use of appropriate anesthetic drugs). However, methods that 
do not allow the attainment of the goals of the research are not, by 
definition, alternatives. USDA (2016, Policy #12, p. 12.1, author’s 
italics)

7.3.2 Design and Implementation 
of Experimental Procedures

It is also the investigator who designs and implements 
the scientific procedures employed to fulfill project aims. 
If an IACUC, review body, or government official is au-
thorized to demand a modification in experimental pro-
cedures, the investigator must be satisfied that changes 
will not compromise the scientific goals of the project. 
It is also the investigator and the investigator’s research 
staff who perform experimental procedures and are, 
therefore, responsible for ensuring that all scientifically 
and ethically appropriate procedures are carried out.

7.3.3 The Importance of Sound Science in Ensuring 
Ethical Animal Experimentation

There is another, and critically important, reason in-
vestigators play the key role in ensuring that their proj-
ects are conducted ethically. As will be discussed in detail 
later, the central ethical question raised by any biomedi-
cal animal experiment is whether what is done with or 
to the animals is justified by the value of the experiment. 
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For reasons explained later in the chapter, the key task 
in ensuring that an animal research project has sufficient 
value to justify its use of animals is typically designing 
and implementing a project that is scientifically sound. It 
is the investigator, in setting project goals and design-
ing and implementing the experiment to achieve these 
goals, who ultimately determines its level of scientific 
soundness.

7.4 The Role of Review Committees and 
Government Officials in Assessing the Ethical 
Appropriateness of Animal Experiments

In some countries, local or national review commit-
tees or government officials are legally authorized to 
assess the ethical appropriateness of biomedical animal 
research projects, and can deny investigators permis-
sion to conduct an experiment that in their view does 
not meet certain ethical requirements. In the European 
Union, one foundation of such legal authority is the pro-
vision of the 2010 EU Directive that “the project evalua-
tion” must include “a harm-benefit analysis of the proj-
ect, to assess whether the harm to the animals in terms 
of suffering, pain and distress is justified by the expected 
outcome taking into account ethical considerations, and 
may ultimately benefit human beings, animals or the en-
vironment” [European Union, 2010, Art. 38 para. 2(d)]. 
The UK ASPA requires that the Home Office official 
who must license a procedure “carry out a harm-benefit 
analysis of the programme of work to assess whether the 
harm that would be caused to protected animals in terms 
of suffering, pain and distress is justified by the expected 
outcome, taking into account ethical considerations and 
the expected benefit to human beings, animals or the en-
vironment” [ASPA, 1986, §5B(3)(d)].

7.4.1 Ethical Review in the United States
In recent years there appears to have been increasing 

acceptance in the United States of the view that IACUCs 
are legally authorized, and indeed required, to engage in 
ethical assessment of proposed animal research projects. 
Some commentators believe that language in the AWA 
and the HREA requiring the humane or proper treatment 
of animals authorizes IACUCs to reject animal research 
projects they find to be scientifically and hence ethical-
ly unjustifiable, on the grounds that animals cannot be 
treated humanely or properly if they are used in scientif-
ically unsound experiments (Mann and Prentice, 2004). 
Acceptance of the view that American IACUCs are con-
stituted by law as ethics review committees appears to 
have been furthered by the official position of the Asso-
ciation for Assessment and Accreditation of Laboratory 
Animal Care International (AAALAC) that an IACUC in 
its accredited institutions must conduct a “harm/ben-
efit analysis,” in which it would “weigh the potential 

adverse effects of the study against the potential ben-
efits that are likely to accrue as a result of the research” 
(AAALAC, 2015). To support this position, AAALAC 
cites (Newcomer, 2012, p. 296) the statement in the Guide 
that “due to their potential for unrelieved pain or dis-
tress or other animal welfare concerns,” in certain proto-
cols “the IACUC is obliged to weigh the objectives of the 
study against other potential animal welfare concerns” 
(NRC, 2011, p. 27). Conferences and workshops on ani-
mal research in the United States routinely include ses-
sions on how IACUCs should engage in harm–benefit 
analysis and ethical review of research protocols.

It is beyond the ability of this discussion to settle defi-
nitely whether IACUCs are permitted or obligated by US 
law to reject biomedical animal experiments they find 
ethically unjustified. This matter may need to be resolved 
by the courts, the conclusions of which are not always 
predictable. However, a discussion of ethical assessment 
of biomedical animal research in the United States would 
be remiss if it did not observe that Congress, in enacting 
both the HREA and the AWA, expressed its intention that 
IACUCs must never review the ethical appropriateness 
of animal research projects. The HREA directs the NIH 
to issue guidelines to ensure “(t)he proper care of ani-
mals to be used in biomedical and behavioral research” 
[§289d(a)(1), author’s italics] and “the proper treatment of
animals while being used in such research” [§289d(a)(2),
author’s italics]. The statute also states that any guide-
lines or regulatory actions “shall not be construed to pre-
scribe methods of research” [§289d(a)(2)]. In explaining
the meaning of these provisions, Congress declared that
“the animal care committees have no authority to interfere
with research decisions, goals, or methods. The committees
have no authority to ‘second guess’ or review the appropriate-
ness of research. The authority of the committees is limited
to review of the care and treatment of animals pursuant
to guidelines established by the NIH” (House Confer-
ence Report, 1985, pp. 746, author’s italics).

Likewise, the AWA prohibits the USDA from pro-
mulgating “rules, regulations, or orders with regard to 
the design, outlines, or guidelines of actual research or 
experimentation by a research facility as determined 
by such research facility” [AWA, 2013, §2143(a)(6)(A)
(1)(i)]. The USDA policy on alternatives, quoted earlier, 
reflects the guiding principle of the AWA that IACUCs 
may review and require changes in scientific aspects of 
animal research projects, but only when, consistent with 
the scientific goals of a project, modifications in project de-
sign or implementation would better fulfill the animal 
welfare aims of the statute. In further explaining its pol-
icy on alternatives quoted earlier, the USDA states that 
investigators must demonstrate to the IACUC that they 
have searched relevant databases and other appropri-
ate sources for alternatives. If an adequate search would 
identify “a bona fide alternative method (one that could 
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be used to accomplish the goals of the animal use proposal), 
the IACUC may and should ask the PI to explain why an 
alternative that had been found was not used. The IA-
CUC, in fact, can withhold approval of the study propos-
al if the Committee is not satisfied with the procedures 
the PI plans to use in his study” (USDA, 2016, Policy #12, 
p. 12.1, author’s italics). However, if any methods that
might lessen pain or distress would interfere with the
attainment of project goals, these methods need not be
used; as indicated in the policy statement quoted earlier,
they would not be called “alternatives” (id.).

There are a number of arguments supporting the wis-
dom of Congress’ prohibition of IACUC ethical assess-
ment of experimental goals. As is discussed below, the 
scientific soundness or merit of an animal experiment 
is a central determinant in whether it is ethically justi-
fied. IACUCs in the United States typically do not have 
the scientific expertise to assess the scientific merit of all 
protocols they must consider. Regarding experiments 
covered by the HREA, those with the responsibility for 
scientific merit review—and who have expertise to con-
duct such review—are NIH-appointed scientific review 
groups (SRGs) (NIH, 2016b).

More importantly, allowing IACUCs to reject project 
goals on ethical grounds would likely lead to discord 
and confusion in the biomedical research community, 
and could hinder potentially beneficial experimenta-
tion. There are as yet no universally accepted or legally 
mandated standards of what constitutes ethically good 
or bad goals for animal experiments. Moreover, some 
ethical issues relating to the ethical appropriateness of 
animal research are difficult, complex, and contentious 
in their own right. Thus, different IACUCs with differ-
ent ethical views could reach different conclusions about 
whether the same or similar kinds of animal experiments 
would be permitted in their institutions.

Imagine, for example, a hypothetical project that 
proposes to simulate cigarette smoking in monkeys to 
determine whether various new potential therapeutic 
agents can alleviate or reverse the resulting emphysema 
in these animals, and ultimately in people. The IACUC 
at one institution regards the goal of the experiment and 
what will be done to the animals as ethically justified, on 
the grounds that many people around the world smoke 
cigarettes, develop emphysema, and need relief. An IA-
CUC at another institution rejects precisely this kind of 
study. This IACUC maintains that smoking-related em-
physema can most effectively be eliminated or reduced 
if people simply stop smoking, and believes it is not fair 
to monkeys to give them the disease to help people who 
should not have smoked in the first place. However, this 
IACUC tells the investigator that if monkeys are to be 
used, the animals will have to be subjected to the equiva-
lent of secondhand smoke; such an experiment would be 
ethically justifiable, this IACUC believes, because many 

people (such as children of smokers) who contract lung 
disease as a result of smoking by others cannot be held 
responsible for their illness. An IACUC at a third institu-
tion rejects this latter kind of study as unethical, on the 
grounds that nonhuman primates should not be used in 
any kind of tobacco research, but tells the investigator 
that if the experiment is modified to study first- or sec-
ondhand smoke in mice, it would be ethically justified 
and would be approved. Another IACUC will approve 
only studies of secondhand smoke on mice, for the same 
reason the second IACUC mentioned earlier rejects first-
hand smoke studies on monkeys. These hypothetical 
IACUCs (like many actual IACUCs) concede that they 
are unqualified to assess the scientific merit of these ex-
periments. Their conclusions reflect their differing views 
about whether, all things considered, it is right to use the 
animals in the studies, or put another way, whether what 
is done to these animals would be justified ethically by 
the value of the experiments.

The claim advanced here is not that there would be 
disparities in IACUC ethical determinations relating to 
all or even most kinds of biomedical animal research 
projects. As is clear from the discussions in this chapter, 
there is a great deal of agreement in the research com-
munity about general fundamental ethical principles 
relating to biomedical animal research and about how 
these principles should be applied in many kinds of cir-
cumstances. However, there are many kinds of ethically 
difficult or societally controversial animal experiments 
regarding which different IACUCs could, and probably 
will, come to different ethical conclusions about whether 
experiments will be permitted. Funding agencies might 
be prevented by IACUC ethical disapprovals from con-
sidering studies they would find to be of high scientific 
merit. Investigators might be forced to leave institutions 
with IACUCs that reject their work on ethical grounds. 
Perhaps some institutions would compete for investi-
gators on the basis of their IACUCs’ acceptance of cer-
tain kinds of animal research, or would appoint IACUC 
members whose ethical views will not chase away in-
vestigators and funding. At some institutions, whether 
certain kinds of research are approved or rejected could 
continually change, as different people with different 
ethical opinions about such research become IACUC 
members.

To prevent such disparities and changes, government 
authorities would presumably need to find a way of en-
suring consistent IACUC ethical conclusions. Perhaps 
the PHS Policy or the AWA regulations would contain 
rules not only relating to research animal care and treat-
ment, but also setting forth ethically acceptable research 
goals and methods. One commentator (who recognizes 
that current US law does not allow IACUC review of eth-
ical merit) argues that the best way to ensure nationwide 
ethical consistency is for Congress to establish a national 
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commission that would issue ethical policies and rules 
binding on all IACUCs and investigators in the country 
(Brody, 1989).

One argument sometimes offered to support the le-
gality of IACUC ethical review in the United States is 
the claim that such review is required by Principle II of 
the US Principles (OLAW, 2015b, pp. 4–5). This principle 
states that “(p)rocedures involving animals should be 
designed and performed with due consideration of their 
relevance to human or animal health, the advancement 
of knowledge, or the good of society.” As is explained be-
low, Principle II is reasonably interpreted to express the 
most general ethical principle of animal research ethics: 
whatever is done to animals in a research project must be 
justified by the project’s value. IACUCs are required by 
the HREA to ensure that research projects covered by the 
statute conform to the PHS Policy (OLAW, 2015b, para. 
IV.C.1, p. 13), and the PHS Policy is “intended to imple-
ment and supplement” the US Principles (OLAW, 2015b,
para. I, p. 7). Therefore, it might seem plausible to con-
clude that the PHS Policy, via the US Principles, requires
IACUCs to determine whether the goals of animal re-
search projects are sufficiently worthy to justify how
these projects use and treat animals.

The US Principles were adopted in 1985 by a number of 
federal agencies (including the NIH) primarily for use in 
animal research conducted intramurally by these agen-
cies (Laboratory Animal Welfare, 1985). Congress subse-
quently passed the HREA, which applies to NIH-funded 
animal research conducted in nongovernment institu-
tions. The HREA directed the NIH to establish guide-
lines for enforcing the statute [HREA §289d(a)]. The NIH 
adopted the US Principles and the PHS Policy, originally 
intended to apply in its own facilities, as guidelines for 
NIH-funded animal research in nongovernment institu-
tions. In exercising the authority given to it by Congress, 
the NIH could not then, and cannot now, contradict or 
override the legislative intent of Congress in passing the 
HREA, including Congress’ stated prohibition of IACUC 
review of scientific goals and ethical appropriateness of 
animal research projects. This means that nothing in the 
US Principles or the PHS Policy can allow or require an 
IACUC to reject or demand changes in a project because 
in the IACUC’s view the project does not provide suf-
ficient ethical justification for its use of animals.

Proponents of IACUC ethical review also point to 
the Guide and certain statements by the NIH Office of 
Laboratory Animal Welfare (OLAW), which administers 
the HREA and the PHS Policy. One statement in particu-
lar in the Guide is thought by some to require IACUC 
review. As noted earlier, the Guide asserts that “due to 
their potential for unrelieved pain or distress or other an-
imal welfare concerns,” in certain protocols “the IACUC 
is obliged to weigh the objectives of the study against 
other potential animal welfare concerns” (NRC, 2011, 

p. 27). As discussed below, this is a statement of what
I call the harm justification principle, one of the most
important principles of biomedical animal research eth-
ics. OLAW has also indicated that it expects experiments
to be rejected if found by IACUCs to be scientifically
and hence ethically inappropriate. For example, OLAW
asserts that

Although not intended to conduct peer review of research 
proposals, the IACUC is expected to include consideration of 
the U.S. Government Principles in its review of protocols. Prin-
ciple II calls for an evaluation of the relevance of a procedure to 
human or animal health, the advancement of knowledge, or the 
good of society. Other PHS Policy review criteria refer to sound 
research design, rationale for involving animals, and scientifi-
cally valuable research. Presumably a study that could not meet 
these basic criteria is inherently unnecessary and wasteful and, 
therefore, not justifiable. OLAW (2016a, D.12)

Time will tell to what extent IACUCs in the United 
States reject experiments on ethical grounds; whether in-
vestigators and institutions that feel aggrieved by such 
determinations challenge them administratively or in 
the courts; and what the results of any such challenges 
might be. If, as has been argued here, in enacting the 
HREA and the AWA Congress forbade IACUCs from re-
jecting or modifying research projects or goals on ethical 
grounds, the ability or obligation of IACUCs to engage 
in such behavior cannot be conferred by any language 
contained in the US Principles, the PHS Policy, the Guide, 
or any document or policy statement issued or endorsed 
by the NIH or the USDA.

Although IACUCs do not appear to be permitted 
to reject or demand modifications of project goals they 
find unethical, current US law does assign crucial ethical 
functions to IACUCs. By requiring, consistent with proj-
ect goals, minimization of pain and distress, IACUCs 
ensure application by investigators of the pain and dis-
tress minimization principle (discussed below). IACUCs 
in the United States also have legal authority to assure 
compliance with the species-appropriate housing and 
appropriate care principles (discussed below). Correct 
application of these fundamental principles of biomedi-
cal animal research ethics is essential in ensuring that 
animal experiments are conducted ethically.

US law, as characterized here, leaves it ultimately to 
the investigator to choose project goals that, together 
with experimental procedures to implement these goals 
(which IACUCs do have limited authority to modify), 
provide sufficient ethical justification for a project’s use 
of animals. As already noted, court decisions are some-
times unpredictable. It is, therefore, worth observing that 
even if the US legal system should determine that the 
HREA or the AWA allows or obligates IACUCs to reject 
or modify animal experiments they find ethically unjus-
tified, it would still be the investigator who is best able 
to articulate why a project has sufficient scientific value 
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to justify its use and treatment of animals. It would still 
be the investigator who sets project goals, and who must 
accept any modifications of these goals if the project is 
to proceed. It will still be the investigator who is respon-
sible for putting into effect an experiment with sufficient 
value to assure that it justifies its use of animals.

8 SOURCES OF GUIDANCE FOR 
INVESTIGATORS IN CONDUCTING 

ETHICAL RESEARCH

In designing and applying an animal model, an in-
vestigator will want to consult accurate and up-to-date 
published sources (such as the chapters in this book) that 
consider the value of the model in studying the disease 
or aspect of the disease under investigation. Readers of 
this chapter are also likely, and reasonably, to ask what 
published sources they can consult to evaluate ethical 
claims about animal research, and to make sound deci-
sions regarding ethical issues relating to their projects.

8.1 Scientific Resources

Most published sources animal researchers will want 
to consult to ensure that their projects are ethically sound 
are wholly scientific in nature, and are indeed very same 
kinds of materials investigators already consult. These 
are resources that address issues pertaining to the sci-
entific soundness of the design and implementation of 
a project, including the choice of project goals that are 
appropriate to investigating a given disease or aspect 
of a disease, the animal model to be employed, and ex-
perimental means of applying the model. Such materials 
assist investigators in designing projects that are strong 
from a scientific, and for reasons discussed later, are 
therefore likely to be strong from an ethical, standpoint. 
Investigators already consult scientific sources that are 
relevant to ensuring that projects meet legal require-
ments relating to animal welfare, such as publications 
that indicate whether there are available methods that 
would lessen animal pain or distress consistent with 
project goals.

8.2 Ethical and Ethically Relevant Resources

There are numerous resources that address ethical 
issues more directly and that investigators will find 
helpful in considering how to apply various ethical 
principles in developing and employing animal models.

8.2.1 Legally Mandated Ethical Principles
As observed earlier, one important source of ethi-

cal rules relating to biomedical animal research are the 
ethical requirements that government agencies impose 

on researchers, IACUCs, and research facilities. Most 
 ethical standards relating to animal research required by 
law in the United States are set forth in statutes, primar-
ily the AWA (2013) and the HREA (1985); in regulations 
or rules that are applied by the government agencies that 
administer these statutes, for the AWA, the AWA Regula-
tions in the Code of Federal Regulations (AWAR, 2015), 
and for the HREA, the PHS Policy (OLAW, 2015b); and 
in various policies adopted by these agencies, for the 
AWA, by the USDA Animal and Plant Health Inspection 
Service (APHIS), and for the HREA, by OLAW. In the 
United Kingdom, ethical as well as technical standards 
are contained in the general statute governing animal re-
search, the Animals (Scientific Procedures) Act 1986 or 
ASPA (1986). The Home Office, which enforces the Act, 
issues guidance documents and policy statements to as-
sist investigators and to explain legally mandated ethi-
cal and technical animal research standards to the pub-
lic (Home Office, 2014, 2015, 2016a,b). In the European 
Union, the fundamental legal documents governing ani-
mal research are the European Convention for the Protec-
tion of Vertebrate Animals Used for Experimental and Other 
Scientific Purposes (European Convention) (Council of Eu-
rope, 1986) and the EU Directive (European Union, 2010), 
which contain ethical principles member nations are ex-
pected to acknowledge and enforce.

Only a representative sampling of legally mandated 
ethical principles can be provided here. The AWA indi-
cates [AWA, 2013, §2143(b)(3)] that its general aim is to 
ensure that “(p)rocedures involving animals will avoid 
or minimize discomfort, distress, and pain to the ani-
mals.” To achieve this ethical goal the AWA and AWA 
Regulations impose a number of more specific ethical re-
quirements. These include requirements that the “princi-
pal investigator considers alternatives to any procedure 
likely to produce pain to or distress in an experimental 
animal” [AWA, 2013, §2143(a)(3)(B)]; “(t)he principal 
investigator has provided written assurance that the ac-
tivities do not unnecessarily duplicate previous experi-
ments” [§2.31(d)(1)(iii)]; “(p)rocedures that may cause 
more than momentary or slight pain or distress to the 
animals will … (b)e performed with appropriate seda-
tives, analgesics or anesthetics, unless withholding such 
agents is justified for scientific reasons, in writing, by 
the principal investigator and will continue for only the 
necessary period of time” [§2.31(d)(1)(iv)(A)]; paralyt-
ics without anesthesia shall not be used [§2143(a)(3)(C)
(iv)]; “(n)o animal will be used in more than one major 
operative procedure from which it is allowed to recover, 
unless ... (j)ustified for scientific reasons by the principal 
investigator, in writing” [AWAR, 2015, §2.31(d)(1)(x)]; 
and “(a)nimals that would otherwise experience severe 
or chronic pain or distress that cannot be relieved will be 
painlessly euthanized at the end of the procedure or, if 
appropriate, during the procedure” [§ 2.31(d)(1)(v)].
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Perhaps the best-known legally mandated ethical 
rules for animal research in the United States are the US 
Principles (OLAW, 2015b, pp. 4–5). The Principles include 
statements that “(p)rocedures involving animals should 
be designed and performed with due consideration of 
their relevance to human or animal health, the advance-
ment of knowledge, or the good of society” (Principle II); 
“(t)he animals selected for a procedure should be of an 
appropriate species and quality and the minimum num-
ber required to obtain valid results. Methods such as 
mathematical models, computer simulation, and in vi-
tro biological systems should be considered” (Principle 
III); “(p)roper use of animals, including the avoidance 
or minimization of discomfort, distress, and pain when 
consistent with sound scientific practices, is imperative. 
...” (Principle IV); “(p)rocedures with animals that may 
cause more than momentary or slight pain or distress 
should be performed with appropriate sedation, analge-
sia, or anesthesia. Surgical or other painful procedures 
should not be performed on unanesthetized animals par-
alyzed by chemical agents” (Principle V); “(a)nimals that 
would otherwise suffer severe or chronic pain or distress 
that cannot be relieved should be painlessly killed at the 
end of the procedure or, if appropriate, during the proce-
dure” (Principle VI); “(t)he living conditions of animals 
should be appropriate for their species and contribute 
to their health and comfort. ...” (Principle VII); and “(i)
nvestigators and other personnel shall be appropriately 
qualified and experienced for conducting procedures on 
living animals ...” (Principle VIII).

The Preamble of the EU Directive (European 
Union, 2010) contains a large number of general princi-
ples of animal research ethics. These include statements 
that “(n)ew scientific knowledge is available in respect of 
factors influencing animal welfare as well as the capacity 
of animals to sense and express pain, suffering, distress 
and lasting harm. It is therefore necessary to improve 
the welfare of animals used in scientific procedures by 
raising the minimum standards for their protection in 
line with the latest scientific developments” (para. 6); 
“(w)hile it is desirable to replace the use of live animals 
in procedures by other methods not entailing the use 
of live animals, the use of live animals continues to be 
necessary to protect human and animal health and the 
environment” (para. 10); “(t)he methods selected should 
avoid, as far as possible, death as an end-point due to the 
severe suffering experienced during the period before 
death” (para. 14); “(f)rom an ethical standpoint, there 
should be an upper limit of pain, suffering and distress 
above which animals should not be subjected in scientific 
procedures. To that end, the performance of procedures 
that result in severe pain, suffering or distress, which 
is likely to be long-lasting and cannot be ameliorated, 
should be prohibited.” (para. 23); “(t)o ensure the on-
going monitoring of animal-welfare needs, appropriate 

veterinary care should be available at all times and a 
staff member should be made responsible for the care 
and welfare of animals in each establishment” (para. 30); 
and “(t)he accommodation and care of animals should 
be based on the specific needs and characteristics of each 
species” (para. 34).

8.2.2 Nongovernmental Documents Adherence 
to Which is Required by Law

As already noted, the Guide (NRC, 2011), though pub-
lished by the nongovernmental National Research Council 
(NRC), is required by the PHS Policy to be followed in all 
research covered by the HREA (OLAW, 2015b, para. I, p. 7). 
The Guide (NRC, 2011,  Appendix B, pp. 199–200), man-
dates adherence to the ethical rules in the US Principles. 
Most of the standards of animal use and care enunciated 
in the Guide are not ethical rules like those enunciated 
in the Principles. However, the Guide contains discussions 
that are relevant to considering ethical questions raised 
by various aspects of animal research. Among the many 
subjects with ethical implications considered in the Guide 
are choice of endpoints (pp. 27–28); physical restraint 
(pp. 29–30); multiple survival surgical procedures (p. 30); 
food and fluid regulation (pp. 30–31); pain and distress 
(pp. 120–121); anesthesia and analgesia (pp. 121-123); eu-
thanasia (pp. 123–124); and environment, housing, and 
management in general and relating to various species 
(pp. 41–88). Investigators conducting research governed 
by both the AWA (USDA, 2016, Policy 3) and the PHS 
Policy (OLAW, 2015b, para. IV.C.1.g) must employ meth-
ods of euthanasia approved in the American Veterinary 
Medical Association (AVMA) Guidelines on Euthanasia 
(AVMA, 2013). This document contains discussions of 
ethical questions relating to when euthanasia should be 
performed in various circumstances. Although current 
US law requires investigators to use a euthanasia method 
approved in the AVMA guidelines, (and does not man-
date adherence to ethical suggestions in the document), 
investigators will find its discussions of ethical issues 
useful.

8.2.3 Publications of Workshops, Study 
Committees, and Nongovernmental Entities

Another source of guidance in ethical assessment of 
animal research projects are publications of groups or 
special committees of nongovernment bodies that are 
requested or consulted by their respective governments. 
In the United States, these groups include the NRC of 
the National Academies of Science, and the NRC In-
stitute for Laboratory Animal Research (ILAR). These 
publications tend not to offer detailed discussion of or 
arguments for ethical principles. However, these publi-
cations provide useful information about how to apply 
certain accepted ethical principles (such as the pain and 
distress minimization principle) to various situations 
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faced by researchers. Among such publications are the 
reports of the ILAR Committee on well-being of nonhu-
man primates on The psychological well-being of nonhuman 
primates (ILAR, 1998); the NRC Committee on Guide-
lines for the care and use of mammals in neuroscience and 
behavioral research (NRC, 2003); the NRC Committee on 
Recognition and alleviation of distress in laboratory animals 
(NRC, 2008); the NRC Committee on the Recognition and 
alleviation of pain in laboratory animals (NRC, 2009a); and 
the Federation of Animal Science Societies Guide for the 
care and use of agricultural animals in research and teach-
ing (FASS, 2010). Discussion of general issues relating 
to the use or availability of certain animals for research 
can be found in the NRC report on Scientific and humane 
issues in the use of random source dogs and cats in research 
(NRC, 2009b) and the Institute of Medicine (IOM) report 
on the Use of chimpanzees in biomedical and behavioral re-
search (IOM, 2011). The RSPCA has written or published 
a number of documents discussing ethical assessment 
of animal experiments, including A resource book for lay 
members of ethical review and similar bodies worldwide (Jen-
nings and Smith, 2015). A useful, comprehensive treat-
ment of animal research ethics is The ethics of research in-
volving animals, published by the UK Nuffield Council 
on Bioethics (2005). An invaluable source of discussions 
with implications for ethical issues in biomedical animal 
research is the ILAR Journal, the leading-peer reviewed 
periodical in the United States focusing on research ani-
mal welfare. Issues of the journal are dedicated to specif-
ic human diseases, animal models, research techniques, 
or species of research animal.

8.2.4 Ethical Guidelines of Professional 
Associations

Among the most helpful sources of published prin-
ciples in biomedical animal research ethics are official 
statements and policies of professional associations of 
scientists, laboratory animal veterinarians, and research 
animal care specialists. These statements sometimes as-
sert ethical principles that focus on particular kinds of 
research, and sometimes apply general ethical principles 
to certain kinds of animal research or species. Investi-
gators need not be a member of a particular association 
to find its ethical statements applicable to their research 
projects.

Among general ethical statements by professional 
scientific associations are those of the American Physi-
ological Society (APS, 2016), the American Psychological 
Association (APA, 2012), the American Society of Prima-
tologists (ASP, 2001), the Federation of American Societ-
ies for Experimental Biology (FASEB, 2016b), the Society 
for Neuroscience (SfN, 2016), and the Society of Toxicol-
ogy (SOT, 2008).

Statements of veterinary associations of ethical 
principles relating to biomedical animal research, 

sometimes accompanied by detailed suggestions for 
their application, can be found in statements or docu-
ments of, for example, the American College of Labora-
tory Animal Medicine (ACLAM, 2001, 2006, 2012a,b), 
the American Society of Laboratory Animal Practitio-
ners (ASLAP, 2007, 2008, 2009), the AVMA (2016), the 
British Veterinary Association (BVA, 2016), and the 
Laboratory Animal Veterinary Association of the BVA 
(LAVA, 2016).

Professional associations whose focus is on the 
wide range of research animal use and care offer gen-
eral ethical policies and sometimes specific  guidance 
in implementing these policies. Such organizations 
include the American Association for Laboratory 
Animal Science (AALAS, 2014), the Basel Declara-
tion Society (Basel Declaration, 2010), the Canadian 
 Council on Animal Care (CCAC, 1989), the Federation 
of European Laboratory Animal Science Associations 
(FELASA, 2005; Guillen, 2012), and the International 
Council for Laboratory Animal Science (ICLAS, 2012). 
AAALAC (2016) includes in its accreditation require-
ments a number of its own ethical policies, as well 
as adherence to other documents containing ethical 
standards for animal research, including the Guide 
(NRC, 2011) and the European Convention (Council of 
Europe, 1986).

9 DEVELOPING USEFUL ETHICAL 
GUIDELINES

Whether contained in laws, regulations, or profes-
sional association documents, most current statements 
of principles of biomedical animal research ethics enun-
ciate a relatively small number of ethical rules. More-
over, multiple ethical rules contained in many of these 
documents express the pain and distress minimization 
principle, either stating this principle generally or ap-
plying the principle to certain kinds of situations in 
which it is relevant. The latter is the intent, for exam-
ple, of the third through the sixth of the US Principles 
(OLAW, 2015b), and of similar statements in the AWA 
and ethical guidelines of scientific and veterinary asso-
ciations cited earlier. The ethical rules contained in cur-
rent legal and professional documents also tend to be 
extremely general and often omit certain specific kinds 
of research or research procedures that, it can be argued, 
ought to be mentioned explicitly in any useful set of ethi-
cal rules. For example, one can ask whether statements of 
ethical principles that invoke the pain and distress mini-
mization principle should at least mention—or perhaps 
include much more specific rules regarding—various 
issues that raise distinctive applications of the principle, 
such as choice of humane endpoints, physical restraint, 
and tumor burden.
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That statements of biomedical animal research ethics 
tend to present a small number of very general principles 
allows these statements to apply to a wide range of re-
search: on different diseases, employing different mod-
els and research procedures, and using different species. 
The generality of the principles also adds to their cred-
ibility. It is usually more difficult to find counter-exam-
ples to a very general rule (e.g., that research animal pain 
and distress should be minimized consistent with proj-
ect goals) than to very specific guidelines that may not 
be persuasive in some situations (e.g., a rule that death 
as an endpoint may be used only in specified kinds of 
studies).

The major shortcoming of a limited number of gen-
eral ethical principles is that general rules provide little 
practical guidance. Animal researchers might benefit 
from statements of ethical principles that are more de-
tailed than those provided in current legal and profes-
sional documents. A useful set of principles probably 
should not contain a large number of very specific ethi-
cal rules. Too many specific rules might distract inves-
tigators from the necessary task of carefully examining 
the particulars of each project, and from considering 
how the project treats the animals during all of its stages. 
On the other hand, investigators might find it helpful 
to have dedicated ethical rules dealing with certain ani-
mal models, research techniques, or species. This might 
make ethical assessment of particular projects more per-
suasive and efficient by focusing attention on recurring 
ethical questions and by presenting possible answers to 
such questions.

Current legal and professional documents that enunci-
ate ethical principles for biomedical animal research also 
do not provide supporting ethical arguments for these 
principles—perhaps because the principles are widely 
accepted in the biomedical research community and 
seem unquestionably correct to investigators and gov-
ernment regulators alike. However, as is demonstrated 
below, it is important to consider underlying ethical and 
empirical arguments for principles of biomedical animal 
research ethics. These arguments can be helpful in ex-
plaining the meaning of the principles and in motivating 
investigators to follow them.

It cannot be known what a more comprehensive set 
of principles of biomedical animal research ethics will 
contain until sustained work is done to offer and evalu-
ate such principles. The rules presented in the remainder 
of this chapter serve as a core for the articulation of ad-
ditional principles and practical guidelines. Absence in 
this discussion of any rule currently mandated by law or 
included in professional association ethical documents 
is not meant to suggest that such rules should not be fol-
lowed by investigators, or should not be included in a 
comprehensive set of fundamental principles of biomed-
ical animal research ethics.

10 FUNDAMENTAL PRINCIPLES OF 
BIOMEDICAL ANIMAL RESEARCH ETHICS

The following discussion presents 13 principles that 
express basic truths about animal research or about how 
it should be conducted. An ethical evaluation of any 
individual animal research project is likely not only to 
involve the application of one or more of these prin-
ciples, but also to employ these principles to support 
the most important ethical conclusions relating to the 
project. Additionally, each of these principles applies to 
different aspects of many kinds of animal experiments. 
Thus, the principles can be said collectively to form the 
fundamental structure on which the ethical conduct 
of biomedical animal research rests. The principles are 
listed in Table 1.1, and for convenience of discussion are 
designated as F1–F13.

F1. The Biomedical Research Principle

It is among the most noble and imperative of human en-
deavors to employ scientific research to prevent, alleviate, and 
cure the pain, suffering, distress, fear, anxiety, disability, infir-
mity, and death associated with human disease.

What I call the biomedical research principle, deserves 
a prominent place in biomedical animal research eth-
ics. The principle does more than reflect the central 
motivation of biomedical science in using animals to 
understand human disease. The principle also does 
more than commit animal researchers to conduct re-
search for ethically sound reasons and in ethically 
sound ways—by proclaiming that biomedical research 
is driven by the highest of ethical ideals at its core. 
The biomedical research principle, together with the 
accompanying next two fundamental principles dis-
cussed below, implies a truth of critical importance. As 
indicated by the quotation early in the chapter from a 
philosophical discussion of animal research (Donnelly 
and Nolan, 1990, p. 8), many philosophers think that 
the primary question in biomedical animal research 
ethics is whether or to what extent the use of animals 
in research is justified. If what must be shown is that 
animal research is justified, the burden of argument 
is on those who think it is justified. However, if as is 
surely the case it is a noble and imperative endeavor 
to employ scientific research to understand and com-
bat human disease, and if as is surely the case the de-
velopment of knowledge necessary to understand and 
combat human disease often requires in vivo animal 
experimentation (see Principle F2 below), and if as 
is surely also the case animals should be used before 
humans in research on human disease when scientifi-
cally appropriate (see Principle F3 below), the ethical 
burden of proof is on those who think that biomedical 
animal research is not justified.
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This does not mean that all animal research is ethical-
ly justified. Nor does it mean that for any given animal 
research project there is a presumption that the project 
is ethically appropriate, and that someone who might 
think otherwise has the burden of proving that this is 
so. For reasons explained below, it is primarily the task 
of investigators and others who are part of the gener-
al biomedical animal research endeavor to ensure that 
individual research projects are ethically appropriate.

F2. The Animal Research Principle

“The development of knowledge necessary for the improvement 
of the health and well-being of humans as well as other animals 
requires in vivo experimentation with a wide variety of animal 
species.” Preamble, US Principles (OLAW, 2015b, p. 4).

This statement, which I shall call the animal research 
principle, opens the US Principles. The animal research 
principle, together with the biomedical research prin-
ciple, provides a critically important foundation for re-
garding animal research as generally ethically justified. 
For if it is imperative to understand and combat human 
disease, and if doing so requires animal research, then it 
is imperative (subject to additional scientific and ethical 
considerations) to conduct biomedical animal research. 
The animal research principle does not imply that all an-
imal research projects are necessary for the improvement 

of human health. It is incumbent on investigators to con-
duct animal research that does have the potential to un-
derstand and combat disease.

F3. The Nuremberg Principle

Medical research on human subjects “should be so designed 
and based on the results of animal experimentation and a 
knowledge of the natural history of the disease or other problems 
under study that the anticipated results will justify the perfor-
mance of the experiment.” (Nuremberg Code, 1947, para. 3).

The quoted portion of this principle is a key provision 
of the Nuremberg Code, widely regarded as the histori-
cal foundation of internationally accepted ethical prin-
ciples relating to the use of humans in medical research 
(Annas and Grodin, 1992). I shall therefore call this the 
Nuremberg principle. The Nuremberg Code was written 
by the American judges who presided over the post-
World War II trials of the so-called “Nazi doctors” who 
were prosecuted for crimes against humanity for con-
ducting torturous experiments on concentration camp 
inmates. The Code’s insistence on scientifically appro-
priate animal research prior to human experimentation 
reflects the recognition that animal models often facili-
tate the understanding of human disease. The Nurem-
berg Code also expresses the view that that research on 
humans that is conducted with the voluntary consent 

TABLE 1.1  Fundamental Principles of Biomedical Animal Research Ethics

1. The biomedical research principle. It is among the most noble and imperative of human endeavors to employ scientific research to prevent, 
alleviate, and cure the pain, suffering, distress, fear, anxiety, disability, infirmity, and death associated with human disease.

2. The animal research principle. “The development of knowledge necessary for the improvement of the health and well-being of humans, as 
well as other animals requires in vivo experimentation with a wide variety of animal species.” Preamble, US Principles (OLAW, 2015b, p. 4).

3. The Nuremberg principle. Medical research on human subjects “should be so designed and based on the results of animal experimentation 
and a knowledge of the natural history of the disease or other problems under study that the anticipated results will justify the perfor-
mance of the experiment.” (Nuremberg Code, 1947, para. 3).

4. The pain and distress minimization principle. An animal research project should cause no more pain or distress to the animals than is neces-
sary to achieve the scientific goals of the research.

5. The pain and distress justification principle. Any pain or distress that an animal research project will cause the animals must be justified by
the value of the project, and the more pain or distress an animal research project will cause animals, the greater must be the value of the 
project to justify this pain or distress.

6. The harm justification principle. Any harm (including pain or distress) that an animal research project will cause the animals must be justi-
fied by the value of the project, and the greater the harms an animal research project will cause animals, the greater must be the value of 
the project to justify these harms.

7. The harm minimization principle. An animal research project should cause no more harm (including pain or distress) to the animals than is 
necessary to achieve the scientific goals of the research.

8. The general justification principle. Whatever is done with or to animals in a research project (including but not restricted to causing harms, 
such as pain and distress) must be justified by the value of the project.

9. The 3Rs principle. In designing and implementing animal experiments investigators should practice the “3Rs” of replacement, reduction, 
and refinement.

10. The species-appropriate housing principle. “The living conditions of animals should be appropriate for their species and contribute to their 
health and comfort.” US Principles, Principle VII (OLAW, 2015b, p. 5).

11. The appropriate care principle. While housed in the research facility, animals must receive appropriate veterinary supervision and care, and 
the conscientious attention of trained animal care staff.

12. The appreciation principle. Research animals should be treated with kindness, compassion, and gratitude.
13. The translation principle. Investigators should support, stay informed about, and when appropriate engage in scientific and professional

efforts aimed at improving the translation of animal experiments to clinical applications.
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of research subjects must—in fairness to these human 
subjects—have at least some possibility of discovering 
something useful. There must be good reason to ask 
these people to possibly forego an available treatment, 
or to experience potential pain, distress, or discomfort, 
or feelings of anticipation, hope, or disappointment that 
can be associated with participating in a clinical trial.

The Nuremberg Code also expresses the widely held 
view that humans are of greater worth and value than 
animals. What horrified the Nuremberg judges, and the 
entire civilized world, when evidence of the experimen-
tal atrocities was presented during the trials, was that 
the Nazi experimenters had no respect for the value 
of human life. As the chief prosecutor told the judges 
(Taylor, 1992, pp. 89–90), the experimenters did not even 
treat their human victims like animals; they treated them 
worse than research animals could be treated under 
German law. In requiring that animals be used before 
humans when scientifically appropriate, the Nurem-
berg Code reflects the view that certain things may and 
should first be done with animals because they are ani-
mals and not humans.

The Nuremberg principle does not condone subjecting 
animals to the pointless torture the Nazi experimenters 
inflicted on people. The Nuremberg Code was strictly 
a proclamation of human rights. The conduct of ethical 
animal research was not one of its concerns. The ethical 
requirement of proper treatment of animals in research 
preceding human testing was added to international re-
search standards in the Declaration of Helsinki (World 
Medical Association, 2013), which expands upon the 
Nuremberg Code and is regarded as the most important 
contemporary comprehensive exposition of ethical prin-
ciples relating to medical research on humans (Perley 
et al., 1992). Paragraph 21 of the Declaration states that 
“(m)edical research involving human subjects must con-
form to generally accepted scientific principles, be based 
on a thorough knowledge of the scientific literature, 
other relevant sources of information, and adequate 
laboratory and, as appropriate, animal experimenta-
tion. The welfare of animals used for research must be 
respected.”

The Nuremberg principle calls upon investigators to 
employ animal models that do further the understanding 
of human diseases. For if a model that does not assist in 
understanding a particular disease leads to human clini-
cal trials, and if investigators know or should know prior 
to such trials that this is not a good model for the disease, 
the human trials will not have sufficient scientific ratio-
nale, and human subjects who volunteer for these trials 
will not be treated fairly.

Because the Nuremberg principle is a statement about 
fundamental human rights as much as it is a founda-
tion of biomedical animal research, in communicating 
with the public about their work (which is urged below), 

animal researchers would do well not just to explain how 
animal research can help people who suffer from terrible 
diseases. Investigators should also emphasize that in us-
ing animal models they are seeking to protect the interests 
and rights of people whose participation in clinical trials is 
essential for progress in combating human disease.

F4. The Pain and Distress Minimization Principle

An animal research project should cause no more pain or 
distress to the animals than is necessary to achieve the scien-
tific goals of the research.

This is what I have called the pain and distress minimi-
zation principle. Due to its prominence in rules of animal 
research ethics enunciated by government bodies and 
professional scientific associations, it is fair to say that 
the pain and distress minimization principle is often 
regarded in the biomedical research community as the 
most important principle of animal research ethics. For 
reasons explained below, this is not the case, although 
the principle is a key rule of animal research ethics and 
often figures centrally in the ethical assessment of indi-
vidual animal experiments.

F4.1 Ethical Foundations of the Pain and Distress 
Minimization Principle

Although the principle is intuitively persuasive, it is 
useful to examine its ethical foundations. As I discuss 
in the context of pain research on animals (Tannen-
baum, 1999), the ethical basis of the pain and distress 
minimization principle is the fact that, as significantly 
unpleasant experiences, pain and distress are harms or 
evils in themselves. Although pain is sometimes benefi-
cial in signaling the presence of a problem, such as an 
injury, the experience of pain is bad in itself, which is 
why humans as well as animals do not like it and try 
to avoid it. If one is asked to explain why feeling pain 
or distress is a bad thing (a question that is rarely asked 
because its answer is obvious) one would respond that 
these experiences are bad because of how they feel: they 
are bad because they are pain or distress. In other words, 
one cannot provide a further reason why pain and dis-
tress are bad, it is just self-evident that they are evils and 
harms in themselves. Because pain and distress are evils, 
one ought not inflict them on animals unless one has a 
justification for doing so. A basic principle of ethics is 
that it is wrong to harm or cause an evil to a being with-
out a justifiable reason.

From these considerations, it follows that if an inves-
tigator can achieve the scientific goals of an animal re-
search project in a way that would cause animals less pain 
or distress than would another way of achieving these 
goals, the investigator is ethically obligated to choose the 
way that causes less pain or distress. To cause more pain 
or distress than is necessary to achieve these goals is to 
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cause pain or distress that is provided no legitimate rea-
son or justification by the goals of the research.

F4.2 Qualifications to the Pain and Distress 
Minimization Principle

The pain and distress minimization principle  requires 
two important qualifications to be applied persuasively.

UNCERTAINTY REGARDING MINIMIZATION

If an investigator knows with certainty that one prac-
ticable method of pursuing a project’s aims will cause 
less pain or distress to the animals than another, it will 
be wrong to use the latter method. However, it may 
sometimes be impossible to know that a given method 
will in fact minimize pain or distress. For example, a re-
search procedure may be so novel that one can only sur-
mise but not be certain that one has designed the pro-
cedure so as to minimize the animals’ pain or distress. 
In such a case, it would be unreasonable to criticize an 
investigator who has made good-faith efforts, based 
on available scientific and veterinary knowledge, to 
minimize the animals’ pain or distress. In other words, 
reasonably interpreted, the pain and distress minimiza-
tion principle sometimes obligates an investigator to at-
tempt to cause no more pain or distress to animals than 
is necessary for the purposes of the research. Although 
one sometimes cannot fairly ask more of investigators 
than this, in accordance with typical statements of the 
pain and distress minimization principle, I have not 
phrased the principle in terms of making attempts. A 
good reason for this approach, I would argue, is that 
stating the obligation in terms of attempts rather than 
success might be interpreted by some as an expression 
of satisfaction with merely trying, and as lessening the 
importance of the need to try to ensure that pain and 
distress are minimized.

IMPRECISION IN ESTIMATES 
OF ANIMAL PAIN OR DISTRESS

It is also often impossible to apply the pain and dis-
tress minimization principle with a high degree of pre-
cision. Sometimes it will be clear that pain is being min-
imized. If, for example, an animal is fully anesthetized 
during surgery, its pain will be minimized during anes-
thesia. However, when animals must experience some 
unrelieved pain or distress because of research goals, it 
will sometimes be impossible to know whether a pro-
cedure has been designed or executed so as to cause 
absolutely the minimum amount of pain or distress nec-
essary to pursue project goals. Animals are not capable 
of verbally expressing precisely the nature, duration, 
and severity of their pain or distress. Much has been 
and continues to be learned about pain and distress 
in various species (NRC, 2008, 2009a). Perhaps some 
day research into chemical and physiological aspects 

of animal pain and distress will enable very precise 
measurements, so that investigators can know that by 
employing some procedure or using some drug or be-
havioral technique, they can reduce the pain or distress 
of research animals even by just a small amount. How-
ever, at least at present, investigators must sometimes 
settle for somewhat imprecise estimates of how much 
and what kinds of pain or distress research animals ex-
perience.

F4.3 The Incompleteness of the Pain 
and Distress Minimization Principle

Despite its persuasiveness and importance, the 
pain and distress minimization principle can never be 
sufficient to justify any animal research project that 
causes animals pain or distress. For it can conceiv-
ably be the case that an experiment causes no more 
pain or distress to the animals than is necessary for 
accomplishing a project’s scientific aims, but the proj-
ect aims at discovering such unimportant knowledge 
that the discovery of this knowledge does not seem 
to justify causing animals any pain or distress. It can 
also conceivably be the case that an animal research 
project causes so much animal pain or distress that, 
even though this amount is the minimum required for 
accomplishing the project’s scientific aims, and even 
though the project aims to discover something that 
would be regarded as having some value, the value of 
this knowledge does not seem to justify this amount of 
animal pain or distress.

F5. The Pain and Distress Justification Principle

Any pain or distress that an animal research project will 
cause the animals must be justified by the value of the project, 
and the more pain or distress an animal research project will 
cause animals, the greater must be the value of the project to 
justify this pain or distress.

To support any given animal research project that 
causes animals pain or distress, the pain and distress 
minimization principle must be supplemented by Prin-
ciple F5, which I shall call the pain and distress justification 
principle. To be ethically acceptable, the value of a project 
must justify the pain or distress experienced by the ani-
mals, even if this pain and distress is the minimum nec-
essary to achieve the goals of the research. Additionally, 
because more or more severe pain or distress is a greater 
evil for animals than less or less severe pain or distress, 
the more pain or distress an animal research project will 
cause animals, the stronger must be the justification for 
causing this pain or distress. Expressed another way, 
the more the pain or distress, the more the project must 
be worth the pain and distress from an ethical stand-
point, that is, the greater must the value of the research 
 (Tannenbaum, 1999).
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F6. The Harm Justification Principle

Any harm (including pain or distress) that an animal re-
search project will cause the animals must be justified by the 
value of the project, and the greater the harms an animal re-
search project will cause animals, the greater must be the value 
of the project to justify these harms.

It is important in considering how the pain and dis-
tress justification principle functions in assessing the 
ethical appropriateness of research projects, to consider 
the more general principle of which the pain and dis-
tress justification principle is a specific application. This 
is Principle F6, which I call the harm justification principle.

The pain and distress minimization and justification 
principles derive their persuasiveness from the more 
general ethical principles that it is wrong to cause a harm 
or evil to an animal without justification for doing so, 
and that the greater the harm one causes an animal the 
stronger must be the justification. Pain and distress are 
harms or evils for animals. However, they are not the 
only possible harms to animals that may sometimes need 
to be justified by the value of animal research projects. 
For example, as Morton (1995) observes, there are un-
pleasant feelings or emotions other than pain or distress 
that at least some research animals seem capable of expe-
riencing, such as severe stress, fear, boredom, and anxi-
ety. If the negative feelings of pain and distress experi-
enced by research animals must be justified by the value 
of research, and must be minimized, there seems to be no 
reason why other feelings that can be at least as unpleas-
ant do not also require justification and minimization.

F6.1 Determining the Value of a Research Project
For the purpose of determining whether a project’s 

value justifies any harms it may cause animals, it is use-
ful to separate the value of animal research projects into 
two components, what I shall call their medical value and 
their scientific value.

MEDICAL VALUE OF THE PROJECT

In asking whether an animal research project justifies 
any harms it may cause animals, the first thing many 
people probably will want to consider is its “medical 
value.” I use this term to refer to the value or importance 
of understanding the disease or aspect of the disease the 
project investigates. In determining the level of a project’s 
medical value, one would consider the nature, severity, 
and duration of the pain and suffering, distress, dis-
comfort, fear, anxiety, and infirmity associated with the 
disease. One would also consider, among other things, 
whether the disease or aspect of the disease under inves-
tigation is life threatening or terminal; it impairs the abil-
ity of sufferers to enjoy a decent quality of life; there are 
a large number of sufferers; the disease is transmissible 
or easily transmissible to others; it impairs the ability of 

sufferers to be gainfully employed; there are currently 
effective treatments; the disease is currently treatable 
only with methods that have serious risks or side effects; 
changes in lifestyle and behavior can prevent people 
who do not yet have the disease from contracting it; how 
it affects family members of sufferers; and the extent to 
which the disease currently or will in the future impose 
financial costs on the healthcare system or the economy.

SCIENTIFIC VALUE OF THE PROJECT

Clearly, to justify any harms a project may cause to the 
animals, an animal research project must do more than 
seek to understand a disease or an aspect of a disease 
that it is important to understand. A study that has high 
medical value in seeking, for example, a cure for a cur-
rently incurable form of cancer, begins with a goal that 
if reached would justify a great deal more animal pain or 
distress than would a project that seeks to discover some-
thing trivial or unimportant. However, the former proj-
ect would not justify any animal pain, distress, or other 
significant harm if it seeks to achieve its important goals 
by asking questions that are not scientifically relevant to 
achieving these goals, or by employing methodologies 
that are not scientifically appropriate to answering ques-
tions that are relevant to achieving these goals.

To comply with the harm justification principle, an 
animal research project must have something more than 
medical value. The project must also have “scientific 
value,” by which I mean that it must be sound from a 
scientific standpoint. The concept of scientific soundness 
(often called scientific merit) is complex and impossible 
to define succinctly. Indeed, one of the most important 
and difficult questions that scientists ask is how to deter-
mine whether various kinds of research are scientifically 
sound. However, it can be said that in determining the 
extent to which a project’s scientific value justifies any 
harms it causes to animals, among the things one would 
ask are whether (1) the scientific questions addressed by 
the project are relevant to understanding the disease or 
aspect of the disease under investigation, (2) the animal 
model is appropriate to this task, (3) the project design 
applies the model correctly, and (4) the experimental 
procedures have some likelihood of answering the ques-
tions posed by the project.

• Relevance of the NIH Concept of “Scientific and
Technical Merit” Investigators who have sought
funding from one of the institutes or centers of the
NIH are familiar with the NIH concept of “scientific
and technical merit” (to which I shall refer as
scientific merit). A detailed discussion of this concept
is not possible here. Nevertheless, it is important to
note that the concept of “scientific value” employed
here incorporates many—but not all—elements of
the NIH concept of scientific merit.



10 FUNDAMENTAL PRINCIPLES OF BIOMEDICAL ANIMAL RESEARCH ETHICS 25

A. ETHICS, RESOURCES, AND APPROACHES

As defined by the NIH (2016b, First Level 
of Review, para. B, Peer Review Criteria and 
Considerations), the scientific merit of a research 
project is comprised of five general major 
characteristics: significance, investigator(s), 
innovation, approach, and environment. During 
SRG peer review of a grant proposal, each of these 
aspects receives a separate score, which are used 
to reach a final score for the project’s scientific 
merit. Significance and innovation pertain to the 
quality or value of the scientific goals of the project. 
Approach, investigator(s), and environment relate to 
the likelihood that the project will fulfill these goals. 
Because applying these criteria is complex, difficult, 
and impossible to capture in brief definitions or 
rules that do justice to the variety of projects that 
are reviewed, the NIH lists several questions that 
an SRG should ask in assessing a project’s value for 
each of the five general considerations. In assessing 
significance, reviewers are to ask: “Does the project 
address an important problem or a critical barrier 
to progress in the field? Is there a strong scientific 
premise for the project? If the aims of the project are 
achieved, how will scientific knowledge, technical 
capability, and/or clinical practice be improved? 
How will successful completion of the aims change 
the concepts, methods, technologies, treatments, 
services, or preventative interventions that drive 
this field?” The following questions are listed for 
assessment of innovation: “Does the application 
challenge and seek to shift current research or 
clinical practice paradigms by utilizing novel 
theoretical concepts, approaches or methodologies, 
instrumentation, or interventions? Are the concepts, 
approaches or methodologies, instrumentation, or 
interventions novel to one field of research or novel 
in a broad sense? Is a refinement, improvement, or 
new application of theoretical concepts, approaches 
or methodologies, instrumentation, or interventions 
proposed?” Questions reviewers are to ask about 
investigator(s) include “Are the PD/PIs, collaborators, 
and other researchers well suited to the project? 
If Early Stage Investigators or New Investigators, 
or in the early stages of independent careers, do 
they have appropriate experience and training?” 
Questions relating to approach include whether “the 
overall strategy, methodology, and analyses (are) 
well-reasoned and appropriate to accomplish the 
specific aims of the project” and whether “potential 
problems, alternative strategies, and benchmarks 
for success (are) presented.” Questions relating 
to environment include whether “the scientific 
environment in which the work will be done 
contribute to the probability of success? Are the 
institutional support, equipment, and other physical 

resources available to the investigators adequate for 
the project proposed?”

As is apparent from the questions relating to 
significance and innovation, the NIH concept of 
scientific merit includes some measure of “medical 
value” as I have defined it. For example, one reason 
an SRG might determine that a project “addresses 
an important problem” is that the disease the project 
investigates causes suffering and death to many 
people. One reason peer reviewers may favor a 
project that could “shift current research or clinical 
practice paradigms” is that current approaches used 
to understand and treat a devastating disease have 
not been successful. At least as applied to biomedical 
animal research (which typically seeks to provide 
scientific foundations for subsequent human trials), 
most of the questions used by the NIH in determining 
scientific merit relate to what I have called scientific 
value. This is not surprising. An SRG might review a 
number of proposed projects that seek to understand 
the same disease or aspect of a disease. It must, 
therefore, often be the quality of the science of these 
projects that distinguishes those with greater scientific 
merit and likelihood of funding from those with less.

The inclusion of what I have termed a project’s 
“medical value” and “scientific value” in the NIH 
concept of “scientific merit” doubtlessly works 
well for the intended primary function of the NIH 
concept, which is to facilitate decisions about which 
of the competing grant proposals will receive 
funding (NIH, 2016b). However, for the purpose 
of ethical assessment of animal research projects, 
it is useful to assess a project’s medical value and 
scientific value independently and separately. 
Determining the importance of understanding a 
disease involves considering issues about such 
matters as how many people suffer from a disease, 
the nature of this suffering, and the economic costs 
of the disease on the healthcare system and the 
general economy. Such questions range far beyond 
the design of an animal research project. Careful 
consideration and assessment of the medical value 
of the disease that an animal research project 
seeks to understand is more likely to occur if such 
consideration is kept separate from addressing 
questions that deal exclusively with the scientific 
soundness of the project, and that can be answered 
by considering the scientific quality of the questions 
the project asks and the methodologies it employs.

In sum, the definition of “scientific value” 
employed here for the purposes of applying the 
harm justification principle includes the NIH 
definition of “scientific merit,” with the exception 
of considerations that relate to what I have called 
medical value. This understanding of scientific 
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value is not intended to restrict scientific value 
to components of the NIH definition of scientific 
merit. What constitutes scientific value is a matter 
for scientists to determine. However, it is useful 
to incorporate elements of the NIH concept of 
scientific merit that relate to scientific soundness 
in any understanding of the scientific value that 
must play a role in the ethical assessment of animal 
research projects. The NIH concept of scientific 
merit is widely accepted by scientists as providing 
criteria for determining sound science. Moreover, 
many animal researchers are already seeking to 
design projects that have high scientific value as 
defined here because they are already seeking to 
design projects that have scientific merit as defined 
by the NIH.

F6.2 Determining Whether the Value of a Project 
Justifies any Pain, Distress, or Other Harms 
Caused to the Animals

There has thus far been relatively little consideration 
in the biomedical animal research ethics literature re-
garding precisely how one should determine whether 
the value of a project justifies any pain, distress, or other 
harms it will cause to animals. The following discussion 
attempts to provide some guidance in approaching this 
difficult but nonetheless ethically imperative task.

ASSESSING THE PROJECT’S MEDICAL VALUE

In applying the harm justification principle to a re-
search project, an investigator might begin by reviewing 
its medical value. This would involve considering the 
criteria for determining medical value discussed earlier, 
including the number of people who suffer from the dis-
ease or condition; the pain and suffering, distress, fear, 
anxiety, infirmity, or death associated with the disease; 
the need for further understanding of the disease; its im-
pacts on society; and so on. For all the diseases discussed 
in this book, this process will result in a determination of 
high medical value.

ASSESSING THE NATURE AND EXTENT 
OF HARMS TO THE ANIMALS

To ensure that any pain or distress experienced by ani-
mals is justified by the value of the project, an investiga-
tor must determine as accurately as possible whether and 
to what extent the animals will experience pain, distress 
and other kinds of significant harms. This is to be sure an 
immensely important and sometimes difficult task.

THE PROJECT’S SCIENTIFIC VALUE AS THE 
JUSTIFICATORY LINK BETWEEN MEDICAL VALUE 
AND HARMS TO THE ANIMALS

There is still one major missing piece that must be 
provided before it can be determined whether the value 

of a project justifies any harms it causes the animals. 
There must be a connection or link between the medical 
value of the project on the one hand, and any pain, dis-
tress, or other harms to the animals on the other, which 
allows the former to justify the latter. This connection is 
provided by the project itself and by its scientific value. If a 
project does not ask scientifically sound questions that 
would assist in understanding the disease or aspect of 
the disease under investigation, does not propose sci-
entifically appropriate methodologies to answer such 
questions, or cannot succeed because the investigator 
does not have adequate facilities or staffing, the medical 
value of understanding the disease and of the project 
will be disconnected as it were from any pain or distress 
or other harms the project may cause the animals. It will, 
therefore, be impossible to appeal to the medical value 
to justify the harms. In contrast, if a project asks scien-
tifically relevant questions, proposes sound methodolo-
gies, and has some likelihood of answering its questions, 
it will have a high level of scientific value. There will 
then be a scientific link between the project’s medical  
value and any harms caused to the animals that will 
allow a determination of whether the former justifies the 
latter. Although the project may be unable to promise 
likely clinical applications at the time it is proposed (see 
discussion below), if it is scientifically sound it might 
provide knowledge that eventually could contribute to 
a clinical application. Moreover, the higher the scientific 
value of the project, the more likely the project will seem 
worth how it uses and treats the animals. A project with 
indisputably very high medical value and with excep-
tionally high scientific value that causes animals little or 
no unrelieved pain or distress will seem clearly justified; 
and such a project is likely to seem justified, even when 
there is some unrelieved pain or distress, and even if 
such pain or distress is significant, if this pain or distress 
is necessary to achieve project goals.

PREDICTABILITY OF RESULTS AND SCIENTIFIC VALUE

It is beyond the scope of this discussion to consider in 
detail the many ways in which various kinds of biomedi-
cal animal research can have significant scientific value. 
For purposes of understanding the harm justification 
principle, it is helpful, however, to note the relevance 
of the predictability of results to the scientific value and 
justifiability of biomedical animal experiments. As is rec-
ognized by several of the NIH criteria for scientific merit, 
an animal experiment will have very high scientific val-
ue if it is likely to lead to an important clinical applica-
tion, such as a new and effective cancer drug. However, 
investigators who employ animal models can rarely 
claim their experiments are likely to result in clinical 
applications in humans, not because there is necessarily 
something wrong with their experiments, but because 
biomedical animal experiments rarely can promise likely 
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clinical applications. There are several reasons for this, 
which relate to the nature of biomedical research itself.

LIKELY LIMITED IMPACT OF SUCCESSFUL 
EXPERIMENTAL RESULTS

First, it will almost always be inaccurate and inap-
propriate to try to justify the harm any single animal 
research project may cause animals by claiming that 
this harm will be outweighed by the benefits associ-
ated with understanding and being able to combat the 
disease under study. No one project is likely to result 
in a complete understanding or treatment of a disease. 
Many experiments that investigate a disease about 
which much more needs to be learned will likely, even 
when successful, discover something that will add only 
a limited amount of knowledge to the understanding 
of the disease. However, even this limited value can 
justify harms the project does to the animals. The best 
that most individual projects can do is to achieve limited 
understanding of a disease. Moreover, if a project does 
contribute to understanding and conquering a disease, 
it will often be the results of the experiment, together 
with the results of other animal research projects often of 
other investigators as well, that will lead to understand-
ing the disease. It is, therefore, unrealistic to demand, 
as does philosopher Bernard Rollin (1992, p. 140), that 
an animal research project is ethically justifiable only 
if “the benefit to humans (or to humans and animals) 
clearly outweighs the pain and suffering experienced 
by the experimental animals.”

VALUE OF UNSUCCESSFUL PROJECTS

Science sometimes progresses by not succeeding. A 
hypothesis that one hopes to verify may prove incorrect, 
a general line of inquiry may not lead to fruitful results. 
Animal research projects that can be described as unsuc-
cessful for such reasons may clear the way for eventual 
success by ruling out certain hypotheses, theories, or 
general approaches. Therefore, that an animal research 
project that seemed worth doing and ethically justifiable 
when begun fails to achieve its goals, does not imply the 
project was really not worth doing and did not justify 
harms it caused to animals. Unfortunately, it is usually 
difficult for investigators to learn, before doing an experi-
ment, that a kind of experiment or procedure has been 
conducted by someone else and failed to yield valid or 
useful results. Journals usually do not publish reports of 
negative findings or failed experiments (unless included 
in reports of approaches that succeeded). Some investiga-
tors might understandably be reluctant to want to publish 
accounts of unsuccessful experiments. One of the major 
recommendations of the 2012 International Translational 
Research Task Force on epilepsy research, which was es-
tablished to improve translation of animal experiments to 
clinical treatments of the epilepsies, was the exploration 

of acceptable and useful ways of disseminating negative 
experimental results (Galanopoulou et al., 2013).

UNPREDICTABILITY OF THE IMPACT 
OF RESEARCH RESULTS

An animal research project aimed at understanding 
a human disease may obtain results, the significance of 
which is unclear at the time of discovery. As Comroe and 
Dripps (1976) demonstrated, it often takes years, some-
times decades, for knowledge discovered by animal re-
search to contribute to the understanding of a disease, in 
part because discoveries must sometimes await the re-
sults of research yet to be conducted. If an animal experi-
ment aimed at understanding a human disease yields 
results that are not clearly applicable in understanding 
this (or another) disease, it would be unreasonable to 
conclude that years or decades may need to pass before 
it can be determined whether the project was ethically 
appropriate.

F6.3 Problematic Expressions of the Harm 
Justification Principle: “Harm–Benefit Analysis”

Investigators must pay careful attention to the harm 
justification principle, and not just because some proce-
dures cause unrelieved pain, distress, or other harms. A 
widely endorsed interpretation of the principle appears 
to make it impossible for many experiments to justify 
the pain, distress, or harms they sometimes must cause 
animals. It is, therefore, essential that animal researchers, 
especially those engaged in basic research, insist that the 
harm justification principle not be interpreted improperly.

The Guide asserts the harm justification principle when 
it states (NRC, 2011, p. 27) that “due to their potential 
for unrelieved pain or distress or other animal welfare 
concerns,” in certain protocols “the IACUC is obliged to 
weigh the objectives of the study against other potential 
animal welfare concerns.” Although this statement does 
not use the words “harm” or “value” it clearly intends to 
ask that harms to animals be weighed against the value 
of experiments. In speaking of animal welfare concerns 
other than unrelieved pain or distress, the Guide recog-
nizes that harm is the more general category of welfare 
problems to which research animals can be subjected, 
and that pain and distress, though critically important, 
are not the only possible harms that must be justified.

The Guide’s statement of the harm justification principle 
does not attempt to specify or restrict the kinds of value 
that would justify various uses of animals. However, ma-
jor difficulties for biomedical animal experimentation are 
created by some well-known expressions of the harm jus-
tification principle. These statements of the principle use 
the term “benefits” to refer to what must justify harms re-
search animals experience, and they use the term “harm–
benefit analysis” to refer to the process of justifying these 
harms. Moreover, by “benefits” these statements of the 
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harm justification principle usually mean practical benefits, 
such as discovery of a treatment for a disease. Addition-
ally, these statements of the harm justification principle 
not only require “benefits” in this sense, but also require 
any experiment that harms animals to have, at the time 
it is proposed, a high probability or likelihood of resulting in 
such benefits. For example, as noted earlier, AAALAC in-
terprets the statement from the Guide quoted previously to 
require an IACUC to conduct a “harm/benefit analysis,” 
in which it would “weigh the potential adverse effects of 
the study against the potential benefits that are likely to ac-
crue as a result of the research” (AAALAC, 2015, author’s 
italics). The EU Directive demands a high probability of 
practical benefits when it asserts that investigators and re-
view committees must engage in “a harm-benefit analysis 
of the project, to assess whether the harm to the animals in 
terms of suffering, pain and distress is justified by the ex-
pected outcome taking into account ethical considerations, 
and may ultimately benefit human beings, animals or the 
environment” (European Union, 2010, Art. 38 para. 2(d), 
author’s italics). According to the Federation of European 
Laboratory Animal Associations (FELASA), “ethical eval-
uation should take the form of a harm-benefit assessment” 
(FELASA, 2005, p. ii), which consists of “considering ethi-
cal justification in terms of the balance of likely benefit over 
harm” (id., p. 20, author’s italics).

WHY THE HARM JUSTIFICATION PRINCIPLE WHEN 
PROPERLY INTERPRETED SHOULD NOT REQUIRE 
LIKELY BENEFITS

If interpreted to require that any animal experiment 
project that causes animal pain, distress, or other harms 
must be likely to result in practical benefits, the harm 
justification principle would reject a great deal of poten-
tially important biomedical animal research as unethical. 
Much of animal research is basic (in the objective sense) 
and cannot promise practical benefits at the time an ex-
periment is proposed. Paradoxically, because some of the 
knowledge that basic animal research would discover 
will play a role in eventual clinical advances, requiring 
all animal research that might harm animals to be likely 
to produce clinical advances, will ensure that many clini-
cal advances will never be made.

Moreover, even in the rare instance in which an inves-
tigator has good reason to think that an animal experi-
ment, before it is begun, might lead to a clinical treatment 
for humans, it will often be impossible to maintain that 
there is a likelihood that this treatment will result from the 
experiment. Indeed, even after an animal experiment has 
been completed, and appears to have discovered a suc-
cessful treatment in experimental animals, it will often be 
impossible to predict, before human trials are conducted, 
that the experiment will likely result in an effective and 
safe clinical application for humans. This is why human 
clinical trials are conducted.

PROBLEMATIC RESPONSES TO THE PROBLEM 
FOR THE HARM–BENEFIT ANALYSIS OF BASIC 
ANIMAL RESEARCH

Investigators should avoid and oppose two common 
and persistent responses to the problem that so-called 
“harm–benefit” analysis could eliminate much if not all 
basic animal research. Some have attempted to solve the 
problem by expanding the definition of “benefits” to in-
clude knowledge that is valuable for its own sake irre-
spective of whether it might ever contribute to practical 
benefits. It is also claimed that all, most, or (typically) an 
unspecified proportion of basic biological research will 
eventually contribute to clinical applications.

For example, in interpreting the UK ASPA, the Ani-
mal Procedures Committee (APC) established by the Act 
states that

The “advancement of knowledge in biological or behav-
ioural sciences” is a permissible purpose under Section 5(3) of 
the Act. Moreover, under the Act, such gains in knowledge are 
considered to be intrinsically valuable, and do not have to be 
instrumentally beneficial in order to provide an acceptable rea-
son for using animals. In other words, they are considered to be 
actual benefits; they are not being judged simply on the basis of 
the potential or possible benefits to which they might lead. APC 
(2003, p. 49)

As discussed earlier, the view that it is permissible to 
cause animals harms, such as pain or distress, to obtain 
“intrinsically valuable” knowledge is abhorrent to many 
people, and could result in substantial public opposition 
to animal research if widely endorsed in the scientific 
community.

The APC also states that sometimes,

although particular practical applications are not envisaged 
in research classified as fundamental, such research is usually 
carried out in areas identified as being of strategic importance, 
in which better knowledge can influence work more obviously 
directed at a practical application. For example, work to under-
stand central nervous system receptor sites for chemicals pro-
duced in the brain could be classified as fundamental research, 
because the work is not directed towards any clearly identified 
practical application. But it is nevertheless apparent that the 
knowledge generated by such work could be used in research 
that is directed towards particular health care benefits in the fu-
ture. APC (2003, p. 49)

This kind of general justification of basic animal re-
search accords entirely with the general account of the 
harm justification principle presented in this chapter. In 
proposing the sort of experiment discussed by the APC, 
an investigator would—doubtlessly—characterize the 
potential medical value of the project by identifying a 
number of specific brain diseases the understanding of 
which the kind of knowledge sought in the project might 
advance. The investigator would also—correctly—
observe that because these diseases involve or can be 
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affected by the functioning of brain chemical receptor 
sites, some of the knowledge the project might discov-
er could some day assist in treating one or more of the 
specified diseases. What is problematic about the APC’s 
characterization of this kind of experiment is the claim 
that the project is justified by harm–benefit analysis, as 
delineated by the UK ASPA, the EU Directive, and other 
statements of harm–benefit analysis quoted earlier. It is 
simply incorrect, and unhelpful, to try to make the case 
that the study described by the APC can promise likely 
or expectable practical benefits. About such a project one 
can and should say that it is in a general area of research 
in which some experiments can be expected, for good 
scientific reasons, eventually to contribute to the under-
standing of certain neurological disorders. It is for this 
reason that such a project can have high scientific value, 
if it asks clearly relevant or innovative questions about 
chemical receptors in the brain and if it proposes and can 
implement scientifically sound procedures to address 
these questions. It is on such matters relating to medical 
and scientific value that a determination of ethical ap-
propriateness will focus, not on speculative and unveri-
fiable claims of likely or expected benefits.

In 2016, a working group convened by AALAS and 
FELASA released a two-part report intended to explain 
and provide guidance to review bodies and investigators 
regarding “harm–benefit analysis” (Brønstad et al., 2016; 
Laber et al., 2016). The report will stimulate a good deal 
of useful discussion. Although it is beyond the scope of 
this chapter to examine the report in detail, two of its 
contentions are noteworthy here.

According to the report, “(b)enefits for human, animal 
or environment health are regarded as acceptable benefits 
to justify animal use as long as there are no alternatives. 
The intrinsic uncertainty whether promised benefits will 
be realized or not, must be compensated by strength-
ening the quality of the study to optimize the possibil-
ity of reliable known benefits” (Brønstad et al., 2016, p. 
17). The second sentence appears to accord with the ac-
count of the harm justification principle presented in this 
chapter, as long as it is understood that “optimize” does 
not mean “make highly probable or likely.” However, 
the AALAS–FELASA report also maintains that among 
what it calls “primary benefits” that can directly justify 
harming animals in research is “the intrinsic value of 
knowledge itself and the relevance of this knowledge in 
applications that are directly beneficial to humans and 
other species or the global environment and that sustain 
the quality and diversity of life” (p. 8). This statement 
appears to assert that intrinsically valuable knowledge 
itself sometimes justifies harming animals. The report 
also includes among “secondary” benefits that can justi-
fy harming animals when there also present a likely pri-
mary benefit, the “quest for knowledge” (p. 17), respect 
for which reflects “recognition of the intellectual arena, 

the exercise of our creative imagination, rationality and 
problem-solving skills in the pursuit of the animal-based 
branch of science, which is part of our culture” (p.10).

It is not clear from the report when intrinsically valu-
able knowledge is supposed to constitute a primary or a 
secondary benefit. Nor is it clear when knowledge and 
associated intellectual activities are a secondary benefit, 
how strongly they can add to the justification of animal 
research harms. However, as noted earlier, a great many 
people believe that it is never appropriate to cause an ani-
mal pain, distress, or other harm in the pursuit of knowl-
edge for its own sake. This view does not preclude using 
animals in research part of the motivation of which is pur-
suing knowledge for its own sake. However, this view 
does not countenance knowledge for its own sake as a 
sufficient or supplementary ethical justification for caus-
ing animals pain, distress, or other serious harms.

Like some others who attempt to reconcile basic ani-
mal research with the harm–benefit analysis, the AA-
LAS–FELASA report also appears to make the fallacious 
claim that because many currently available clinical ad-
vances would not have been developed without past ba-
sic animal experimentation, current basic animal experi-
ments can be counted on eventually to produce practical 
benefits. According to the report, “(w)hile basic research 
is burdened with some uncertainty regarding direct ben-
efits, we have a long history of experience showing that 
basic research is beneficial for the development of society, 
especially with regard to taking advantage of technologi-
cal progress” (p. 14).

F6.4 Further Needed Discussion of the Harm 
Justification Principle

In sum, I have suggested that what is needed is not 
harm–benefit analysis, but harm–value analysis, which 
includes but is not restricted to considering likely or 
expected benefits as a justification for causing animals 
pain, distress, or other harms. Much more discussion 
is needed to explain and apply such an analysis, and 
the harm justification principle. For example, as is ob-
served below, there is some disagreement regarding 
what constitutes “harms” as understood by the princi-
ple, and greater consideration is needed regarding kinds 
of “value” that can justify various experimental uses of 
 animals.

Another general issue that would be useful to 
 consider is the extent to which projects that have higher 
scientific value, thereby justify causing more harm to 
animals. Determining scientific value (or “scientific mer-
it” as understood by the NIH minus what I call medical 
value) is complex and requires balancing different cri-
teria. For example, of two projects, A and B, that both 
seek to understand the same disease or aspect of the dis-
ease and thus have the same level of medical value, A 
might be judged by peer reviewers to have somewhat 
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more scientific value than B because, while both projects 
score well for significance, A is more innovative, because 
it examines novel methodologies for treating the disease. 
In such a case, it might not seem reasonable to conclude 
that because project A has somewhat higher scientific 
value than B, project A is justified in causing a somewhat 
higher amount of pain or distress to animals. On the 
other hand, if project A has a great deal more scientific 
value than B because of A’s innovativeness, A might well 
seem justified in causing significantly more pain to ani-
mals than B. Addressing such questions probably would 
require consideration of a large number of examples of 
research projects that involve varying levels of the com-
ponents of scientific value. We might conclude that it is 
sometimes impossible to correlate different levels of sci-
entific value with correspondingly higher or lower levels 
of justified animal pain or distress. It may sometimes or 
often be possible only to conclude that a given animal re-
search project has sufficient value to cause certain harms 
to  animals.

F7. The Harm Minimization Principle

An animal research project should cause no more harm 
(including pain or distress) to the animals than is necessary to 
achieve the scientific goals of the research.

This principle, which I shall call the harm minimization 
principle, is the more general and underlying foundation 
of the pain and distress minimization principle (F4), just 
as the harm justification principle (F6) is the more general 
and underlying foundation of the pain and distress justi-
fication principle (F5). The harm minimization principle 
holds that whenever a project causes animals something 
that would be classified as a harm, this harm should be 
minimized consistent with the project’s goals. This prin-
ciple follows from the ethical principles, discussed ear-
lier, that one should not cause a harm or evil to an ani-
mal without a justifiable reason for doing so, and that to 
cause animals more harm than is necessary to achieve a 
project’s goals is to cause harm that is provided no legiti-
mate reason or justification by the goals of the research.

F8. The General Justification Principle

Whatever is done with or to animals in a research project 
(including but not restricted to causing harms, such as pain 
and distress) must be justified by the value of the project.

Questions about ethical justification of animal research 
typically involve research that causes or can cause harms 
to animals. The focus of ethical analysis in such cases is 
usually on whether the value of the research justifies these 
harms. As is discussed below, there are disagreements re-
garding what should be included in the definition of a 
“harm” to research animals. The term is typically used 
to refer at least to pain or distress, and not to much less 

unpleasant experiences, such as very slight and brief dis-
comfort. Merely using animals in a research project is not 
generally regarded as harming them, nor is euthanasia. If 
this is how harming research animals is understood, the 
majority—surely the great majority—of biomedical ani-
mal research projects do not cause any harm to animals. 
The only statistics available in the United States regard-
ing how many animals experience pain or distress are 
compiled by the USDA for AWA-covered animals, which 
presently do not include mice and rats. In 2015, 445,972 
or approximately 58% of the 767,622 AWA-covered ani-
mals did not experience any pain or distress and were 
not given any drugs to eliminate any pain or distress; 
252,618 or approximately 33% would have experienced 
pain had drugs not been administered; and 69,032 or 
approximately 9% experienced some unrelieved pain 
or distress (APHIS, 2016b). Statistics issued by the UK 
Home Office (2016b, pp. 17–18), which include all ver-
tebrate species, as well as cephalopods, indicate that for 
all procedures completed in 2015, 24% involved what the 
Home Office classifies as causing “moderate” harms (de-
fined as causing “a significant and easily detectable dis-
turbance to an animal’s normal state, but this is not life 
threatening. Most surgical procedures carried out under 
general anaesthesia and with good post-operative anal-
gesia (i.e., pain relief) would be classed as moderate”). 
Six percent of all procedures were assessed as “severe” 
(defined as causing “a major departure from the animal’s 
usual state of health and well-being. It would usually 
include long-term disease processes where assistance 
with normal activities such as feeding and drinking are 
required or where significant deficits in behaviours/ac-
tivities persist. It includes animals found dead unless an 
informed decision can be made that the animal did not 
suffer severely prior to death”).

It is not the case that an animal research project that 
does not cause animals any harms is necessarily ethically 
justified. If a project has absolutely no scientific value, it 
is difficult to see how it is appropriate to use animals at 
all—even if the project would not cause the animals any 
harms, such as pain or distress. An animal experiment 
might lack scientific value because, for example, using 
animals will clearly not assist in answering the questions 
posed by the project; the questions the project seeks to 
address using animals are not relevant to the disease or 
condition supposedly under investigation; or the proj-
ect repeats without variation an experiment that has 
been done before and regarding which no rationale can 
be provided for such repetition. One can object to such 
experiments on the grounds that they would involve a 
waste of money and animals that could be allocated to 
potentially valuable research. It also seems reasonable to 
think that employing animals in projects in which there 
is no legitimate scientific rationale for doing so con-
stitutes an inherent misuse of the animals themselves, 
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a complete waste of them and of their lives if they are 
 euthanized.

There is a well-known and widely accepted ethi-
cal principle that expresses the need to ensure that all 
animal research projects—those that do and those that 
do not harm the animals—are ethically justified. This is 
Principle F8, which I call the general justification principle. 
This ethical rule is stated in Principle II of the US Prin-
ciples (OLAW, 2015b, pp. 4–5), discussed earlier. In as-
serting that “(p)rocedures involving animals should be 
designed and performed with due consideration of their 
relevance to human or animal health, the advancement 
of knowledge, or the good of society,” Principle II does 
not explicitly or implicitly speak of harms. Principle II is 
reasonably interpreted as declaring that whatever is done 
to research animals must be justified by the value of the 
research. (To be sure, Principle II also identifies goods 
that, in its view, comprise the categories of research val-
ue; these are not included in the broad statement of the 
general justification principle offered here.) The general 
justification principle is the most general fundamental 
principle of animal research ethics. For the general jus-
tification principle includes the pain and distress and 
harm justification principles, and additionally includes 
anything that could require justification by the value of a 
research project.

F8.1 Applying the General Justification Principle 
to Projects That do and Those That do not Cause 
Animals Harm

When applying the principle to projects that cause 
harms to research animals, one would employ the harm 
justification principle component of the general justifica-
tion principle, using an appropriate methodology for ap-
plying the harm justification principle. When applying 
the general justification principle to animal research proj-
ects that do not harm animals, one would apply a similar 
general methodology. One could begin by assessing the 
medical value of a project, and identify the use or treat-
ment of animals the project must justify. One could then 
determine whether the project has sufficient scientific val-
ue to provide a connection between its medical value and 
the animal use that allows the former to justify the latter.

F8.2 Why Many Projects That do not Harm 
Animals Will be Easily Justified

When the general justification principle is applied to 
research that does not cause animals harm, it will very 
often be relatively easy to conclude that the research is 
justified, precisely because the treatment of animals to 
be considered does not rise to the level of a harm. As 
is discussed below, some people believe that a stronger 
showing of the value of a project is required to use or kill 
certain species in research (e.g., nonhuman primates), 
even if the research does not cause the animals any 

“harms” as usually defined. However, for many research 
animals (e.g., mice and rats), most people would surely 
say that to justify simply the use of animals, and even 
their euthanasia, in a project that will cause them no pain 
or distress, there is not a great deal that the medical and 
scientific value of the project must justify. All the project 
must have is a legitimate scientific rationale for the ani-
mal use, that is, a scientifically sound reason for thinking 
that the project requires the use of animals, and that the 
project may answer questions relevant to an aspect of the 
disease under investigation.

To illustrate, consider the following example of a com-
mon use of animals that does not cause them “harms” 
as usually defined: obtaining cells or tissue for exami-
nation or further experimentation. An experiment with 
the general aim of understanding vision in mammals 
and eventually humans, euthanized mice after their 
arrival in the laboratory and harvested their retinas 
(Coombs et al., 2006). The investigators sought to deter-
mine whether certain staining techniques are superior 
in studying mouse retinal ganglion cells, and hoped to 
discover morphological patterns in these cells common 
to mice. One rationale for using mice was the investi-
gators’ view that because of possibilities of genetic ma-
nipulation of mice, the mouse retina may prove to be a 
valuable model for vision research. Although the project 
obtained the desired results, it was clearly ethically justi-
fied when proposed by its scientifically supportable and 
potentially successful aim of furthering understanding 
of the structure of the mouse retina. That the experiment 
would not cause any animal pain or distress ensured that 
the project’s treatment of the animals was justified by its 
demonstrable scientific and medical value. Indeed, this 
project would have seemed ethically justified even if the 
investigators could provide just some reason for thinking 
they might discover something that might some day prove 
relevant to understanding mammalian and thus perhaps 
ultimately human vision.

This experiment illustrates why discussions of animal 
research ethics tend to focus on projects or kinds of re-
search that cause animals harms, such as pain or distress. 
Nevertheless, it would be useful to consider a range 
of examples of experiments that do not cause animals 
harm. Such an examination might reveal that the thresh-
old of justification for such projects is very low, and that 
the strongest objection against using animals in scientifi-
cally pointless experiments usually is that doing them is 
a waste of resources that could be allocated to valuable 
research.

F9. The 3Rs Principle

In designing and implementing animal experiments inves-
tigators should practice the “3Rs” of replacement, reduction, 
and refinement.
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The so-called “3Rs,” introduced by Russell and 
Burch in 1959, are so widely accepted, and are featured 
so prominently in laws and statements of principles of 
biomedical animal research ethics worldwide, that they 
must be regarded as belonging in the fundamental prin-
ciples of biomedical animal research ethics. However, 
as is discussed in detail elsewhere (Tannenbaum and 
Bennett, 2015), there is considerable misunderstanding 
regarding what Russell and Burch meant by replace-
ment, reduction, and refinement. There is also signifi-
cant lack of clarity and disagreement about how the 3Rs 
ought to be defined, and about their underlying ethical 
justifications.

For the purposes of this discussion, it is sufficient to 
emphasize that Russell and Burch viewed all 3Rs as tools 
for minimizing research animal pain, distress, and fear. 
Their discussion of the 3Rs begins with

consideration of the ways in which inhumanity can be and 
is being diminished or removed. These ways can be discussed 
under the broad headings of Replacement, Reduction, and Re-
finement. ... Replacement means the substitution for conscious 
living higher animals of insentient material. Reduction means 
reduction in the numbers of animals used to obtain information 
of given amount and precision. Refinement means any decrease 
in the incidence or severity of inhumane procedures applied to 
those animals which still have to be used. Russell and Burch 
(1959, p. 64)

As is indicated by the beginning of this passage, for 
Russell and Burch, the only purpose of all the 3Rs is to di-
minish or remove what they call “inhumanity.” They de-
fine “inhumanity” as “pain or fear inflicted on animals 
by man” (p. 15), as well as “distress of a certain degree 
(of whatever origin) ... which, if protracted, would lead to 
the physiological stress syndrome” (p. 24). This is why their 
definition of “refinement” refers to a decrease in the inci-
dence or severity of “inhumane procedures.” (They un-
derstand “humanity” or “humaneness” as the absence 
of pain, fear, or severe distress.) For Russell and Burch, 
refinement aims, by definition, at minimizing pain, fear, 
and distress. Reduction can minimize pain, fear, and dis-
tress by using fewer animals that experience pain, fear, 
or distress. Replacement aims at minimizing pain, fear, 
and distress by substituting “conscious living higher 
animals” with “insentient material” that cannot expe-
rience pain, fear, or distress. Russell and Burch did not 
define “replacement” as not using animals; accordingly, 
they included in replacement the use of completely anes-
thetized vertebrates that do not experience any pain or 
distress during experimentation (p. 70). Additionally, 
although Russell and Burch are commonly said to have 
used the term “alternatives” to refer to the 3Rs, the word 
does not appear in their book. Indeed, Russell (who was 
responsible for most of the volume) never accepted the 
term because his overriding goal was not finding experi-
mental methods that are alternatives to using animals, 

but preventing or lessening research animal pain, dis-
tress, or fear (Tannenbaum and Bennett, 2015).

F9.1 Redefinition of “Replacement”
More recently, many—often citing Russell and 

Burch—have defined “replacement” as not using ani-
mals in research. For example, in its official policy on 
animal research, the AVMA states that it “endorses the 
principles embodied in the ‘3R’ tenet of Russell and 
Burch (1959),” and defines replacement as “replace-
ment of animals with nonanimal methods wherever 
feasible” (AVMA, 2016). The UK National Centre for 
the Replacement Refinement & Reduction of Animals 
in Research, sponsor of the ARRIVE Guidelines, de-
fines “replacement” as “methods that avoid or replace 
the use of animals defined as ‘protected’ under the 
Animals (Scientific Procedures) Act” (NC3Rs, 2016). 
The EU Directive defines “replacement” as ensuring 
that “wherever possible, a scientifically satisfactory 
method or testing strategy, not entailing the use of live 
animals, shall be used” (European Union, 2010, Art. 4, 
para. 1). Such definitions appear to view replacement 
not as, or not just as, a means of eliminating or mini-
mizing animal pain or distress, but as an aim that 
should be sought in its own right (Tannenbaum and 
Bennett, 2015). Rowan, for example, states that the 
“three Rs provide a broad-based approach to reducing 
both laboratory animal numbers and laboratory animal 
suffering” (Rowan, 1984, pp. 261–262, author’s italics).

Those who define and promote replacement in the 
sense of not using animals rarely explain why inves-
tigators should try to use no animals, independently 
of the goal of minimizing pain and distress. It can be 
maintained that using no animals would reduce the ex-
pense of research, and that this would be a good thing 
in itself or might allow more research using the same 
financial resources; indeed, in enacting the AWA, Con-
gress stated [Public Law 99-198, 1985, §1751(3)] that 
“measures which eliminate or minimize the unneces-
sary duplication of experiments on animals can result 
in more productive use of Federal funds.” It can be 
argued that using no (or fewer) animals is preferable 
because using animals in research can be difficult, time 
consuming, or inefficient. It can be argued that elimi-
nating use of animals in research is preferred by the 
public and thus would enhance public support for bio-
medical research. Perhaps the reason that no animals 
should be used is supposed to be that research animals 
are confined, or that many of them are killed. One or 
more of these arguments, or others, might well support 
not using animals. However, proponents of “replace-
ment” as not using animals typically advance no rea-
sons for this position. Perhaps some believe that it is 
just self-evident that it is better not to use animals in 
research than to use them.
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Importantly, those who view replacement as a goal 
entirely independent of the aim of minimizing pain or 
distress appear to think replacement in this sense must 
be a goal of all animal research. It is supposed to be ethi-
cally obligatory to use no animals even if animals that 
are used experience no pain or distress, have a much 
better life than they would in natural environments, are 
“happy” when used in research, or are not killed dur-
ing or after research. Some who define “replacement” as 
not using animals appear to believe that it is inherently 
wrong to use animals in biomedical research, and that 
when animals must be used because there is no alter-
native way of understanding a disease process, such re-
search is an unfortunate necessary evil. It is clear why 
people would view using animals in biomedical re-
search as inherently wrong if they believe that all uses of 
animals for any human purposes (such as for food) are 
unethical on the grounds that any human use of animals 
violates their moral rights (Regan, 2004.) However, this 
latter position does not seem to be held by many people 
in the research community who view not using animals 
in research as an end in itself. Their reasons for holding 
this view need to be made clear and explained.

F9.2 Redefinition of “Refinement”
Some people have adopted definitions of “refine-

ment” that also depart from Russell and Burch’s original 
definition. The Guide, for example, defines “refinement” 
to include not only minimization of pain or distress, but 
also providing animals “well-being” (NRC, 2011, p. 5), 
by which the Guide sometimes appears to mean the pres-
ence of positive, pleasant experiences. Such a definition 
seems to reflect a view that those who use animals in re-
search have a general ethical obligation to provide these 
animals positive experiences, irrespective of the ability 
of such positive experiences to prevent or counter pain 
or distress (Tannenbaum, 2001; Tannenbaum and Ben-
nett, 2015). The Guide does not indicate why well-being 
should be included in the goals of refinement. Buchanan-
Smith et al. (2005, p. 382) concede that Russell and Burch 
restrict the purpose of refinement to the elimination of 
adverse experiences, such as pain or distress, and pro-
pose a new definition of “refinement” that includes pro-
viding positive experiences, such as well-being and hap-
piness. One reason for this inclusion, they maintain, is 
that a purpose of refinement is improving the quality of 
research results, and in their view, happy and healthy 
animals increase the value, validity, and accuracy of sci-
entific results. They also claim, without further expla-
nation, that their revised definition is “in line with new 
developments in animal ethics and animal welfare sci-
ence” (p. 384). For reasons outlined below, the claim that 
research animals are entitled to well-being or happiness 
is hardly self-evident and requires considerable clarifica-
tion and supporting argument.

F9.3 The Need for Clarity and Argument
It would be useful for the field of biomedical ani-

mal research ethics to consider in depth how the 3Rs 
should be defined and what their goal or goals should 
be (Tannenbaum and Bennett, 2015). Sustained ethical 
discussion might demonstrate the advisability of in-
cluding some pleasurable feelings among the goals of 
refinement, and might provide persuasive reasons for 
viewing replacement and reduction as ethically obliga-
tory, independent of their capacity to minimize pain or 
distress. However, the only support that proponents 
of such views tend to offer are citations to Russell and 
Burch, who in fact did not view the 3Rs as anything oth-
er than tools for eliminating or reducing research animal 
pain, fear, and distress.

F10. The Species-Appropriate Housing Principle

“The living conditions of animals should be appropriate for 
their species and contribute to their health and comfort.” US 
Principles, Principle VII (OLAW, 2015b, p. 5).

This rule, which I shall call the species-appropriate housing 
principle, is included in many professional association 
statements of principles of animal research ethics, as well 
as in governmental documents, such as the US Principles. 
One persuasive ethical basis for the principle is the pain 
and distress minimization principle. Species-appropriate 
living conditions often prevent pain or distress that might 
result when animals do not live or behave in certain ways 
that are natural to their species. However, it is possible to 
argue that research animals deserve species-appropriate 
housing that contributes to health and comfort because 
such housing does more than prevent or minimize pain 
and distress. For this reason, the species-appropriate 
housing principle raises conceptual, scientific, and ethi-
cal questions that require attention.

F10.1 Definitions of and Ethical Arguments for 
Research Animal “Well-Being”

One source of questions regarding the species-
appropriate housing principle is the contention, which 
appears to be widely accepted in the research commu-
nity, that a purpose of providing species-appropriate 
living conditions is to promote and enhance animals’ 
“well-being.” The Guide, for example, is replete with 
statements to the effect that “(t)he design of animal fa-
cilities combined with appropriate animal housing and 
management are essential contributors to animal well-
being, the quality of animal research and production, 
teaching or testing programs involving animals, and 
the health and safety of personnel” (NRC, 2011, p. 41). 
The Guide further states that “(t)he primary aim of envi-
ronmental enrichment is to enhance animal well-being 
by providing animals with sensory and motor stimula-
tion, through structures and resources that facilitate the 
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expression of species-typical behaviors and promote 
psychological well-being through physical exercise, 
manipulative activities, and cognitive challenges ac-
cording to species-specific characteristics” (pp. 52-53). 
Although the Guide contains definitions of many terms, 
it does not define or indicate clearly what it means by 
“well-being.” The omission is important not just be-
cause the term is used frequently in the document, but 
because there are two different conceptions of animal 
“well-being” that have been used in the animal re-
search community. Each of these conceptions reflects 
a different underlying ethical argument for providing 
well-being and species-appropriate housing for re-
search animals.

WELL-BEING AS ABSENCE OF PAIN OR DISTRESS

Some commentators define research animal “well-
being” as the absence of pain or distress. For example, 
Reinhardt (1993, p. 1) interprets the 1985 amendment 
to the AWA mandating environments for nonhuman 
primates conducive to their “psychological well-being” 
to require “that the barren cage environment of labora-
tory non-human primates must be enriched in order to 
ameliorate the adverse effects attendant upon chronic 
understimulation.” Weed and Raber (2005, p. 120) de-
fine “refinement” (which will be considered further 
below) as “the use of methods that lessen or eliminate 
pain and/or distress and therefore enhance an animal’s 
well-being.” The NRC Guidelines for the care and use of 
mammals in neuroscience and behavioral research offers the 
identical definition (NRC, 2003, p. 10). Likewise, “com-
fort” provided by species-appropriate environments 
can be understood to mean the absence of discomfort 
or other kinds of distressful or negative feelings. Those 
who adopt such definitions of “well-being” or “comfort” 
employ the pain and distress minimization principle to 
justify the species-appropriate housing principle. They 
believe that one way of minimizing pain or distress ani-
mals can experience in research facilities is by affording 
them species-appropriate housing.

WELL-BEING AS INCLUDING POSITIVE FEELINGS 
AND EXPERIENCES

In contrast, “well-being” is sometimes understood to 
mean not just absence of pain or distress, but also the 
presence of positive experiences, such as certain plea-
sures, contentment, or happiness. Likewise, “comfort” 
can be understood as including certain positive experi-
ences and not just absence of feelings of distress or dis-
comfort. Those who employ definitions of “well-being” 
and “comfort” that include positive or pleasurable feel-
ings believe that research animals deserve living condi-
tions appropriate to their species and conducive to their 
comfort, in addition to, and independently of, their 
entitlement to minimization of pain or distress. For 

example, Buchanan-Smith et al. (2005, p. 382) use “the 
term ‘well-being’ to relate to both the physical health 
of the animal and to its psychological wellbeing.” “The 
aim,” they say, “should be not only to avoid or mini-
mise adverse effects, but also to maximise well-being. 
This means that we must take a proactive approach in 
promoting the positive elements of welfare, such as 
companionship, comfort, and security.” Indeed, they 
hold that one component of well-being is research ani-
mal happiness, asserting that “the enhancement of well-
being has potential benefits to the science; ‘happy’ and 
healthy animals increase the validity and accuracy of 
scientific results.” Rollin maintains that “all animals 
kept in confinement for human benefit” should be pro-
vided environments conducive to their psychological 
well-being and that accordingly the research commu-
nity must “begin to seek animal-friendly housing, care, 
and husbandry systems that allow the animals to live 
happy lives while being employed for human benefit” 
(Rollin, 1995, Preface, n.p.).

The Guide sometimes rejects housing conditions 
that are not species-appropriate on the grounds that 
they result in pain, distress, or other significantly un-
pleasant experiences. For example, it is stated (pp. 50–
51) that “(e)nvironments that fail to meet the animals’
needs may result in abnormal brain development,
physiologic dysfunction, and behavioral disorders …
that may compromise both animal well-being and sci-
entific validity. The primary enclosure or space may
need to be enriched to prevent such effects.” However,
the Guide appears to adopt a concept of “well-being”
that includes more than absence of pain or distress. It
defines “refinement” as “modifications of husbandry
or experimental procedures to enhance animal well-
being and minimize or eliminate pain and distress”
(NRC, 2011, p. 5, author’s italics.). The Guide does not
indicate what kinds of positive feelings or experiences
it presumably includes within animal “well-being”
and endorses as a reason for providing species-appro-
priate living conditions.

QUESTIONS ABOUT PROVIDING POSITIVE 
EXPERIENCES TO RESEARCH ANIMALS

Because the pain and distress minimization princi-
ple is unquestionably persuasive, it provides convinc-
ing ethical support for the species-appropriate housing 
principle. However, serious questions must be asked 
about the contention that research animals are entitled 
to positive experiences, such as pleasure, contentment, 
or happiness (Tannenbaum, 2001). These questions in-
clude how terms, such as “pleasure,” “contentment,” 
and “happiness” should be defined as applied to ani-
mals; whether and when it can confidently be said that 
research animals of various species experience these 
mental states; and whether, when, and how possibly 
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greater or lesser amounts of these states can be deter-
mined for various species. It must also be asked wheth-
er requiring pleasures or happy lives for research ani-
mals, assuming we know what this means and how to 
provide it, would hinder or preclude valuable research 
by greatly increasing its economic cost. Moreover, if 
providing a “happy life” or even more limited plea-
sures for all research animals is ethically obligatory, 
any experiment that must cause some unrelieved pain 
or distress, or is not consistent with animal happiness, 
might be unethical. Perhaps sustained ethical discus-
sion will demonstrate that it is conceptually and ethi-
cally appropriate to interpret the species-appropriate 
housing principle to require positive feelings of plea-
sure, contentment, or happiness, for all or for some 
research animals. However, this interpretation should 
not be accepted without clearly expressed and persua-
sive arguments.

F10.2 Environmental Enrichment
A second source of the need for further think-

ing about the meaning and ethical foundations of the 
species-appropriate housing principle is the fact that 
providing such housing is now widely understood to 
require not just basic conditions, such as clean air and 
water and sufficient cage space, but also environmen-
tal enrichment. Although the AWA requires enrichment 
only for nonhuman primates [AWA, 2013 §2143(a)(2)
(B)], the Guide maintains (NRC, 2011, pp. 52–54) that 
species-appropriate housing includes environmental 
enrichment for all species covered by the PHS Policy. 
In the biomedical research community generally, un-
derstanding and applying enrichment techniques to all 
species used in research is regarded as a major priority 
(Wolfle, 2005).

DIFFERING DEFINITIONS OF “ENRICHMENT”

One reason inclusion of enrichment in the species-
appropriate housing principle raises issues regarding 
how and why the principle should be applied is that 
there is disagreement about how “enrichment” should 
be defined. As Newberry (1995, p. 230) observes, the 
term is sometimes used to refer to certain kinds types 
of environmental change (such as group housing or 
various kinds of feeding mechanisms), is sometimes de-
fined as an increase in environmental complexity, and 
sometimes refers to positive outcomes for the animals’ 
welfare. Lack of uniformity in definitions can make it 
difficult to engage in a discussion of enrichment and its 
ethical foundations.

DIFFERING VIEWS OF THE AIMS OF ENRICHMENT

Another source of difficulty in considering whether 
and why certain kinds of enrichment might be ethical-
ly obligatory is the fact that proponents of enrichment 

differ about whether enriched environments are ethi-
cally obligatory solely because these environments can 
prevent or ameliorate pain or distress, or also because 
they may sometimes result in positive experiences, 
such as pleasures, contentment, or happiness. All the 
authors quoted earlier regarding the nature of and ethi-
cal arguments for animal “well-being” are discussing 
not just well-being, but environmental enrichment, 
which they view as promoting well-being. Thus, in-
clusion of enrichment in the species-appropriate hous-
ing principle raises the same issues discussed earlier 
 regarding whether and why providing certain kinds of 
positive experiences to research animals might be ethi-
cally obligatory.

POTENTIAL EFFECTS ON RESEARCH RESULTS

Also important in considering when investigators 
may be ethically required to provide enriched environ-
ments is the fact that there have been conflicting claims 
regarding whether enrichments of various kinds im-
pact research results positively, negatively, or not at all 
(Bayne, 2005). There is evidence that at least in certain 
kinds of studies and for certain kinds of animals, en-
richment can lessen deleterious effects of captive envi-
ronments and can improve the validity, reliability, and 
replicability of research results (Garner, 2005; NRC, 2011, 
p. 54). On the other hand, various ways in which enrich-
ment can make the housing environment more complex 
are sometimes not conducive to animal welfare, or can 
introduce variables that might adversely affect the qual-
ity of experimental data. Benefiel et al. (2005, p. 103) con-
cluded, after reviewing a wide range of enrichment tech-
niques in various kinds of research, that “not all—and 
maybe not most—forms of supplementation are ben-
eficial for laboratory animals or good for research.” As 
is discussed earlier, the strongest justification for using 
animals in a research project, and for causing pain or dis-
tress when necessary, is that the project has medical and 
scientific value. If enriched housing conditions would 
jeopardize the scientific results of a project, the justifica-
tion for using the animals can be weakened. Assuring 
that enriched environments are good for the research, as 
well as for the animals is, therefore, an ethical, as well as 
scientific imperative.

F11. The Appropriate Care Principle

While housed in the research facility, animals must receive 
appropriate veterinary supervision and care, and the conscien-
tious attention of trained animal care staff.

This principle, which I shall call the appropriate care 
principle, is based at the very least on the pain and dis-
tress minimization principle. Insofar as animals may be 
ethically entitled to positive experiences, such as certain 
pleasures, contentment, or happiness, it can be argued 
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that these experiences constitute part of the reason they 
should be afforded good veterinary care and skilled at-
tention from animal care staff. The ethical obligation to 
provide such care and attention is also implied by Princi-
ple F12, because being kind, compassionate, and grateful 
to research animals involves attending to their medical 
and behavioral needs.

F12. The Appreciation Principle

Research animals should be treated with kindness, compas-
sion, and gratitude.

What I call the appreciation principle reflects the fact 
that research animals do not volunteer for experi-
ments. Additionally, most are kept in confinement, 
few can exhibit all their natural behaviors, and some 
experience unrelieved pain or distress. This is almost 
always done not for their benefit, but ours. Although 
research animals are incapable of volunteering, or of 
understanding or entering into a contract or bargain, 
surely in return for what they give up and provide, 
they are entitled to kind and compassionate treatment 
and care.

Gratitude for what research animals make possible 
is also important. One cannot express gratitude to ani-
mals in ways that they would understand as gratitude. 
However, there are tangible ways, aside from proper 
treatment during research and in housing and general 
care, in which gratitude sometimes can be expressed. 
One issue of increasing interest in the research com-
munity is whether, to what extent, and how investiga-
tors and research facilities should deal with animals 
that survive research projects. Aside from euthanasia, 
possible options for animals that are not diseased or 
disabled can include transfer to another investigator 
in the facility for use in research; transfer to another 
research institution; resettlement in a sanctuary where 
they will not be used in research (as has been the case 
for some nonhuman primates); or for some kinds of 
animals, adoption as pets. A survey of research institu-
tions in the United States found that 71 of 177 IACUCs 
permitted adoption of animals as pets after use in re-
search under specified circumstances (Huerkamp and 
Archer, 2007, p. 222). Adoption can be a tangible way 
of thanking some animals for their service to research. 
Difficult questions can be raised about adoption and 
other options that do not involve killing animals, for ex-
ample, about appropriate criteria for choosing adoptive 
owners; about who should pay for or engage in efforts 
to adopt or place animals no longer needed by an in-
vestigator or institution; and about whether and when 
it may not be ethically acceptable to subject usable ani-
mals to still more research (and the possibility of pain 
or distress) by reusing or sending them to another 
research institution.

F13. The Translation Principle

Investigators should support, stay informed about, and 
when appropriate engage in scientific and professional efforts 
aimed at effecting translation of animal experiments to clinical 
applications.

The most significant general development in recent 
years in biomedical research arguably has been the 
emergence and development of the field of transla-
tional science and medicine. This general scientific en-
deavor is universally endorsed by investigators, gov-
ernment regulators, and funding agencies. However, 
what I call the translation principle is not yet routinely 
included in government or professional association 
statements of fundamental rules of biomedical ani-
mal research ethics. The principle belongs in any such 
statement. The translation principle is as important as 
any ethical rule relating to biomedical animal research 
because following the principle will likely facilitate 
application of the pain and distress and harm justifica-
tion principles.

In light of the inherent complexity of disease, and 
the ways in which biomedical research progresses, it 
is unrealistic and unreasonable to demand that all ani-
mal experiments, when proposed, be likely to result in 
clinical applications for humans. However, as observed 
earlier, any likelihood that an experiment will lead to 
clinical applications will enhance its scientific value 
in justifying harms it might cause to animals. There-
fore, if investigators could know that certain kinds of 
animal experiments or certain kinds of experimental 
procedures might be likely—or more likely than other 
kinds of experiments or procedures—to lead to clinical 
applications, they might be able to conduct experiments 
that provide increased justification for using animals, 
and for harms the animals might experience. Similarly, 
if investigators could know that certain kinds of ex-
periments or procedures are not likely—or less likely 
than other kinds of experiments or procedures—to lead 
to clinical applications, they might be able to spare 
animals unjustifiable harms by not conducting such 
experiments.

It cannot be known at present whether advances in 
translational science will lead to a decrease in the total 
number of animals used in biomedical research, and 
thereby to a decrease in the total amount of research 
animal pain, distress, and other harms. Perhaps im-
proved translation will reduce research animal num-
bers. However, it is possible that in certain areas of 
research, use of animals will become so much more 
productive in developing and testing clinical applica-
tions that more and not fewer animal experiments will 
be conducted. There may also be forces independent 
of translatability that could lead to use of more ani-
mals in total, such as the need to breed large numbers 
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of transgenic mice; required testing of advances sug-
gested by experiments on this or other species on ani-
mals higher on the phylogenetic scale; or the devel-
opment of kinds of animal experimentation that are 
at present unpredictable. On the other hand, more ef-
ficient translation might lead to a lessening of even 
these numbers.

The translation principle not only aims at properly 
treating animals, it also seeks to benefit and ensure the 
ethical treatment of humans. In areas where translation 
from animal studies to clinical applications has thus far 
been disappointing, development of treatments can be 
hindered by the reluctance of pharmaceutical compa-
nies and other funders to invest in animal experiments 
that will be needed to develop and test such treatments 
(O’Brien et al., 2013). Generally, conducting animal ex-
periments that are more likely to produce clinical appli-
cations should allow government and private funding 
agencies to allocate available resources more efficiently, 
so that experiments can be directed toward the widest 
possible range of disease states, and can be conducted by 
as many talented investigators as possible.

As noted earlier in the discussion of the Nuremberg 
principle, humans are not only beneficiaries of biomedi-
cal animal research, we also occupy an essential role 
in the link between animal experiments and clinical 
applications. At least at present, it can rarely be known 
with certainty what most human clinical trials will find. 
However, the more probable that animal studies on 
which such trials are based will lead to clinical applica-
tions, the stronger the case that can be made to enroll 
human volunteers in associated clinical trials. Moreover, 
the more that can be learned about potential transla-
tion of animal studies on which human clinical trials are 
based, the more that can be told to potential volunteers 
about possible risks and benefits to them, so that they 
can exercise the best possible informed consent before 
they participate in these studies (Kimmelman and Lon-
don, 2011).

11 PRACTICAL ETHICAL GUIDELINES 
FOR INVESTIGATORS

The preceding discussion suggests a number of prac-
tical ethical guidelines for investigators. These practical 
guidelines are designated as P1–P10.

P1. Approach all phases and aspects of an animal 
research project with the aim of making the 
project ethically as well as scientifically sound

Particularly good times to review the ethical sound-
ness of a project are when one is thinking about the 

project as a whole; for many investigators this will be 
during the preparation of a grant proposal and of an IA-
CUC animal use application. After a project has begun, 
anything that would require notification to the IACUC 
of a significant change in the nature of the research, such 
as a change in project goals, procedures, or numbers 
of animals [AWAR, 2015, §2.31(d); OLAW, 2015b, para. 
IV.B.7, p. 13], should be accompanied by consideration of 
whether any of these changes would affect the project’s 
ethical appropriateness.

P2. Appreciate that as the source of the 
project’s scientific goals, you play the key role 
in determining whether the project will be 
conducted ethically

See the discussion of the ethical importance of project 
goals and of the harm justification principle (Principle 
F6) earlier in this chapter.

P3. Keep in mind that the central question in 
the ethical assessment of a project is whether 
its value justifies its use and treatment of 
animals; that the value of a project consists of 
its medical and scientific value; and that the 
greater the value of the project, the more likely 
the project will justify its use and treatment of 
the animals

See the discussion of the harm and general justifica-
tion principles (Principles F6 and F8) earlier.

P4. To be able to make the strongest case for 
the medical value of the project, always keep 
up-to-date information and documentation, 
which is readily understandable by laypersons, 
regarding the nature, effects, and need for 
further understanding about the disease or the 
aspect of the disease under investigation

An investigator who conducts serious animal re-
search regarding one of the diseases discussed in this 
book will already have extensive knowledge about why 
it is important to gain further understanding of the dis-
ease or the aspect of the disease under study. However, 
it is useful to be able to include in a complete argument 
for the ethical justification of a project current informa-
tion and documentation that can establish its medical 
value beyond a doubt. A comprehensive and detailed 
account of a project’s medical value, in language that is 
understandable by laypersons, can also help investiga-
tors explain to members of the public why their work is 
important.
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P5. Design the project with the maximum possible 
scientific value, by framing sound scientific 
questions that relate to the medical value of the 
project, by designing scientifically sound research 
procedures aimed at answering these questions, 
and by assembling facilities and staff that will 
enable the project to achieve its goals

This is what biomedical scientists always seek to do in 
the conduct of high-quality science. See the discussion of 
the harm and general justification principles (Principles 
F6 and F8) earlier.

P6. If the project has the potential to cause harms 
to animals, specifically pain or distress, but also 
any other significant unpleasant experiences, 
assure yourself that these harms are not only 
necessary to achieve project goals, but are ethically 
justified in light of the value of the project

See the discussion of the pain and distress justification 
principle (Principle F5) and the harm justification prin-
ciple (Principle F6) earlier.

P7. In designing and conducting the project, 
take all reasonable steps to minimize any pain 
or distress that the animals may experience, 
consistent with project goals

As I have suggested, minimization of pain or distress 
may well be a subject regarding which investigators 
would find it helpful to have a number of specific ethical 
rules. Aspects of project design and execution that the 
pain and distress minimization principle can impact are 
numerous, and include the following: animal identifica-
tion methods; anesthesia during surgery; use of analge-
sics for pain prevention or relief; methods of sampling 
blood and other tissues; injection sites and methods; 
kinds and duration of physical restraint; tumor size and 
location; forced exercise; aversive behavioral stimuli; 
use of adjuvants; deprivation of food or water; minimi-
zation of pain and distress in control animals; determi-
nation of humane endpoints; euthanasia; and training 
of researchers and research staff regarding appropriate 
handling of animals in experimental procedures. In the 
absence of more specific practical ethical guidelines for 
minimizing pain or distress—and perhaps even if such 
guidelines become available—investigators might con-
sider the general approach suggested by Carbone (2007, 
p. 163):

First, visualize every step in the animal’s life from the initial 
point of contact (birth at the facility or arrival into the facility) 
until the animal’s euthanasia or departure from the institution. 

List every reasonable source of significant pain or distress, 
whether related to housing or the experimental procedures. 
Each of these potential sources of pain or distress should then 
be addressed, whether in a targeted literature search, consulta-
tion with peers who have published on the methodology, or 
consultation with veterinarians and animal care specialists, 
and with as much creative thinking as the investigator can 
muster.

P8. Regard your attending veterinarian as a 
constant source of information and guidance 
during all stages of the project

Laboratory animal veterinarians have expertise in 
minimization of pain and distress and in animal hous-
ing and care. As members of or advisors to IACUCs, 
they keep abreast of regulatory requirements. They have 
knowledge of kinds of biomedical research and experi-
mental techniques and effects of these techniques on re-
search animals. Consultation with a veterinarian during 
project design can help ensure that subsequent modifica-
tions required by legal standards will not be necessary. 
Veterinarians can also help ensure that a project is con-
ducted ethically by assisting in eliminating or minimiz-
ing potential harms to animals in a project’s design or 
implementation.

P9. Collect, read, and regularly consult 
publications that enunciate or apply ethical 
principles relevant to your research

See the earlier discussion of sources ethical guidance 
in conducting ethical research.

P10. Although you should follow legal 
requirements applicable to the project, when 
such requirements impose only minimum ethical 
standards, appreciate that conducting research 
ethically may involve exceeding these standards

As observed earlier, legal requirements sometimes 
impose important, but nevertheless minimum, ethical 
standards. Investigators should not ignore or put aside 
reasonable ethical questions relating to a research proj-
ect on the grounds that the project may meet all ethical 
expectations that are required by law. The fundamental 
ethical imperative of using animals for good reasons 
and treating them properly and the importance of assur-
ing public support of animal research are the only two 
reasons for trying to exceed legal standards if ethical 
requirements demand more. Another is that if investi-
gators are thought by regulators or the public to be vi-
olating ethical standards that are not yet mandated by 
law, the result may be additional regulations and gov-
ernment supervision of research. This may not always 
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be salutary for ethical discussion, much less for research. 
Some issues in animal research ethics are difficult and 
complex. Regarding such issues, ethical deliberation 
may sometimes be best left open to debate, with possible 
approaches emerging widely and voluntarily, after ex-
tended consideration of varying viewpoints, rather than 
being imposed by legal edict.

12 SOME CURRENT DIFFICULT ISSUES 
IN ANIMAL RESEARCH ETHICS

There are issues in biomedical animal research ethics 
regarding which there is a lack of clarity or disagreement 
in the research community, and that require considerable 
thought because of their complexity and potential impli-
cations. One such issue, discussed earlier, is whether, to 
what extent, and why research animals might be entitled 
to positive experiences, such as pleasures, contentment, 
or happiness. Other ongoing ethical issues include the 
following.

12.1 The Nature and Weight of Harms 
to be Justified by the Value of Animal 
Research Projects

The harm justification principle holds that any harm 
(including pain or distress) that an animal research proj-
ect will cause animals must be justified by the value of 
the project, and the more harm an animal research project 
will cause animals, the greater must be the value of the 
project. There are difficult issues regarding what counts 
as “harms” to research animals and how much weight 
such harms should be given in determining whether 
they are justified by animal research projects.

Unpleasant Experiences Other Than Pain 
and Distress

Pain and distress are clearly harms to research ani-
mals, and their nature, intensity, and duration must be 
weighed against the value of a research project. I suggest 
earlier that if pain and distress count as harms that must 
be justified by the value of animal research projects, 
some other negative experiences, such as fear (which 
is included by Russell and Burch among such harms), 
anxiety, and boredom sometimes might also have to be 
counted as harms. Whether and to what extent research 
animals, or some research animals can experience such 
emotions is a matter for further empirical investigation 
(Tannenbaum, 2001). Ethical discussion is also needed to 
determine the extent to which such experiences would 
constitute harms, and the value that various kinds of 
animal experimentation might need to outweigh these 
harms.

Frustration of an Animal’s Nature or Telos
Some philosophers and animal welfare advocates 

believe that, as Rollin (1992) argues, the inborn nature 
or to use the Aristotelian term telos of animals is en-
titled to respect by people who use animals for their 
benefit. According to this view, preventing animals 
from engaging in certain kinds of natural activities 
harms them, in addition to and independently of any 
pain, distress, or other unpleasant feelings they may 
experience as a result. Though sympathetic to this 
view, Thompson (2010) concedes it has problems, the 
significance of which have not yet been adequately ex-
amined. For example, allowing animals to engage in 
natural behavior is sometimes inimical to their wel-
fare by subjecting them to risks of injury or disease. It 
is also doubtful, I would suggest, that natural tenden-
cies, irrespective of distress or severe discomfort their 
frustration might cause, are entitled to respect in their 
own right. Humans are programmed by our inborn 
nature to grow old and die. Yet much of medical sci-
ence seeks not only to change this process from what 
it would be if nature were allowed to take its course, 
but to postpone and perhaps even eliminate this nat-
ural process altogether. If some natural behaviors or 
tendencies are good and others are bad, it cannot be 
just the fact that they are natural that make them so. 
If there is something wrong in restricting some natu-
ral behaviors of research animals, other than the fact 
that animals may experience pain, distress, or other 
unpleasant feelings, what this is needs to be identi-
fied and explained. If preventing research animals 
from engaging in certain behaviors is in itself harming 
them, it also would have to be determined how strong 
such harms are and how strongly they might count 
against conducting certain kinds of research.

Killing Research Animals
There is a disagreement in the animal ethics and ani-

mal welfare literature regarding whether death in itself 
(i.e., death irrespective of whether it occurs with pain or 
distress) constitutes a harm to animals. Some thinkers 
(Regan, 1983, pp. 99–103) argue that death is a misfor-
tune or harm for animals and that killing inflicts harm 
on them because it prevents them from having a future 
life. Others (Cigman, 1981, pp. 53–59; Webster, 1994, 
p. 15) maintain that killing animals does not harm them
or their welfare because they do not have a concept of
life and a desire to live, or a concept or a fear of death.
The prevalent view in the research community appears
to be that whether or not killing animals harms them, the 
fact that a research project kills animals is not relevant
to determining whether the project is ethically justified.
Cancer researcher Harold Hewitt (1981, pp. 169–170)
accurately characterizes the prevailing position.
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I must confess that my own concern is really not with the 
number of animals (used in an experiment), in the sense that I 
should be more upset by my having caused one animal to suffer 
by my neglect or ineptitude than I should be by administering 
euthanasia to 50 at the termination of an experiment in which 
none had been caused suffering. The question the prospective 
animal experimenter has to ask himself is whether he considers 
that the painless taking of animal life is itself an immoral act. 
For me it is not. ... I do not see the moral distinction between the 
taking of an animal life in the laboratory, in the slaughter house, 
or in the course of pest control.

This view is reflected in the AWA and HREA, nei-
ther of which requires that killing animals be justified 
on scientific grounds, and regarding killing require 
only that killing be done without causing pain or dis-
tress [AWAR, 2015, §1.1, §2.31(d)(xi); OLAW, 2015b, 
para. IV.C.1.g, p. 14]. In many years discussing animal 
research ethics with investigators, IACUC members, 
and veterinarians, I have encountered an increasing 
number of people who believe that killing certain 
kinds of animals, specifically nonhuman primates and 
cats and dogs, necessitates a stronger justification than 
does killing mice, rats, or fish, for example. If this view 
represents a trend in the research community and so-
ciety generally, the issue of the ethical relevance of 
species will become increasingly important in discus-
sions of biomedical animal research ethics.

12.2 Ethical Relevance of Species and Species 
Characteristics

The IOM Chimpanzee Report
In 2011, a committee appointed by the NRC IOM is-

sued a report on the use of chimpanzees in biomedical 
and behavioral research (IOM, 2011). The committee rec-
ommended that chimpanzees be used in research only 
if the “knowledge gained is necessary to advance the 
public’s health” and only if there is “no other research 
model by which the knowledge could be obtained, and 
the research cannot be ethically performed on human 
subjects.” (p. 4) The committee also stated (p. 15) that 
“imposing requirements for justifying the use of higher 
species is an implicit recognition that use of higher ani-
mals comes at higher moral costs.” In 2016, exceeding 
the restrictions on chimpanzee research recommended 
by the IOM report, the NIH (2016a) decided not to fund 
any new projects or renewals or revisions of ongoing 
projects involving chimpanzees, with the exception of 
projects involving noninvasive research. Among the 
matters the NIH regards as “noninvasive” are “visual 
observation,” “behavioral studies designed to improve 
the establishment and maintenance of social groups,” 
and “collections of biological materials (e.g., saliva, oral 
or other cavity specimens, urine, feces, or hair) obtained 
voluntarily from a chimpanzee that has been trained 

through positive reinforcement to cooperate in the col-
lection. This excludes venipuncture or other more inva-
sive methods.”

The Relative Moral Cost View
Whether one agrees with the IOM committee’s recom-

mendations or the NIH’s decision regarding chimpan-
zees, there are some, probably many, people who believe 
that using certain species in research requires stronger 
ethical justification than does using other species. I shall 
call this the “relative moral cost view.” This view does 
not imply that harms, such as pain and distress, are less 
important to minimize and justify in certain species than 
in others. Pain and distress are evils for any animal that 
can experience them, and investigators are ethically ob-
ligated to cause only the minimum necessary amount of 
justifiable pain or distress to achieve research goals. Nor 
does the relative moral cost view involve the claim that 
because of their mental capacity some species (e.g., non-
human primates) may be capable of experiencing more 
pain or distress than other species, and research causing 
pain and distress in these animals may, therefore, require 
a higher value to justify this higher level of pain or dis-
tress. As commonly expressed, the relative moral cost 
view holds that a stronger justification—that is, a higher 
value of a research project—is required simply to use or 
kill certain species, even if the research causes these ani-
mals no pain or distress.

Criteria for Ranking Species
The relative moral cost view raises many difficult 

questions. First, if species are to be ranked, persua-
sive criteria are needed for such ranking. In speaking 
of “higher animals,” the IOM report appears to sug-
gest that the criteria to be used relate to characteristics, 
such as mental sophistication and complex emotions. 
These criteria may effectively distinguish nonhuman 
primates from other animals, but may not do justice 
to all discriminations that many people seem to want 
to make. For example, doubtlessly many people think 
a stronger showing of the value of a research project 
must be made for using and killing dogs than pigs. 
However, pigs are extremely sophisticated mentally 
and socially, perhaps no less so than dogs. What seems 
to distinguish pigs from dogs is not that dogs are 
“higher” animals, but that in many countries dogs are 
beloved pets and pigs are food. Rowan and I have sug-
gested (Tannenbaum and Rowan, 1985) a number of 
criteria for distinguishing species in ways that support 
demanding a stronger showing of the value of research 
in using certain species. These criteria include whether 
animals exhibit self-awareness, their mental complex-
ity, the complexity of their natural social behavior, and 
whether and how they interact with human beings. 
These criteria support the widely held view that using 
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monkeys, cats, and dogs, for example, requires a stron-
ger justification than using mice or rats. Moreover, the 
criteria suggest that many peoples’ inclination to re-
quire a stronger justification for using dogs than pigs 
in research is supported by the regular (and often emo-
tional) involvement of people with dogs. However, it 
is not clear why this cultural and historical preference 
for dogs over pigs would justify requiring a higher val-
ue of research for one of two species with comparable 
mental and behavioral capacities.

Number of Ranked Categories
If species are to be ranked, it must also be decided 

how many categories of ranking should be employed. 
It can be argued that if it makes scientific and ethical 
sense to rank species for the purpose of justifying their 
use, we should separately rank all species commonly 
used in research. This might involve placing all species 
along a spectrum, presumably with chimpanzees at the 
high end, with amphibians and fish, for example, far 
down the scale. One might then assign a different level 
of moral cost to the research use of each species, and 
require a stronger justification for use in research the 
closer each species is located toward the chimpanzee 
end of the spectrum. One can only begin to imagine 
the arguments this approach would engender. Some 
people might argue, for example, that baboons should 
be distinguished from and ranked higher than other 
monkeys. Some might argue that rabbits are higher on 
the scale than hamsters or guinea pigs, or that ham-
sters or guinea pigs are or are not higher than rats or 
mice, that rats are or are not higher than mice, and so 
on.

Alternatively, one could argue for a smaller number 
of ranked categories, some or all of which would consist 
of multiple species. Such an approach might place chim-
panzees in the first category, other nonhuman primates 
next, dogs and cats in the next category, and then per-
haps all other species. Perhaps baboons would be dis-
tinguished from other monkeys and placed in a separate 
category closer to the chimpanzee end of the spectrum. 
Perhaps rabbits would be recognized as a separate cat-
egory closer to chimpanzees than guinea pigs or ham-
sters. These and other possible ways of recognizing 
ranked categories would presumably be based on what-
ever criteria are regarded as appropriate for ranking. 
There could well be vigorous disagreements about how 
many groupings there should be, and the species mem-
bership of these groups.

Research Implications of Species Rankings
Finally, if species are to be ranked, it must be deter-

mined how much moral cost is associated with each 
ranked group or species, so that it can be determined 
how much value a given animal research project must 

have to outweigh this cost. Moreover, it might be nec-
essary to determine whether certain ranked groups or 
species may be used in certain, but not other kinds of 
research. For example, it might be deemed appropri-
ate to use monkeys in research aimed at understand-
ing diseases, such as AIDS and Ebola, but not in certain 
kinds of behavioral studies.

The aim of this discussion is not to reject ranking or 
some ranking of research animals. What is needed is a 
great deal of further discussion and supporting argu-
ment, if we want persuasively and consistently to rank 
various species for the purpose of determining how 
strong a showing must be made of the value of experi-
ments before these species may be used in research or 
certain kinds of research.

13 GENERAL SUGGESTIONS 
FOR INVESTIGATORS

The following suggestions are offered to investigators 
for engaging in activities beyond the laboratory setting.

S1. Communicate to the public the nature 
and potential benefits of your research, 
and the ethical values and standards you 
apply in all phases of your work

As observed earlier, public support is essential for 
the continued conduct and funding of biomedical ani-
mal research. No one can speak more knowledgeably 
and persuasively about the nature, potential benefits, 
and ethical conduct of biomedical animal research than 
investigators. No one can speak more knowledgeably 
and persuasively about the value and ethical appropri-
ateness of individual biomedical animal experiments 
than the investigators who conduct these experiments 
(Nature, 2011; Ringach and Jentsch, 2009).

S2. Become familiar with some of the animal 
research ethics literature

Some investigators may find the animal research eth-
ics literature inaccessible or unwelcoming. Much of this 
literature employs specialized philosophical or legal ter-
minology and theories with which scientists may be un-
familiar. Moreover, as one philosopher (a critic of animal 
research) correctly observes, “more is written in moral 
opposition to animal experimentation than in its sup-
port” (Nobis, 2011, p. 298).

There are a number of reasons animal researchers 
should not avoid or ignore the academic animal research 
ethics literature. Animal activists who seek to eliminate 
all animal research derive their opposition and many of 
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their public relations and political tactics from the views 
of academic philosophers and lawyers (Conn and Park-
er, 2008; Miller, 2011; Regan, 2004; Smith, 2010). At the 
very least, researchers should be familiar with the un-
derlying beliefs of animal research opponents.

Additionally, there is much in the animal research eth-
ics literature to which investigators can respond on em-
pirical grounds. Two fundamentally different approach-
es have been adopted by opponents of animal research. 
What is typically called the “animal rights” approach, 
maintains that using animals for the benefit of humans 
or other animals is an inherent violation of these ani-
mals’ moral rights, whatever benefits such uses might 
bring to humans or other animals (Francione, 2000; Re-
gan, 1983, 2004; Wise, 2001). There is some disagreement 
among proponents of this approach regarding what 
kinds of animals have such rights and why. However, 
all such animal rights proponents agree that is wrong to 
use mammals in research, even if this research results 
in medical benefits for people or animals, and even if 
the research causes the animals no pain or distress, or 
does not involve killing them. However, there are phi-
losophers and other critics of animal research who base 
their opposition on what they claim in fact results from 
or happens to animals in research. For example, Peter 
Singer, the author of Animal liberation (1975), objects to 
animal research on the grounds that in his view it results 
in no medical benefits, or that benefits it does bring to 
people or animals are greatly outweighed by pain and 
suffering which (he claims) experimentation causes ani-
mals. Using their knowledge of animal research and of 
their own projects, investigators can argue against this 
kind of objection by pointing to what animal research 
has discovered and how research animals are actually 
treated.

Finally, as discussed earlier, there are unresolved dif-
ficult ethical issues in animal research ethics. Contribu-
tions to discussions of these issues by advocates of all 
viewpoints will be encouraged, if animal researchers 
take an active and continuing interest in philosophical 
and legal debates about animal use in general and ani-
mal research in particular.

There are publications that investigators will find ac-
cessible and that can ease one into the animal research 
ethics literature. Among these are general accounts of 
current and historical controversies (Conn and Park-
er, 2008; Rudacille, 2000; Smith, 2010), collections of 
papers that discuss general ethical issues in animal re-
search (Kraus and Renquist, 2001; Paul and Paul, 2001), 
and the autobiography of a prominent animal researcher 
(Morrison, 2009). These publications are more sympa-
thetic to biomedical animal research than is much of the 
philosophical literature, but for this reason provide good 
starting points for further reading.

S3. Participate in discussions of ethical issues 
relating to biomedical animal research

Investigators play the key role in ensuring the ethical 
conduct of biomedical animal research. It is, therefore, es-
sential that you participate in discussions of ethical issues 
relating to animal research and contribute your perspec-
tives and expertise to the debates. If you are at an academic 
institution, organize, participate in, or attend courses or 
lecture series that discuss animal research. If you are at an 
academic institution or conduct research in a corporation 
or a government agency, encourage your colleagues to 
sponsor seminars and discussions about biomedical ani-
mal research ethics. Organize or attend sessions on animal 
research ethics at meetings of professional associations. 
Wherever and whenever you can—as you conduct your 
projects, among scientific colleagues, in interactions with 
the public—be eager and ready to think and talk about the 
ethical principles that motivate and guide your work.
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1 INTRODUCTION

Behavioral management is a term that entered the lex-
icon of animal care at the end of the last century (Weed 
and O’Neill-Wagner, 2006). Broadly, it refers to animal 
care practices and items that we provide to captive 

animals to manage their psychological and behavioral 
needs. It incorporates both social and nonsocial envi-
ronmental enrichment, as well as positive reinforcement 
training (PRT), facilities design, positive interactions be-
tween caretakers and animals, and behavioral monitor-
ing and assessment to promote psychological well-being 
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for captive animals (Bloomsmith and Else, 2005; Keeling 
et al., 1991; Weed and Raber, 2005). All animals evolved 
distinct behavioral patterns and repertoires, including 
social behaviors, foraging behaviors, and antipredator 
behaviors, to promote survival in a complex environ-
ment. Compared to natural environments, captive set-
tings are usually rather simple, and do not always allow 
for the expression of all of these behaviors, which can 
lead to frustration, boredom, stress, and even the devel-
opment of abnormal behaviors. Enrichment provides a 
way to functionally simulate the natural environment of 
captive animals, in an effort to increase opportunities for 
the expression of species-specific behaviors.

Environmental enrichment (EE) is just one component 
of a comprehensive behavioral management program 
for addressing the behavioral and psychological needs 
of captive animals. Most institutions devote considerable 
resources to ensure that varied and species-appropriate 
behavioral management programs are provided for 
their animals. Further, many organizations, particularly 
those that house nonhuman primates (NHPs), have one 
or more staff members dedicated to providing enrich-
ment for their animal subjects (Baker, 2016). Enrichment 
is now provided to all vertebrate animals; not only to 
mammals, but also to birds (Meehan et al., 2004; Nager 
and Law, 2010), reptiles (Almli and Burghardt, 2006), am-
phibians (Tinsley, 2010; Torreilles and Green, 2007), and 
fish (Kihslinger and Nevitt, 2006; Williams et al., 2009).

Enrichment as a field of scientific inquiry has under-
gone considerable growth over the past few decades. 
In the past, toys or other items were given to animals 
without much thought. Today, enrichment programs are 
recognized as integral components of animal care prac-
tices (National Research Council, 2011). Further, they are 
often approached from an empirical scientific perspec-
tive, with many, particularly those involving NHPs, 
overseen by PhD-level staff (Baker et al., 2007). The past 
decade or so has seen a dramatic increase in the number 
of published scientific papers that address environmen-
tal enrichment (Simpson and Kelly, 2011). A recent (2016) 
PubMed search using the keyword “environmental en-
richment” produced over 1500 results, of which over 
1100 were published in the past 10 years (unpublished 
data). Interestingly, the majority of these manuscripts 
were not authored by animal welfare scientists, but rath-
er by biomedical scientists (de Azevedo et al., 2007), il-
lustrating the dual applied and basic science natures of 
enrichment. Animal welfare scientists, including behav-
iorists, zoo biologists, and others, examine enrichment 
and its effects on the psychological well-being of captive 
animals, in an effort to improve the lives of these ani-
mals. Neuroscientists, and other biomedical scientists, 
utilize enrichment to model environmental effects on a 
variety of behavioral, neurobiological, and physiological 
outcome measures.

In this chapter we examine the use of environmental 
enrichment in both applied and basic science contexts; 
as a welfare tool and as an experimental model. We will 
briefly discuss whether enrichment increases variability 
in research protocols, and will present some practical 
tips on ways to implement an effective enrichment pro-
gram for laboratory animals.

2 ENRICHMENT AND WELFARE

2.1 Why Enrich?

Two of the primary goals of enrichment are to re-
duce stress and improve the psychological well-being 
of research subjects. Animals living in a laboratory are 
exposed to a variety of stressors in their daily lives 
(Morgan and Tromborg, 2007). Some experimental 
procedures to which these animals are exposed can be 
aversive, and even common husbandry practices, such 
as cage changes or physical restraint, may be stress-
ful. Environmental factors, such as lighting, noise, and 
temperature, may also cause stress for some species or 
individuals (Morgan and Tromborg, 2007). In addition, 
laboratory animals often live in enclosures that restrict 
their ability to express species-typical behaviors. EE can 
help alleviate the effects of potential stressors associ-
ated with captive conditions, enhancing both physical 
and mental health for subjects. Importantly, in addi-
tion to reducing stress, enrichment can also foster re-
siliency to stress (Novak and Suomi, 1988). It is neither 
possible nor, in many cases, desirable to eliminate all 
stress experienced by animals. Stressors are not intrin-
sically detrimental (Novak and Suomi, 1988), and can 
even be adaptive, relieving boredom, and helping ani-
mals learn to cope with various factors in their envi-
ronment (Newberry, 1995). Enrichment and behavioral 
management techniques have been shown to mitigate 
stress responses to aversive stimuli (including predator 
odors) in a variety of species, including rodents (Benar-
oya-Milshtein et al., 2004), birds (Reed et al., 1993), and 
snakes (Almli and Burghardt, 2006). Enriched animals 
show less fear and are less responsive, both behavior-
ally and physiologically, to negative events, such as 
exposure to predators or certain experimental proce-
dures, compared to animals in a nonenriched environ-
ment (Barbelivien et al., 2006; Klein et al., 1994; Moncek 
et al., 2004; Sampedro-Piquero et al., 2016). Responding 
appropriately to stress is widely considered an impor-
tant indicator of well-being in captive animals (Novak 
and Suomi, 1988; Overall and Dyer, 2005). Not only can 
enrichment modulate the stress response, but it also 
may help to reverse the effects of early adverse expe-
riences on hypothalamic-pituitary-adrenal (HPA) func-
tion (Francis et al., 2002).
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There are both ethical and scientific motivations to 
provide the best possible environment for laboratory 
animals. Scientists using animal models in research 
recognize their ethical responsibility to attend to, and 
enhance, the psychological well-being of their subjects 
(Coleman, 2011; National Research Council, 2011). In 
addition, the reduction of potentially confounding cap-
tivity-related stressors, through the use of enrichment, 
can improve the quality and utility of animal models. It 
has long been established that highly stressed animals 
are not reliable subjects for most scientific studies ex-
cept, perhaps, for those examining the effects of stress. 
Psychosocial and environmental stressors can alter the 
HPA axis, as well as cardiovascular function (Gerber 
et al., 2002; von Holst, 1998) in laboratory animals. Re-
productive and immunological functions may also be 
compromised by emotional stress (Bethea et al., 2008; 
Rogers et al., 1999). These physiological and immu-
nological changes can affect a variety of research out-
comes. Because individuals can vary widely in their 
physiological and behavioral response to stress, it can 
increase experimental variability (Schapiro, 2000; Weed 
and Raber, 2005). Additionally, stressed or emotionally 
compromised animals have a greater risk of becoming 
ill or developing maladaptive behaviors, such as self-
directed aggressive behavior (Novak, 2003), which can 
also adversely affect research. Therefore, identifying 
ways to reduce stress for laboratory animals is impor-
tant to maximize scientific validity.

Not only does enrichment help to improve well-be-
ing, but it can also result in improved safety for care-
givers. Working with calm, cooperative animals is safer 
for care staff than working with highly stressed, and 
potentially reactive, animals (Bloomsmith, 1992). Van 
de Weerd et al. (2002) found that mice from an enriched 
environment were easier to handle (e.g., exhibited more 
relaxed behavior) compared to mice from a standard 
environment. Dogs reared in an environment in which 
they were enriched with a great deal of human interac-
tion were more outgoing, easier to work with, and less 
likely to bite handlers compared to those reared with-
out human interaction (Adams et al., 2004; Fox and Stel-
zner, 1966).

2.2 Common Abnormal Behaviors Seen 
in Captivity

As mentioned earlier, one goal of enrichment is to re-
duce abnormal, or maladaptive, behaviors. Abnormal 
behaviors are generally defined as behaviors that deviate 
from those that are typical of the species (Garner, 2005). 
They can also include normal behaviors expressed at un-
natural levels or at inappropriate times (Garner, 2005). 
Abnormal behaviors in laboratory animals can take 
many forms; it is beyond the scope of this chapter to 

provide a comprehensive review of these behaviors. 
Instead, we will provide a brief overview of those ab-
normal behaviors that are most common and/or most 
problematic to laboratory animals.

One of the more pervasive maladaptive behaviors 
seen in captive animals is stereotypical behavior (Gar-
ner, 2005). Stereotypies, often defined as repetitive be-
haviors without obvious function (Mason, 1991), are 
seen in numerous species of animals that live in a vari-
ety of captive settings, including zoos, sanctuaries, and 
research facilities (Mason and Latham, 2004). Pacing, 
or repetitive movement over the same path, and other 
whole-body locomotor behaviors, such as jumping, 
twirling, and rocking are common stereotypical behav-
iors for laboratory animals. Variations of these behav-
iors are seen in NHPs (Gottlieb et al., 2013a, 2015; Lutz 
et al., 2003), rodents (Garner, 2005; Latham and Ma-
son, 2010; Würbel et al., 1998), pigs (Puppe et al., 2007), 
and birds (Meehan et al., 2004; Polverino et al., 2015), 
and have even been reported in fish (Kistler et al., 2011). 
Bar biting or mouthing is relatively common in rodents 
and pigs. Stereotypies can also include self-directed be-
haviors, such as hair pulling, eye poking, and self suck-
ing, which have been reported in NHPs and dogs (Lutz 
et al., 2003). Regardless of its manifestation, the most 
commonly posited etiology is thought to be suboptimal 
housing conditions, such as a barren environment with 
insufficient external stimuli to meet the animals’ behav-
ioral needs (Meehan et al., 2004; Swaisgood and Shep-
herdson, 2006). For example, captive gerbils housed 
without substrate conducive to digging (an intrinsic 
behavior) often develop stereotypic digging behavior 
(Wiedenmayer, 1997).

Alopecia, or loss of hair, fur or feathers, is a relatively 
common condition for captive animals (Novak and Mey-
er, 2009). There are many potential etiologies for such 
loss of hair or fur, including bacterial or fungal infections, 
parasitic infestations, compromised immune function, 
and nutritional deficiencies (Honess et al., 2005; Kramer 
et al., 2010; Novak and Meyer, 2009; Steinmetz et al., 2005), 
as well as certain behavioral patterns. Behavioral etiolo-
gies for hair loss include self-epilating behaviors, such as 
hair pulling in primates (Honess et al., 2005), barbering 
in rodents (Garner et al., 2004; Kalueff et al., 2006), and 
feather pulling in birds (Garner et al., 2006; Grindlinger 
and Ramsay, 1991). Group-housed animals may execute 
these behaviors on conspecifics. Psychogenic alopecia, 
thought to arise from excessive grooming due to anxi-
ety and conflict, is relatively common in dogs and cats 
(Gross et al., 2005). Social or environmental stresses have 
also been hypothesized as potential underlying factors 
in the development of alopecia (Reinhardt, 2005; Rein-
hardt et al., 1986; Steinmetz et al., 2006), although this 
is not a universal finding (Kramer et al., 2010). Regard-
less, alopecia, particularly in NHPs, is highly visible to 
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regulatory inspectors (e.g., USDA in the United States) 
and is thus of concern for many facilities.

The maladaptive behavior of greatest concern for 
laboratory animals is self-injurious behavior (SIB). Seen 
most commonly in NHPs, SIB includes behaviors such as 
self-biting, head banging, damaging hair plucking, and 
other behaviors that could cause injury to the individual 
(Novak, 2003). SIB can result in significant tissue or mus-
cle damage and infection, and thus can compromise the 
well-being and welfare of the individual. Inadequate so-
cialization early in life (e.g., rearing in a nursery without 
the mother) has been identified as the biggest risk factor 
for the development of SIB in macaques and other pri-
mates (Bellanca and Crockett, 2002; Novak, 2003; Rom-
meck et al., 2009). Common husbandry practices, such as 
relocating animals to new rooms, can exacerbate bouts 
of SIB in animals with a history of the behavior (Dav-
enport et al., 2008). In rodents, SIB is typically induced 
by exposure to caffeine and other stimulants (Kies and 
Devine, 2004).

2.3 Types of Enrichment

Enrichment is often broken down into five basic and 
overlapping categories (Bloomsmith et al., 1991; Keeling 
et al., 1991); social (housing gregarious species in groups 
or pairs), physical (perches, platforms, huts, toys, and 
other objects that can be explored or manipulated), food 
(novel food items, or objects that increase foraging time), 
sensory (televisions, radio), and occupational (physical 
and mental activity, including PRT). These enrichment 
options are not utilized equally by all species. For exam-
ple, television and radios are often provided for NHPs, 
but may not be of value to mice and rats. Ideally, labo-
ratory animals should receive multiple forms of enrich-
ment. In the following sections we provide selected ex-
amples of these types of enrichment, with some benefits 
and potential costs for each.

2.3.1 Social Enrichment
Most common laboratory animals are social, and 

live in complex societies in the wild [e.g., fish, rodents 
(Baumans, 2010; Koolhaas, 2010), rabbits (Cowan, 1987), 
dogs (Serpell, 1996), New (Fragaszy et al., 2004; Williams 
et al., 2010), and Old (Wolfensolm, 2010) World monkeys, 
and chimpanzees (Wrangham et al., 1994)]. For these spe-
cies, housing them with compatible conspecifics is one 
of the most effective forms of enrichment. Such housing 
allows individuals to engage in many species-typical 
behaviors, including social play and social grooming 
(Hutchinson et al., 2005). It has also been shown to re-
duce abnormal behaviors in rabbits (Chu et al., 2004), 
dogs (Hubrecht et al., 1992), and NHPs (Reinhardt, 1999; 
Weed et al., 2003), and to improve wellness in NHPs. 
Rhesus macaques housed in groups (i.e., with social 

enrichment) have enhanced immune function compared 
to those living in individual cages (Schapiro et al., 2000). 
Importantly, social housing can prevent abnormal be-
haviors (including SIB) from occurring in a number of 
species, including NHPs (Lutz and Novak, 2005), rab-
bits (Chu et al., 2004), and sheep (Dwyer, 2009). Further, 
social companionship can buffer individuals against 
external stresses (Balcombe, 2006; Epley, 1974; Gerber 
et al., 2002; Gust et al., 1994) and reduce cortisol levels 
(Fuentes and Newgren, 2008).

Social housing can be accomplished by housing ani-
mals in pairs or in groups. It is important to understand 
the behavioral biology of the target species before mak-
ing decisions about how best to engage them in social 
housing. While many Old World monkey species live 
in multimale, multifemale groups, Hamadryas baboon 
groups have a harem structure, with only one male; mul-
timale, multifemale groups in captivity would likely re-
sult in unacceptable levels of aggression.

While social housing can greatly improve the well-be-
ing of captive animals, it is not without risk, and can lead 
to aggression, as individuals establish their place in the 
dominance hierarchy. A certain degree of aggression is to 
be expected. Individuals do not always need to be sepa-
rated at the first sign of fighting, even if there is some 
minor wounding. The benefit of social companionship 
often outweighs the cost of minor wounds to the indi-
vidual. However, this may not be true for severe trauma 
or escalated aggression. The degree of “acceptable” ag-
gression depends on many factors, including the species 
and the type of individuals (e.g., aggression might be 
less tolerable when infants or frail animals are involved). 
Refer to Olsson and Westlund (2007) for a review of so-
cial housing for rodents and NHPs.

Thus, it is important to find compatible partners. 
Many factors can influence compatibility, including the 
species, strain (Crawley et al., 1997), and sex (Latham 
and Mason, 2004) of the animals. Within rodent species, 
mice tend to be more aggressive than rats. Further, fe-
male mice tend to fight less than male mice, particularly 
during mating season. Adding enrichment (e.g., nest-
ing material) can reduce aggression in socially housed 
male mice (Van Loo et al., 2002). Intrinsic traits, such as 
temperament, may also influence compatibility, at least 
in macaques. Female rhesus macaques tend to be more 
compatible with temperamentally similar, rather than 
temperamentally dissimilar, conspecifics (Capitanio 
et al., 2017; Coleman, 2012).

Humans can also serve as social enrichment for labo-
ratory animals, particularly dogs and NHPs. Dogs are 
unique among laboratory animals in that they have 
evolved a well-developed bond with humans. As such, 
positive interaction with human handlers is an effective 
form of enrichment for laboratory dogs (Overall and 
Dyer, 2005). Socializing dogs with humans, particularly 
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when they are puppies, allows them to learn appropri-
ate social cues and behaviors (Adams et al., 2004). It has 
also been shown to reduce stress in dogs. Simply petting 
a dog can increase affiliative neurotransmitters, includ-
ing beta endorphins, for both the dog and the human 
(Odendaal and Meintjes, 2003). Further, socialization 
with humans can help to prevent the development of 
behavior problems (Hubrecht, 1995). NHPs can also 
benefit from positive interactions with human caretak-
ers. Such interactions have been shown to reduce abnor-
mal behavior, increase species-appropriate behaviors, 
such as grooming, and improve well-being in marmo-
sets, macaques, and chimpanzees (Baker, 2004; Bayne 
et al., 1993a; Manciocco et al., 2009; Reinhardt, 1997; 
Waitt et al., 2002), among others. These relationships 
can also promote coping skills (Rennie and Buchanan-
Smith, 2006) and help mitigate stress reactivity toward 
potentially stressful situations. Miller et al. (1986) found 
that chimpanzees were less anxious when confronted 
with novelty in the presence of their trusted caretaker 
than when the caretaker was absent. While less is known 
about the effects of human interactions on other animals, 
early handling by care staff can help reduce stress in ro-
dents (Caldji et al., 2000; Cloutier et al., 2012; Plotsky 
and Meaney, 1993), pigs (Zupan et al., 2016), and rabbits 
(Swennes et al., 2011).

Because of the importance of socialization, social 
pairs or groups should remain intact and stable when-
ever possible. While most species of laboratory animals 
are gregarious in nature, some, such as sheep, are highly 
social. These animals can become extremely agitated in 
response to separation from the group (Dwyer, 2009), 
and are prone to displays of stereotypic behavior. The 
effects of such separations on such species can be attenu-
ated by ensuring that other members of the social group 
are in visual contact.

2.3.2 Physical Enrichment
Physical enrichment generally refers to items de-

signed to increase the complexity of the environment 
and promote species-normative behaviors. It includes 
substrate, nesting material, climbing structures, places 
to hide or rest, toys, and objects on which subjects can 
gnaw, to list just a few. These objects provide animals 
with choice (e.g., they can choose to use them or not) 
and some degree of control over their environment 
(Joffe et al., 1973). As with social enrichment, decisions 
concerning the utilization of specific enrichment items 
should be guided by an understanding of the natural 
behavior of the species. For example, many laboratory 
animals, including rodents and rabbits, are prey species, 
which shapes much of their behavior. When confronted 
with an aversive or frightening stimulus, their first re-
action is to hide or burrow. Providing the animals with 
shelter (e.g., tunnels or huts) or substrate in which they 

can dig, affords them with the ability to withdraw from 
aversive situations, which can alleviate fear and stress 
(Hutchinson et al., 2005). Fig. 2.1 illustrates some exam-
ples of structural enrichment.

Effective physical enrichment encourages species-
typical behaviors, such as exploration and manipula-
tion, play, nesting, burrowing, rooting, dust bathing, 
and locomotion. Certain items, such as visual barriers, 
can provide protection from aggressive conspecifics 
(Archard, 2012). Enrichment has also been shown to in-
crease fecundity in fish (Wafer et al., 2016) and learning 
in elderly dogs (Milgram et al., 2005), and to induce posi-
tive affect in rats (Brydges et al., 2011; Richter et al., 2012) 
and pigs (Douglas et al., 2012). Enriched mice have high-
er natural killer cell activity levels (Benaroya-Milshtein 
et al., 2004) compared to mice that are not enriched, sug-
gesting better immune function. Physical enrichment 
has even been found to improve wound healing rates in 
rats (Vitalo et al., 2012).

The benefits of enrichment may be related to the nov-
elty and complexity of the items. Animals often lose inter-
est in enrichment items with continuous exposure (Hu-
brecht, 1993; Lutz and Novak, 2005), and thus rotating 
and/or replacing items can promote their use (National 
Research Council, 2011; Rawlins et al., 2004). Complex-
ity of enrichment may also be important. Recent work 
by Abou-Ismail and Mendl (2016) assessed the effect of 
enrichment novelty versus complexity in newly weaned 
male Wistar rats. Socially housed rats were exposed to 
five novel enrichment items (e.g., ladders, crawl balls, 
wood blocks, shelter, Nylabones) over a 5-week period. 
These enrichment items were either presented sequen-
tially (novelty condition) or simultaneously (complexity 
condition). Rats in the novelty condition were provided 
with five copies of one enrichment item (e.g., five wood 
blocks) for 1 week, five copies of a different enrichment 
item (e.g., five Nylabones) the following week, and so 
on, while those in the complexity condition were provid-
ed with one of each of the five enrichment items for the 
entire 5 week period. The authors found that the animals 
in the complexity condition showed more signs of posi-
tive welfare, such as weight gain and species-normal be-
haviors, and fewer indicators of poor welfare, such as 
aggression and vocalizations, compared to those in the 
novelty condition. These results suggest that diversity 
of objects may be important to well-being (Abou-Ismail 
and Mendl, 2016).

Physical enrichment may also decrease abnormal 
behavior in a variety of species, including rodents 
and rabbits (Balcombe, 2006; Chu et al., 2004; Marashi 
et al., 2003; Renner and Rosenzweig, 1986; Wemels-
felder, 1990), pigs (Beattie et al., 1996), and NHPs (Gott-
lieb et al., 2014; Kessel-Davenport, 1998; Lam et al., 1991; 
Schapiro and Bloomsmith, 1995). For example, moving 
to an outdoor environment, which is arguably more 
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complex and stimulating than an indoor environment, 
has been shown to reduce stress (Honess et al., 2005; 
Schapiro et al., 1995) and SIB in macaques (Fontenot 
et al., 2006). Further, there is some evidence that expos-
ing mice to an enriched environment early in life can 
help prevent the development of stereotypical behavior 
when the mice are older, even after enrichment has been 
removed (Gross et al., 2012). However, these results are 
not universal. Several studies have found no discern-
ible effect of simple enrichment devices on abnormal 
behavior (Line et al., 1991; Novak et al., 1998) or that 
the benefit was limited to the time till the apparatus was 
present (Lutz and Novak, 2005).

Care must be taken to avoid injuries related to enrich-
ment items. Animals can injure themselves on certain 

types of hooks that are used to attach enrichment de-
vices to the outside of cages. For example, juvenile or 
infant monkeys often put items in their mouths, and can 
injure themselves on “S-shaped” hooks. Ropes and wire 
used to hang devices or swings should be short and/or 
covered with a material (PVC tubing) that reduces the 
potential of the rope or wire accidentally encircling the 
animal’s neck. Handmade devices should be sturdy, to 
minimize the likelihood of breakage and the exposure 
of sharp edges. It is important to ensure that enrichment 
items can be easily cleaned, to avoid spreading disease 
(Bayne, 2005; Bayne et al., 1993b). There may be other un-
toward consequences of physical enrichment, potential-
ly increasing aggression among socially housed animals 
(Marashi et al., 2003), due to competition over favored 

FIGURE 2.1 Examples of housing with physical enrichment (including toys and structures for climbing, resting, and hiding) (A) Enriched 
housing for guinea pigs, (B) enriched housing for dogs, (C) play structure for group housed rhesus macaques, Macaca mulatta, and (D) a "porch" on 
a rhesus macaque cage. Source: (A) Photo courtesy of the Oregon National Primate Research Center; (B) photo courtesy of Novo Nordisk A/S, and reprinted 
from Ottesen, J.L., Weber, A., Gürtler, H., Mikkelsen, L.F., 2004. New housing conditions: improving the welfare of experimental animals. ATLA, 32, 397–404; 
(C) group housed rhesus, photo courtesy of the Oregon National Primate Research Center; (D) photo reprinted from Gottlieb, D.H., O’Connor, J.R., Coleman, 
K., 2014. Using porches to decrease feces painting in rhesus macaques (Macaca mulatta). J. Am. Assoc. Lab. Anim. Sci. 53 (6), 653–656 (Fig. 1, p. 654).
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items. Providing multiple enrichment items and dispers-
ing them, as opposed to clustering them, can also help 
reduce enrichment-related aggression (Akre et al., 2011).

2.3.3 Food Enrichment
Foraging, which includes searching for, procuring, 

and manipulating food (e.g., opening seeds), is a major 
part of the behavioral repertoire of many animals in the 
wild. Animals can spend more than 50% of their wak-
ing hours engaged in this behavior. Time spent forag-
ing and eating is greatly reduced in a laboratory setting, 
where processed food items (biscuits, chow, pellets) are 
typically provided only once or twice a day, or even less 
frequently; rodent chow is often placed in a hopper at 
the top of the cage weekly. Feeding enrichment includes 
procedures and devices designed to increase time spent 
feeding and foraging. This kind of enrichment is almost 
universally utilized by animals. Indeed, given a choice, 
rodents and other animals will often choose to work 
to obtain their food, even if they could get it for “free” 
(Carder and Berkowitz, 1970), a concept known as “con-
trafreeloading.”

Food enrichment can be as simple as hiding food in 
the substrate to promote foraging behaviors or provid-
ing whole foods to promote processing behaviors. Since 
the goal of food enrichment is to encourage species-typi-
cal foraging behaviors, food treats should be provided in 
ways that extend the time to find and procure food, and 
not simply handed to the animal.

Specialized manipulanda are often used to provide 
food enrichment for laboratory animals. These devices, 
which typically have a small opening for food, are ma-
nipulated by the animal to remove the food. While most 
commonly used for NHPs, similar manipulanda can be 
used for most species, including dogs and pigs (Hunt-
sberry et al., 2008; Lutz and Novak, 2005; Figure 2.2). 
Foraging manipulanda have been found to decrease the 
occurrence of some abnormal behaviors, including ste-
reotypies (Novak et al., 1998) and over-grooming (Scha-
piro and Bloomsmith, 1995) in NHPs, when they remain 
attached to the cage. However, the undesired behaviors 
tend to return after time, likely due to decreased interest 
in devices that remain attached to cages indefinitely.

With all feeding enrichment, care must be taken not to 
provide items that are high in “empty” calories. Weight 
gain and even obesity can be a problem for certain labo-
ratory animals, particularly if they are not given ample 
opportunities to exercise. Further, if too many treats are 
provided to animals, they may not consume the nutri-
tionally balanced components of their diets. There are 
ways to provide food enrichment without adding prob-
lematic additional calories. Putting a desired treat in ice 
can be effective feeding enrichment for dogs and NHPs. 
The animal’s chow may also be provided in such a way 
as to be “enriching.” For example, hamsters and gerbils 

hoard their food naturally. For these species, scattering 
food on the substrate, as opposed to using a hopper, 
provides them with multiple opportunities to search for, 
gather, transport, and then hoard their food.

2.3.4 Sensory Enrichment
Animals in the wild are exposed to a variety of visual, 

auditory, tactile, gustatory, and olfactory stimuli, the di-
versity of which is often greatly reduced in laboratory 
conditions. Sensory enrichment is typically designed 
to provide stimulation for one or more of these senses. 
As with most other types of enrichment, it is important 
to take the species’ capabilities into account when pro-
viding sensory enrichment. Olfactory stimuli are very 
important to certain species, but are of only minimal 
consequence to others. While many laboratory species, 
including rodents, rabbits, dogs, prosimians, and New 
World monkeys rely heavily on scent marking, it is not 
common in other species, such as birds, Old World mon-
keys, and apes.

Auditory enrichment often consists of music or nat-
ural habitat sounds. In addition to being used as en-
richment, auditory stimuli may also be used to mask 
other, presumably stressful, sounds (e.g., animal han-
dling and/or cage cleaning procedures). While certain 
kinds of music have been shown to be anxiolytic in 
humans (Wells, 2009), the results in animal studies are 
less clear. Music has been found to be reduce anxiety in 
mice (Chikahisa et al., 2007), guinea pigs (Wells, 2009), 
and dogs (Wells et al., 2002). It may also reduce aggres-
sion and agonistic behavior in chimpanzees (Howell 
et al., 2003). However, when given a choice, chimpan-
zees, tamarins, and marmosets frequently chose silence 
over “music” (McDermott and Hauser, 2007; Richardson 
et al., 2006). Further, while it is often assumed that “nat-
ural” sounds (i.e, those from an animal’s natural envi-
ronment) are enriching, this is not always the case. Such 
sounds may not be meaningful to the animals, or may 
actually be stressful (Wells, 2009). Auditory enrichment 
is subject to the greatest potential for “abuse” by animal 
caregivers. It is often difficult to determine whether the 
musical stimulation being provided is intended to enrich 
the subject animals or the humans responsible for their 
care (personal observation).

Visual enrichment can be provided in a variety of 
forms, including television or videos, computer screen 
savers and similar applications, or even simply a win-
dow. Several species of NHPs will watch videos present-
ed to them (Bloomsmith and Lambeth, 2000; Platt and 
Novak, 1997), with individually housed primates spend-
ing more time “actively” watching than socially housed 
animals (Bloomsmith and Lambeth, 2000). Whether or 
not this kind of enrichment affects the welfare of sub-
jects may depend on the degree of control available to 
subjects. The presentation of video stimuli over which 
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the animals have no control has not been shown to dra-
matically affect either the promotion of species-typical 
behavior or the reduction of abnormal behavior (Bloom-
smith and Lambeth, 2000; Platt and Novak, 1997). How-
ever, Ogura and Matsuzawa (2012) found that visual 
stimuli that changed frequently and could be controlled 
by the subjects did reduce abnormal behavior in Japa-
nese macaques. Television may be aversive if stressors, 
such as predators, appear on the screen.

2.3.5 Occupational Enrichment
Occupational enrichment includes physical activ-

ity and cognitive tasks. It provides opportunities for 
animals to obtain physical and/or mental stimulation. 
One of the most common forms of occupational enrich-
ment for small laboratory animals is exercise. There is 
a large body of evidence suggesting that exercise can 
help reduce stress, improve overall health, and improve 
memory and learning in captive animals (Penedo and 
Dahn, 2005; Santos-Soto et al., 2013; Van Praag, 2009). 
While many laboratory animals will readily exercise 
when given the opportunity, others are less eager to do 
so. Further, providing opportunities for exercise can be 
challenging for some species. While providing exercise 
for dogs is mandated by the Animal Welfare Act (1991), 
it can be challenging to implement. Simply giving the 
dog an area in which to play may not be enough to pro-
mote exercise. Dogs generally do not exercise unless 
they have the stimulation of humans or other animals 
(Campbell et al., 1988).

Housing NHPs in large enclosures is one way to pro-
vide them with exercise. When this is not possible, ac-
tivity cages can be utilized to provide exercise to NHPs 
(Wolff and Rupert, 1991). Indeed, the Guide for Care and 
Use of Laboratory Animals (National Research Coun-
cil, 2011) recommends the intermittent use of such activ-
ity units for NHPs housed in cages, particularly if they 
are singly housed. These cages have been found to reduce 
abnormal behavior in baboons (Kessel and Brent, 1995), 
vervet monkeys (Seier et al., 2011), and rhesus macaques 
(Griffis et al., 2013), at least for the time that the animals 
are able to use them.

Cognitive-based enrichment provides animals with 
opportunities to solve problems. Such enrichment, often 
accomplished with computers or tablets, is gaining in 
popularity, at least for NHPs. In particular, tablets provide 
NHPs access to a wide range of games, known as apps, 
which can be easily changed and updated (O’Connor 
et al., 2015). There is currently a paucity of studies ex-
amining the effects of this kind of cognitive enrichment; 
however, a small number of studies have shown that tab-
lets and apps positively affect welfare in NHPs and pigs. 
Pigs exposed to cognitive challenges showed decreased 
stereotypical behavior (Puppe et al., 2007) and fewer be-
havioral and physiological indices of stress compared to 

nonenriched pigs (Zebunke et al., 2013). Computer tasks 
have been found to reduce levels of stereotypies and oth-
er behavioral problems in rhesus and bonnet macaques 
(Lincoln et al., 1995; Platt and Novak, 1997; Washburn 
and Rumbaugh, 1992).

Another form of cognitive/occupational enrichment 
is positive reinforcement training (PRT). PRT techniques 
are a form of operant conditioning (Skinner, 1938) in 
which subjects are rewarded with something desirable 
(e.g., a food treat) for performing specific behaviors on 
command. The animals are not punished if they do not 
perform the behavior; they are simply not rewarded. In 
PRT, the subject is presented with a stimulus (e.g., a verbal 
command), responds by performing a specific behavior 
(e.g., move to the front of the cage and remain stationary), 
and is provided with reinforcement (e.g., food treat) when 
it has completed the specific behavior. Refer to Laule et al. 
(2003) and Pryor (1999) for an overview of PRT.

The use of PRT is recognized as an important tool for 
promoting well-being in captive species. It is most often 
used with dogs (Fugazza and Miklósi, 2015; Pryor, 1999) 
and NHPs (Coleman et al., 2008; McKinley et al., 2003; 
Prescott et al., 2005; Schapiro et al., 2003; Schapiro 
et al., 2005), although other species may benefit from 
this kind of training as well. Laboratory animals have 
been successfully trained to perform various husbandry 
or clinical tasks, including moving to a new part of an 
enclosure (Veeder et al., 2009), presenting a body part for 
an injection or another procedure (Priest, 1991; Schapiro 
et al., 2003), taking oral medications (Klaiber-Schuh and 
Welker, 1997) and remaining stationary for blood sam-
pling (Coleman et al., 2008; Laule et al., 1996; Figure 2.3).

There are many benefits to using PRT. By allowing in-
dividuals to cooperate with various procedures, PRT can 

FIGURE 2.2 Example of foraging device being utilized by two 
pigs (Sus scrofa). Source: Photo reprinted from Huntsberry, M.E., Charles, 
D., Adams, K.A., Weed, J.L., 2008. The foraging ball as a quick and easy en-
richment device for pigs (Sus scrofa). Lab. Anim. 37 (9), 411–414.
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reduce the stress associated with these procedures (Bas-
sett et al., 2003; Laule et al., 2003; Schapiro et al., 2003). 
It can also increase well-being by decreasing boredom, 
and increase mental stimulation for subjects (Laule 
et al., 2003). Trained animals are often easier to work 
with than are untrained animals (Adams et al., 2004). In 
addition, training has been used to reduce abnormal be-
haviors, such as stereotypic behavior in NHPs (Coleman 
and Maier, 2010). While it may take time to train animals 
for specific tasks, the time invested will likely result in 
significant time savings when conducting procedures 
with trained subjects (McKinley et al., 2003; Veeder 
et al., 2009).

3 ENRICHMENT AND ANIMAL MODELS

Researchers have utilized EE as a model for the ways 
in which environmental factors affect physiological and 
biological outcomes for over 70 years, ever since Donald 
Hebb examined learning in the rats he kept as pets in 
his home. Compared to rats kept in cages in the labora-
tory, rats allowed to live as pets when young had bet-
ter problem solving abilities later in life (Hebb, 1947). 
Since Hebb’s studies, there have been many publications 
demonstrating that rats and mice living in an enriched 

environment perform better than nonenriched conspe-
cifics on a variety of standardized tests of memory and 
spatial learning, including the Morris water maze (Mor-
ris, 1984). Rodents provided with an enriched cage (in-
cluding some sort of substrate, toys rotated on a regu-
lar basis, objects on which to climb, and a hut or other 
shelter), either with or without social partners, tend to 
perform better on these tests than do nonenriched con-
specifics (Falkenberg et al., 1992; Renner and Rosenz-
weig, 1986; Schrijver et al., 2002).

Learning is certainly not the only area of research in 
which enrichment is used as a model. The effect of en-
richment on research outcomes has been tested in many, 
if not most, models of human diseases. However, enrich-
ment is a relative term; the exact characteristics of an 
“enriched environment” for rodents are not consistent 
across studies (Fox et al., 2006; Simpson and Kelly, 2011). 
Rodent enrichment can include items such as large cages, 
nestlets, or other material in which the rodents can nest, 
different types of substrates, toys, climbing structures, 
tunnels, wood objects on which the animals can gnaw, 
and exercise wheels. In some studies, the enriched con-
dition consists of a few toys added to the cage, while in 
others, enrichment consists of large cages with structural 
complexity, including running wheels and other oppor-
tunities for exercise (Fox et al., 2006). In at least one study 
(Landers et al., 2011), the environmentally enhanced ro-
dents lived in outdoor enclosures, and in others (Spar-
ling et al., 2010) animals in an enriched environment had 
access to several floors of caging. Similarly, there is also 
variation in unenriched, control groups across studies, 
ranging from relatively barren enclosures with virtually 
no enrichment to enclosures with bedding and nestlets. 
Interestingly, this seems to be changing over time; what 
was considered an “enriched” condition in older studies 
is often considered the “control” condition today. Social 
enrichment (i.e., having more than one animal in the en-
closure) also varies, with some authors considering “so-
cial enrichment” to be two animals cohoused, and oth-
ers considering “social enrichment” to be larger groups 
(Simpson and Kelly, 2011). Despite these differences, 
there are many commonalities among studies involving 
EE. We present representative and relevant examples of 
some of this research below. For more exhaustive and 
comprehensive reviews of EE as a model for specific hu-
man conditions, see Bayne and Würbel (2012), Fox et al. 
(2006), Nithianantharajah and Hannan (2006), Renoir 
et al. (2013), Simpson and Kelly (2011), van Praag et al. 
(2000), and Will et al. (2004).

3.1 Neuroplasticity and Neurogenesis

There is a wealth of data demonstrating that environ-
mental enrichment can increase brain plasticity through 
a variety of mechanisms (Simpson and Kelly, 2011). 

FIGURE 2.3 Adult male rhesus macaque (Macaca mulatta) with 
arm in blood sleeve. The monkey was trained to put his arm in the 
blood sleeve and hold onto the peg at the distal end and accept ve-
nipuncture. Source: Photo reprinted from Coleman, K., Pranger, L., Maier, 
A., Lambeth, S.P., Perlman, J.E., Thiele, E., Schapiro, S.J., 2008. Training 
rhesus macaques for venipuncture using positive reinforcement techniques: a 
comparison with chimpanzees. J. Am. Assoc. Lab. Anim. Sci. 47 (1), 37–41 
(Fig. 1, p. 38).
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EE has been shown to increase brain size and weight 
(Greenough, 1975) and increase the number of synapses 
per neuron (Benefiel and Greenough, 1998) in rodents. 
Further, several studies have demonstrated that en-
richment can promote cell proliferation and neurogen-
esis in mice, rats (Kempermann et al., 1997; van Praag 
et al., 2000), and guinea pigs (Rizzi et al., 2011), which 
may also promote plasticity. Voluntary running on an 
exercise wheel promotes neurogenesis in the rat dentate 
gyrus at the same level as cage enrichment (van Praag 
et al., 1999), suggesting that several kinds of enrichment 
can affect neurogenesis. This neurogenesis in response 
to enhanced environmental conditions has also been 
observed in invertebrate species, including crickets (Lo-
massese et al., 2000) and crayfish (Ayub et al., 2011), sug-
gesting it has been conserved across species. In addition 
to promoting neurogenesis, enrichment can decrease 
apoptosis or cell death (Young et al., 1999) in rodents and 
aged dogs (Siwak-Tapp et al., 2008).

The hippocampus, an area of the brain involved in 
learning, appears particularly sensitive to the effects 
of an enriched environment (Brown et al., 2003; Kem-
permann et al., 1997; Zhu et al., 2006). Kempermann 
et al. (2002) found that hippocampal neurogenesis in 
adult mice exposed to long-term enrichment was five-
fold higher than nonenriched controls. Living in an en-
riched environment following early insult, such as neo-
natal alcohol exposure, can promote neurogenesis in 
the hippocampal dentate gyrus and reverse associated 
learning deficits (Hamilton et al., 2014). In contrast, lack 
of social enrichment (i.e, social isolation) can impair 
adult neurogenesis in the dentate gyrus (Lieberwirth 
et al., 2012).

The effects of enrichment on plasticity can be long 
lasting. EE has been found to mitigate age-related chang-
es in neurogenesis (Kempermann et al., 1997, 2002), 
gliogenesis (Soffie et al., 1999), cortical thickness, and 
dendritic branching (Mohammed et al., 2002). These 
changes have been associated with improved learning 
and memory in aged rodents (Bennett et al., 2006; Kem-
permann et al., 2002) and dogs (Milgram et al., 2005).

3.2 Neurological Disorders

EE has also been used as a model to study the ways 
in which the environment interacts with specific neuro-
logical diseases. EE has been found to be neuroprotec-
tive when provided after insult in models of seizures 
(Dhanushkodi and Shetty, 2008), stroke (Mering and 
Jolkkonen, 2015), and Parkinson’s disease (Faherty 
et al., 2005). It has also been found to be protective when 
provided prior to the insult (Williamson et al., 2012). In 
general, EE improves functional recovery after brain 
damage in a variety of models (Will et al., 2004), and 
has important implications for studies on degenerative 

diseases, such as Alzheimer’s (Jankowsky et al., 2005) 
and Huntington’s disease (HD) (van Dellen et al., 2000). 
Exposure to enrichment has been shown to delay the on-
set of motor deficits (van Dellen et al., 2000), decrease 
cognitive deficits (Nithianantharajah et al., 2008), and 
decrease depressive behaviors (Pang et al., 2009) asso-
ciated with HD in a transgenic mouse model. In addi-
tion, exercise (Pang et al., 2006) and cognitive enrich-
ment (Martinez-Coria et al., 2015) have been found to 
have beneficial effects on HD, although the effects are 
often not as profound as those associated with physical 
enrichment (Mazarakis et al., 2014). Larger and more 
complex caging has also been found to mitigate detri-
ments in learning and working memory associated with 
Alzheimer’s disease (Arendash et al., 2004; Jankowsky 
et al., 2005). Studies such as these provide insight into 
the effects of environmental conditions on disease pro-
gression (Nithianantharajah and Hannan, 2006).

3.3 Affective Disorders

Affective and other psychiatric disorders often have 
an environmental component, and thus environmental 
enrichment is often used as a model in these studies. 
There are several studies examining the anxiolytic role of 
EE, both in applied and basic science. EE has been found 
to reduce behavioral and physiological signs of anxiety 
in rats (Ashokan et al., 2016; Mychasiuk et al., 2012), mice 
(Benaroya-Milshtein et al., 2004; Chapillon et al., 1999), 
and fish (Manuel et al., 2015). For example, mice living 
in an enriched environment appear less anxious in tests 
assessing anxiety, including the elevated plus maze and 
open field tests than to those in standard housing (Ben-
aroya-Milshtein et al., 2004; Chapillon et al., 1999). Not 
only can enrichment function preventatively, it can also 
be therapeutic (Sampedro-Piquero et al., 2016). These 
findings are not universal. Leal-Galicia et al. (2007) found 
no difference in exploratory behavior between enriched 
and control animals on the open field test. However, the 
animals in this study were not provided with continu-
ous enrichment, suggesting that enrichment may need 
to be continuous to be completely effective in this model 
(Simpson and Kelly, 2011).

Not only does enrichment affect the development 
of anxiety in animal subjects, but it can also affect the 
subjects’ progeny. Mychasiuk et al. (2012) found that off-
spring of rats living in a highly enriched environment 
(i.e., large cages with toys, climbing structures, and food 
treats) showed more exploratory behavior in an open 
field than did offspring of rats living in standard hous-
ing. Pups from enriched parents also showed reduced 
global DNA methylation (which implies increased gene 
expression) in the hippocampus and frontal cortex com-
pared to pups of control parents (Mychasiuk et al., 2012). 
This study suggests that prenatal enrichment can induce 
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epigenetic changes that can affect behavioral trajectories 
of offspring (Mychasiuk et al., 2012).

Relatively few studies have examined the effects of 
EE on other psychiatric disorders; however, EE has been 
shown to impact addiction. Several studies have dem-
onstrated enriched animals self-administer decreased 
amounts of amphetamine compared to controls (Bardo 
et al., 2001; Green et al., 2002), and show reduced im-
pulsivity-related behaviors when nose poking for a su-
crose reward (Wood et al., 2006). Enrichment has also 
been shown to reduce schizophrenic-like behaviors in 
a mouse model for schizophrenia (Burrows et al., 2015; 
Santos et al., 2016).

3.4 Obesity

Researchers who study obesity often examine food 
intake. Unlike many other models of human behavior, 
there are a number of studies that demonstrate that ex-
posure to enrichment has no effect on food intake. For 
example, Beale et al. (2011) found that environmental en-
richment, consisting of chew sticks and/or black tubes, 
did not affect food intake, body weight, or behavior in 
rats. Similarly, Teske et al. (2016) found no difference 
in food intake between rats provided with bedding, a 
relatively basic form of enrichment, and those housed 
on a wire-bottom cage, nor did they find differences in 
hyperphagia following administration of orexin-A af-
ter animals were given a chewable enrichment device 
(Nylabone). However, in both of these studies, rats in the 
“enriched” condition were singly housed and had only 
basic enrichment (bedding and a toy). Thus, the lack of 
effect could be due to the relatively low levels of enrich-
ment provided and/or the lack of social companionship.

In support of this concept, mice socially housed with 
additional enrichment had higher food intake and en-
hanced leptin sensitivity compared to those in a nonen-
riched environment (Mainardi et al., 2010). Interestingly, 
the effect of enrichment on food intake was only found 
when enrichment was provided to adult mice; mice 
reared in an enriched environment from birth did not 
differ from others in food intake. Thus, it is also possible 
that the timing of EE is important to food intake.

Regardless of the effect enrichment has on food in-
take, several authors have demonstrated that enriched 
animals tend to be leaner than their unenriched conspe-
cifics (Cao et al., 2011). While exercise is known to reduce 
adiposity (Mainardi et al., 2010), physical enrichment, 
such as cage complexity, is also important to this process. 
Mice provided with an enriched environment, including 
toys, nesting material, and running wheels, showed sig-
nificant reduction in white adipose tissue compared to 
both nonenriched mice and those given only a running 
wheel (Cao et al., 2011). It has been posited that the cog-
nitive and physical stimuli associated with environmen-

tal enrichment promote transformation of white adipose 
tissue to brown adipose tissue through activation of 
brain-derived neurotrophic factor mediator(s) (Fogle-
song et al., 2016).

Enrichment can also help to mitigate some of the 
other negative consequences of obesity. EE can help re-
verse cognitive deficits caused by a high-fat diet in rats 
(Gergerlioglu et al., 2016). It can also reduce obesity-
related liver streatosis and insulin resistance (Foglesong 
et al., 2016). Animals in an enriched environment are 
also less likely to suffer from various cancers associated 
with obesity than are control animals (Cao et al., 2010).

3.5 Cancer

EE has been found to be protective against certain 
types of cancer. Mice provided with a highly enriched 
environment, including both social and structural com-
plexity, showed inhibited tumor growth in a melanoma 
and a colon cancer model (Cao et al., 2010). The effect of 
EE on the tumors was both preventative and therapeu-
tic. Interestingly, this effect did not extend to exercise; 
voluntary wheel running in the absence of other enrich-
ment was not found to have the same tumor suppres-
sive effect as an enriched environment for mice in this 
study (Cao et al., 2010). EE has also been shown to aug-
ment the efficacy of immunotherapy in B cell lympho-
ma (Benaroya-Milshtein et al., 2007). Immunized mice 
housed in an enriched environment produced higher 
levels of antibodies and had more attenuated tumor 
growth compared to those in a standard environment.

Studies have also examined the effect of EE on mod-
els of breast cancer. EE reduced tumor growth in mice 
(Nachat-Kappes et al., 2012). Further, mammary gland 
development has been shown to be influenced by EE. 
Mice maintained in a highly enriched environment had 
fewer cyclooxygenase-2 (COX-2) positive cells, proin-
flammatory mediators implicated in the development of 
breast cancer, compared to those housed in a standard 
environment (Nachat-Kappes et al., 2012). Interestingly, 
mammary gland development in mice living in the stan-
dard environment was similar to that of mice fed with a 
high-fat diet, another known risk factor for tumor devel-
opment (Nachat-Kappes et al., 2012).

While the aforementioned study examined the ef-
fects of physical enrichment on cancer, similar results 
have been found with social enrichment. Singly housed 
mice (Williams et al., 2009) and rats (Hermes et al., 2009) 
demonstrated increased cancer development compared 
to socially housed conspecifics. Similarly, lack of social 
companionship augments angiogenesis in colon cancer 
(Wu et al., 2000). In both cancer models, the reduction 
of stress associated with social and/or environmental 
enrichment was posited as the likely reason for the im-
provement.
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4 ENRICHMENT AND EXPERIMENTAL 
VARIABILITY

The use of environmental enrichment and/or exer-
cise is mandated by the Animal Welfare Act (1991) for 
captive primates and dogs, and therefore these animals 
tend to receive a fair amount of enrichment. Howev-
er, despite the plethora of studies demonstrating the 
beneficial effects of EE on welfare and specific disease 
outcomes, enrichment for rodent species is still often 
rudimentary, frequently consisting of little more than 
bedding and some sort of shelter (e.g., hut). This mini-
mal enrichment for rodents is due, in large part, to the 
concern that differences in enrichment practices across, 
and even within, laboratories will lead to increased 
variability in the data and an inability to replicate find-
ings (Benefiel et al., 2005). It is believed that if envi-
ronmental conditions are kept constant, reproducible 
results will follow (Richter et al., 2009, 2010). Howev-
er, the lack of enrichment can also produce variability 
across laboratories (Weed and Raber, 2005). As dis-
cussed previously, enrichment can help attenuate stress 
responses to aversive stimuli. Given that individuals 
can vary greatly in their response to stress (Bartolo-
mucci et al., 2005; De Kloet, 2004; Meaney et al., 1991), 
lack of enrichment can increase an animal's vulnerabil-
ity to various stressors and thus, overall experimental 
variability (Weed and Raber, 2005). The provision of 
enrichment and other behavioral management tech-
niques can reduce fear and anxiety associated with ex-
perimental procedures and the development of stress-
related problems, and thereby increase the validity of 
experimental results. In addition, managing aspects of 
the behavioral environment can minimize the effects of 
previously uncontrolled factors that may confound the 
research project.

There is mounting evidence suggesting that the provi-
sion of enrichment does not lead to experimental variabil-
ity. Richter et al. (2009, 2010) argue that environmental 
standardization may actually cause poor reproducibility 
in experimental outcomes. Wolfer et al. (2004) examined 
whether enrichment influenced between-laboratory 
variation in the behavior of female mice tested on four 
commonly utilized behavioral assessments (water maze, 
open field, object exploration, and elevated maze). There 
was significant within-group variation in behavioral 
measures, regardless of degree of enrichment. Howev-
er, they did not find significant effects of the individual 
laboratory, suggesting that enrichment did not increase 
variation across laboratories (Wolfer et al., 2004).

It is also important to point out that living in a bar-
ren environment can interfere with normal brain devel-
opment and behavior (Benefiel and Greenough, 1998; 
Renner and Rosenzweig, 1986) and can lead to the de-
velopment of maladaptive behavior (Würbel, 2001). 

Therefore, it can be argued that animals in these condi-
tions are not appropriate subjects for neurobiological re-
search, which should focus on modeling normal brain 
development (Olsson et al., 2003). In short, good science 
depends on animals that are physically and psychologi-
cally healthy. EE is a key component in accomplishing 
these goals.

5 IMPLEMENTING AN ENRICHMENT 
PLAN

It is beyond the scope of this chapter to describe 
how to implement enrichment plans for all laboratory 
species. There are many published papers and books 
that provide excellent overviews concerning methods 
for implementing enrichment, including Bloomsmith 
et al., 1991; Keeling et al., 1991; Markowitz, 1982; Ottesen 
et al., 2004; Shepherdson et al., 1998; Stewart, 2004; 
Young, 2003. Table 2.1 provides additional resources for 
some commonly utilized laboratory species. However, 
while specifics may change across species, there are 
general tenets of enrichment. We describe these in the 
following sections. We also present an example of an en-
richment plan for a nontraditional species.

5.1 Understand the Natural History of the 
Species you are Trying to Enrich

As detailed throughout this chapter, one of the first 
and most important steps in designing an enrichment 
program is to understand the behavioral needs of the 
species to be enriched. Every species evolved under 
different environmental conditions, resulting in unique 
species-specific behavioral patterns. Most species retain 
these behavioral repertoires in captivity. Even rodents, 
which have been bred in laboratories for many genera-
tions, still maintain behaviors similar to their wild coun-
terparts (Boice, 1977; Hutchinson et al., 2005), including 
nest-building, burrowing, hiding, and foraging. There-
fore, knowledge of the natural behavioral biology of the 
species is important for the establishment of a success-
ful enrichment program, and should inform decisions 
concerning the specific enrichment opportunities to be 
provided. For instance, while most rodents are social, 
golden hamsters are not, and should not be housed in 
groups. Owl monkeys (Aotus sp.) utilize nests in the wild, 
and should be provided with nest boxes in captivity; 
such nest boxes would be of little value to most macaque 
species. The Animal Welfare Information Center (Unit-
ed States Department of Agriculture) website (http://
awic.nal.usda.gov/publications/bibliographies-and-
resource-guides) contains useful information regarding 
the natural history and behavior of various laboratory 
animal species (Table 2.1).
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Even within a species, enrichment needs may also 
vary by strain (Van de Weerd et al., 1994), age (New-
berry, 1995), or gender (Welberg et al., 2006). In many 
species, young animals tend to be more exploratory and 
active than older animals, and should be provided with 
increased opportunities to explore and play. Other fac-
tors, such as individual temperament, may also play a 
role in the behavioral needs of animals. Most EE plans 
incorporate some sort of novelty. Toys and other items 
are often replaced and/or rotated on a regular basis, in 
an effort to promote the use of, and hence, the value of 
the enrichment (Hubrecht, 1993). However, highly anx-
ious or inhibited individuals may respond to constant 
changes of EE differently than less inhibited conspecif-
ics (Coleman, 2012; Fox and Millam, 2007; Freeman and 
Gosling, 2010). For these neophobic animals, frequent 
changing of enrichment items may actually cause, rather 
than reduce, stress (Coleman, 2012). Enrichment pro-

grams should account for these differences to the extent 
possible.

There is one caveat to this tenet, however. While it is 
important to keep in mind the natural history of the spe-
cies, it is equally important to remember that the cap-
tive environment has limitations, particularly in terms 
of space and the ability to escape, which can preclude 
the expression of naturalistic behavior. Social behaviors 
may be especially vulnerable to captive conditions. For 
example, wild rabbits are known to be gregarious, but 
in captivity, adults, especially males, are often aggres-
sive toward one another, making social introductions 
challenging (Morton et al., 1993). Conversely, hamsters 
are naturally solitary. However, captive hamsters seem 
to prefer social housing, spending more time in social 
contact with others than alone (Arnold and Estep, 1990). 
It is important to balance natural history with published 
literature on best care practices.

TABLE 2.1  Resources on Behavioral Biology/Natural History and Enrichment Programs for Some Commonly Utilized Laboratory Animals

Animal Behavioral biology Overview of EE

Fish Engeszer et al. (2007); Spence et al (2008) Williams et al. (2009)

Amphibians Tinsley (2010); Hayes et al. (1998) Archard (2012)

Birds Nager and Law (2010) Nager and Law (2010)

Mice Baumans (2010); Latham and Mason (2004) Baumans (2005)

Rats Koolhaas (2010) Baumans (2005); Hutchinson et al. (2005)

Rabbits Lidfors and Edström (2010) Baumans (2005); Lidfors and Edström (2010)

Guinea pigs Kaiser et al. (2010) Kaiser et al., (2010)

Cats Bradshaw et al. (2012) Overall and Dyer (2005); Rochlitz (2000)

Dogs Serpell (1996) Hubrecht (1993); Overall and Dyer (2005); Wells (2004)

Pigs Spinka (2009) Spinka (2009)

Nonhuman 
primates

Brent (2001); Erwin et al. (1979); Rylands 
(1993); Wolfensoln (2010); http://pin.
primate.wisc.edu/factsheets

Coleman et al. (2012); Novak and Petto (1991); National Research Coun-
cil (1998); Wolfensohn and Honess (2005); http://www.nc3rs.org.uk/
macaques/captive-management/enrichment/

http://www.marmosetcare.com/care-in-captivity/what-is-enrichment.html

Bradshaw, J.W.S., Casey, R.A., Brown, S.L., 2012. The Behaviour of the Domestic Cat, second ed. CABI, Oxford, UK.
Brent, L., 2001. The Care and Management of Captive Chimpanzees: Special Topics in Primatology. San Antonio, American Society of Primatologists.
Engeszer, R., Patterson, L.G.B., Rao, A.A., Parichy, D.M., 2007. Zebrafish in the wild: a review of natural history and new notes from the field. Zebrafish, 4, 21–38.
Erwin, J, Maple, T.L., Mitchell, G., 1979. Captivity and Behavior: Primates in Breeding Colonies, Laboratories and Zoos, NY: Van Nostrand Reinhold CompanyNew 
York,
Hayes, M.P., Jennings, M.R., Mellen, J.D., 1998. Beyond mammals: environmental
enrichment for amphibians and reptile. In: D. J. Shepherdson, J. D. Mellen, & M. Hutchins (Eds.), Second Nature: Environmental Enrichment for Captive Animals 
Smithsonian Press, Washington, DC, pp. 205–235.
Kaiser, S., Krüger, C., Sachser, N., 2010. The guinea pig. In R. Hubrecht, J. Kirkwood (Eds.), The UFAW Handbook on the Care and Management of Laboratory and 
Other Research Animals, eight ed. Wiley-Blackwell, Oxford, UK, pp. 380–398.
Lidfors, L., Edström, T., 2010. The laboratory rabbit. In: Hubrecht, R., Kirkwood, J., (Eds.), The UFAW Handbook on the Care and Management of Laboratory and 
Other Research Animals, eight ed. Wiley-Blackwell. Oxford, UK, pp. 399–471
National Research Council. 1998. The Psychological Well-Being of Nonhuman Primates. National Academy Press, Washington, DC.
Novak, M., Petto, A., 1991. Through the Looking Glass: Issues of Psychological Well-being in Captive Nonhuman Primates, American Psychological Association, 
Washington, D.C.
Rochlitz, I., 2000. Recommendations for the housing and care of domestic cats in laboratories. Lab Anim. 34, 1–9.
Rylands, A.B., 1993. Marmosets and Tamarins: Systematics, Behaviour, and Ecology. Oxford University Press, Oxford, UK.
Spence, R., Gerlach, G., Lawrence, C., Smith, C., 2008. The behaviour and ecology of the zebrafish Danio rerio. Biol. Rev. 83, 13–34.
Spinka, M., 2009. The behaviour of pigs. In: Jensen, P., (Ed.), The Ethology of Domestic Animals: An Introductory Text, second ed. CIBA, Oxford, UK, pp. 177–191
Wolfensohn, S., Honess, P., 2005. Handbook of Primate Husbandry and Welfare, Blackwell, Oxford, UK.
EE, Environmental enrichment.
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5.2 Devise Enrichment Plans With Specific 
Behavioral Outcomes in Mind

EE should be goal-based. In other words, it should be 
implemented so that it addresses particular needs. As an 
example, foraging, including food procurement and pro-
cessing (e.g., finding food, opening shells, or coverings) 
is a significant part of the behavioral repertoire of many 
animals. The presentation of a pelleted diet in captivity 
is likely to substantially reduce time spent in these be-
haviors. Therefore, the goal of food enrichment should 
be to increase the amount of time animals spend find-
ing, processing, and eating their food. It is not intended 
simply as a way to give animals treats. To meet food en-
richment-related goals, desired food treats should not be 
handed out, but should be hidden or presented in ways 
that extend foraging time.

5.3 Do no Harm

As detailed earlier, an important factor to consider 
in providing enrichment is safety. Certain enrichment 
items may be problematic for specific individuals. While 
nesting material is used without problem in many ro-
dent species, it can cause conjunctivitis in some geneti-
cally modified mice (Bazille et al., 2001). Therefore, en-
richment options should be carefully researched prior 
to implementation, to ensure that they are appropriate 
for the species and strain being utilized. Further, new 
enrichment options should be tested in a small number 
of individuals prior to widespread implementation, to 
determine whether they are safe and/or may affect ex-
perimental outcomes.

5.4 Consider the Costs of the Enrichment

Enrichment should balance the benefits to the animals 
with the cost of the device. Some enrichment, including 
larger cages, exercise wheels, and commercially avail-
able devices can be prohibitively expensive. One way to 
provide such costly items is to allow animal’s access to 
them on a rotating basis. Alternatively, many enrichment 
items (e.g., rodent tunnels) can easily be made with inex-
pensive and commonly available materials, such as PVC 
tubing. Cardboard tubes can also be used as an inexpen-
sive enrichment device for rodents (Würbel et al., 1998).

Another cost associated with enrichment is the time 
of care staff. Enrichment should be somewhat challeng-
ing for the animals (to meet the goal of occupying their 
time), but not too challenging for the animal care staff to 
maintain. Enrichment items that take a longer time for 
staff to fill, put up, and clean than the time it takes the 
animals to use should be reconsidered. That being said, 
the human cost should not be overemphasized. Effective 
environmental enrichment programs must establish a 

workable balance between human convenience and the 
needs of the animals. Animal needs should be the prima-
ry factor driving decisions about enrichment programs.

5.5 “Listen” to the Animals to Determine 
Whether They Find the Enrichment Enriching

As detailed earlier, environmental enrichment should 
be goal-oriented. Typically, goals of enrichment, if not 
used as part of an experimental paradigm, include in-
creasing behavioral diversity and decreasing or prevent-
ing abnormal behaviors. Enrichment offerings should be 
empirically evaluated to ensure they are meeting these 
goals. Items that do not have a demonstrable effect upon 
the well-being of the animals should be reconsidered, and 
probably replaced (Newberry, 1995). Enrichment items 
that are shown to have untoward effects (e.g., decreased 
reproduction, illness, maladaptive behaviors) should be 
eliminated. Even enrichment that has been effectively 
used for long periods should be regularly evaluated to 
ensure it is still achieving its desired behavioral goals.

Evaluation can be accomplished in several ways. Tak-
ing systematic observations on a subset of individuals 
is one way to evaluate the effectiveness of enrichment. 
These types of observations tend to assess whether the 
enrichment is affecting the expression of both normal 
and abnormal behaviors, as well as whether it is being 
utilized at all. As some individuals change their behavior 
in the presence of a human observer (Iredale et al., 2010), 
utilizing video cameras can be useful for these sorts of 
observations, with the caveat that analysis of video data 
is often quite time consuming. In addition to direct ob-
servations, the value of enrichment can be inferred from 
some physiological measurements. If multiple animals 
get hurt or sick from the enrichment, then obviously re-
moval of the enrichment is likely to be necessary. An-
other way to evaluate enrichment is through the use of 
consumer demand approaches, such as preference tests, 
to determine how hard animals are willing to work to 
gain access to specific enrichment opportunities (Schap-
iro and Lambeth, 2007). Items for which animals are not 
willing to work should be reconsidered.

Recently, investigators have begun to use cognitive 
bias testing to evaluate how animals perceive enrich-
ment (i.e., positively or negatively). Cognitive bias re-
fers to the influence of affective state on information 
processing (Mendl et al., 2009). Multiple studies have 
demonstrated that, in humans, self-reported emotional 
states can influence cognitive processes, including atten-
tion, memory, and judgment. Specifically, individuals in 
a negative affective state show increased vigilance to 
threatening stimuli, are quicker to recall negative mem-
ories, and are more likely to have negative assumptions 
about future events or ambiguous stimuli compared to 
those in a positive emotional state (Eysenck et al., 1991). 
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Researchers have exploited this bias in information pro-
cessing to develop cognitive bias tests to indirectly mea-
sure emotional states in nonhuman animals. These tests 
have been used to assess emotionality in animals living 
in enriched compared to unenriched environments in a 
variety of species, including rats (Brydges et al., 2011; 
Richter et al., 2012), pigs (Douglas et al., 2012), and 
starlings (Matheson et al., 2008). These studies demon-
strated that enrichment induced positive emotionality. 
While still relatively new, this kind of testing offers a 
promising tool for assessing the effects of various kinds 
of enrichment.

5.6 Predictability is Important

As detailed earlier, there are many stressors in the 
environment of laboratory animals. Husbandry events, 
such as room cleaning, presence of new care staff, or 
sudden noises can be stressful for animals. Even “posi-
tive” events, such as feeding and provision of enrich-
ment, can be a source of chronic stress to some indi-
viduals. These events occur daily, but their timing is 
often unpredictable for animals, leading to prolonged 
anticipation of husbandry events resulting in chronic 
stress. Making such events more predictable to animals 
can decrease stress and improve well-being (Gottlieb 
et al., 2013b; Stella et al., 2014; Ulyan et al., 2006; Waitt 
and Buchanan-Smith, 2001). Simply feeding animals 
their chow at the same time every day can effectively 
decrease behavioral indicators of stress in caged rhesus 
macaques (Gottlieb et al., 2013b). Thus, to the extent 
possible, provision of enrichment should be somewhat 
predictable to the animals. Similarly, it should also be 
consistent. Because enrichment can affect many re-
search outcomes, care must be taken to ensure enrich-
ment is given uniformly, and not haphazardly. Enrich-
ment should be considered an integral part of animal 
care, and not as something extra to be done “when there 
is time” (Stewart, 2004).

5.7 Document

While not necessarily a tenet of enrichment, another 
important part of an enrichment plan is documentation. 
Information such as when and what kind of enrich-
ment is provided should be recorded. Maintaining these 
records serves as a way to show that the animals have 
received enrichment opportunities. Further, systematic 
documentation can be used to help address unexpected 
results, and provides a way to ensure that enrichment is 
consistently being delivered.

Documentation can take several forms. Enrichment 
can be written on daily logs (Coleman et al., 2012), if they 
are utilized, or can also be entered directly into spread-
sheets.

6 EXAMPLE OF AN ENRICHMENT 
PLAN: BLACK-TAILED PRAIRIE DOGS 

(CYNOMYS LUDOVICIANUS)

Enrichment plans should be tailored for each species 
housed in the laboratory. The point of writing an enrich-
ment plan is to address the potential display of species-
specific behavior while animals are housed under lab-
oratory conditions. Inclusion into a study or protocol 
should not exclude animals from receiving EE or prevent 
them from displaying normative behavior for the dura-
tion of the project. The following is an example of an 
enrichment plan for a nontraditional laboratory species 
(adapted from the Compatative Medicine Branch, CDC, 
Behavioral management plan, 2015).

Prairie dogs are diurnal, burrowing rodents. They are 
a social species and may concentrate their burrow loca-
tions in one area and defend home burrows from neigh-
boring colonies. Prairie dogs are primarily herbivorous 
and cache their food (Fink, 2004; Hoogland, 1995).

Coloniality is a hallmark of prairie dog societies. Each 
colony is made up of territorial family groups called a co-
terie. Thus, social housing (in groups) should be one of the 
first considerations in implementing an enrichment pro-
gram for this species. Such housing allows individuals to 
engage in many species typical behaviors, including play 
and grooming. Groups of prairie dogs can be housed in 
relatively large indoor enclosures. If they must be single 
housed for scientific reasons approved by the Institutional 
Animal Care and Use Committee (IACUC), they should be 
arranged in a manner that permits animals to have visual, 
auditory, and possibly olfactory contact with conspecifics. 
Single housing should be the shortest duration possible.

Prairie dogs should be housed on Envirodry or simi-
lar type bedding which allows for the expression of bur-
rowing and nest-building behavior. Providing the ani-
mals with shelter (e.g., tunnels or houses) or substrate 
in which to burrow affords them the ability to withdraw 
from aversive situations, which can alleviate fear and 
stress and tunnels. Many of these items (e.g., tunnels) 
can easily be made with commonly available materials, 
such as PVC tubing or cardboard sections cut from lon-
ger commercially available tubes.

In the wild, prairie dogs forage from dawn to dusk 
(Hoogland, 1995), and thus food enrichment is an impor-
tant part of their enrichment program. Feeding enrich-
ment can be as simple as hiding food in the substrate, 
which promotes foraging. This kind of enrichment 
should be provided as often as possible (i.e., at least 
3–5 days a week). In the laboratory, food enrichment 
can include items such as apples, carrots, sweet potato, 
hay, sunflower seeds, peanuts, and mealworms. Meal-
worms can be placed into paper bags prior to delivery 
and tossed onto the floor of each colony room prior to 
feeding.
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7 CONCLUSIONS

Animal models of human disease are key to finding 
new treatments, cures, and preventative measures for 
those afflicted. As such, captive animals will continue to 
play a key role in these efforts. We are morally, ethically, 
and, for many species legally responsible for providing 
the highest quality of care for the animals that contrib-
ute to our understanding of these disease processes and 
their treatments. The requirement that environmental 
enrichment be part of a comprehensive care program at 
any institute where animal research is conducted is a rel-
atively new concept (Weed and O’Neill-Wagner, 2006), 
but it is one that has received a great deal of attention. 
With the publication of the 8th edition of the Guide for 
Care and Use of Laboratory Animals (National Research 
Council, 2011) the Association for the Assessment and 
Accreditation of Laboratory Animal Care, International 
(AAALAC, International), the NIH Office of Laboratory 
Animal Welfare (OLAW) and others have reiterated the 
importance of addressing the well-being of those ani-
mals used in research.

EE is an important refinement to many laboratory 
procedures. Along with Reduction and Replacement, Re-
finement, or practices that minimize stress and distress 
experienced by animals, make up Russell and Burch’s 
3Rs (Russell and Burch, 1959). The 3Rs have long been 
accepted as guiding principles for the ethical and hu-
mane use of animals in biomedical research (National 
Research Council, 2011). EE represents a significant re-
finement, insofar as it improves psychological well-be-
ing and welfare, and reduces stress for subjects.

Attending to the behavioral needs of animals also 
helps research endeavors. To provide the most reliable 
and valid data, subjects must be provided with the best 
physical and social environment conditions possible 
within the framework of the research. With few excep-
tions, animals evolved to live in complex environments, 
which can substantially differ from those experienced in 
captivity. Lack of environmental stimulation can cause 
stress for animals, which in turn can affect a wide range 
of physiological outcomes. Not only can this negatively 
impact welfare, but it can impact the research on which 
these animals participate. Addressing the species-spe-
cific needs of laboratory animals enhances the work 
conducted with every animal model, improves our 
understanding of basic biomedical questions and en-
hances our ability to seek valid answers and appropri-
ate treatments.
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1 ANIMAL MODELS

In order to gain insight into human behavioral dys-
functions and neurologic and psychiatric disorders, it is 
of utmost importance that appropriate animal models 
are used in the behavioral neurosciences, such as neuro-
biology, biopsychology, neurology, and psychiatry. Ani-
mal model approaches have a long history in biomedical 
(Ericsson et al., 2013; Franco, 2013) and neuroscience re-
search (Cowan et al., 2000), where the models have been 
developed to investigate brain–behavior relations. The 
aim has been to gain insight into human behavior and 
its underlying neuronal and neuroendocrinological pro-
cesses, their role in neurological and neuropsychiatric 
diseases and their treatment.

Animal models in neuroscience research are mainly 
used for two purposes:

• for gaining insight in the processes and mechanisms
underlying neurobehavioral disorder, which is
primarily an area of basic research, but may also be a
first step in translational research, and

• for identifying new therapeutic options and testing
their efficacy and safety (van der Staay, 2006; van
der Staay et al., 2009, 2014). For evaluating the safety
and efficacy of interventions, translational research
using (large) animal models alongside clinical trials
is necessary (Drolet and Lorenzi, 2011).

In this chapter, we shall address the subject “large ani-
mal models.” First, the theoretical framework of perform-
ing animal experimental studies will be discussed and a 
definition of animal models will be given. Then, the po-
sition of (large) animal models in the translational chain 
will be discussed. Next, we direct our attention to select-
ing an appropriate animal model for addressing a scien-
tific question. Some aspects of performing research using 
large animal models are challenging, compared to rodent 
models. We will address these challenges and their impli-
cations. Large model animal species need an adapted in-
frastructure for housing and testing. Also, we pay particu-
lar attention to methodological questions associated with 
the use of large animal models, such as  considerations 

about the experimental unit. The most efficient use of 
large animal models may imply multiple testing and 
multiple readouts to obtain a maximum of information. 
Similarly, reuse of animals within a study and/or reuse 
in successive (possibly unrelated studies) is discussed. Fi-
nally, the advantages and disadvantages of studies with 
large model animal species will be contrasted.

2 WHY ANIMAL EXPERIMENTAL 
STUDIES?

The possibilities to investigate the processes underly-
ing behavioral dysfunctions and psychiatric  disorders 
in the brain of humans are restricted, except when they 
are assessed in a clinical setting with patients as  subjects. 
However, the extent and location of the damage [al-
though emerging imaging techniques broaden the pos-
sibilities (Mier and Mier, 2015)], and its “history,” are of-
ten unclear, and the neurobiological variables associated 
with behavioral dysfunctions cannot be controlled suf-
ficiently to achieve meaningful and interpretable results. 
Comparative approaches (Brenowitz and  Zakon, 2015; 
Mehta and Gosling, 2008) relying on animal models 
could be used to answer questions about behavioral dys-
functions and their underlying neural substrate. Animals 
with a known and reproducible dysfunction or damage 
may help us to understand brain dysfunctions and their 
effects on behavior (Blanchard et al., 2013).

The comparative approach is based on the evolution-
ary theory and the assumption that fundamental aspects 
of the behavior of humans have a genetic basis with a 
common evolutionary trajectory that are shared with 
other species. A central intention of comparative behav-
ioral sciences is to identify “(…) animal species with be-
havioral or psychological repertories similar to humans 
so that the results of experiments with these animal 
models may throw light on seemingly related behavior 
in human beings” (Lickliter, 2004, pp. 27–28). Whereas 
animals are in most instances intended as a model for 
humans, one animal species may also serve as model 
organism for another species. Studies, however, which 
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explicitly compared behavior across species, are rare in 
neuroscience (Sharbaugh et al., 2003).

We define animal models of neurobehavioral disor-
ders as follows:

An animal model with biological and/or clinical relevance 
in the behavioral neurosciences is a living organism used to 
study brain–behavior relations under controlled conditions, 
with the final goal to gain insight into, and to enable predictions 
about, these relations in humans and/or a species other than 
the one studied, or in the same species under conditions differ-
ent from those under which the study was performed.  van der 
Staay, 2006, pp. 133–134

3 ANIMAL MODELS IN BIOMEDICAL 
RESEARCH

Animal models are used during the entire cascade 
from proof of concept (POC) through efficacy testing, 
safety, teratology, and toxicology evaluations of candi-
date drugs to translational research to product-related 
research. POC, also called proof of principle (POP) is 
objective evidence supporting the functionality of a 
principle, concept, or theory and its potential for real-
world application. In preclinical trials using appropri-
ate animal models, the efficacy and safety of a drug is 
determined (Lalonde et al., 2007). Safety pharmacology 
aims to detect the liability of adverse effects, determine 
safety margin calculation, and monitor clinical safety 
(Pugsley et al., 2008). Teratology or developmental toxi-
cology assesses agent-induced abnormal development 
(Vorhees, 1989), whereas toxicology is the study of the 
effects of (putative) poisonous chemicals or drugs on liv-
ing beings. Finally, product-related research is performed 
during experimental research preceding and/or follow-
ing the introduction of, for example, a therapeutic drug 
into the market. Its purpose is to fully tap the potential of 
a therapeutic substance at advanced stages in the clini-
cal development and of the products that have already 
been launched onto the market (to our knowledge, this 
element of the cascade has not yet been addressed in 
scientific publications). All steps in the cascade of drug 
development are performed using animals as subjects, in 
particular rodent species. However, large animal models 
are increasingly being used and may change the cascade 
of animal experiments from basic research to research in-
tended to develop new therapeutic principles.

4 CONCERNS ABOUT THE 
TRANSLATABILITY OF FINDINGS FROM 

ANIMAL EXPERIMENTAL STUDIES

The relevance of results from preclinical animal stud-
ies for developing new therapeutics and the translation-
al value of preclinical animal studies has been  criticized 

(Plath et al., 2011; Pratt et al., 2012). Many  putative 
new therapeutics turn out to be ineffective or not ef-
fective enough in clinical trials, whereas they showed 
good efficacy and safety in animal models (Gribkoff 
and Kaczmarek, in press; Macleod, 2011; van der Worp 
et al., 2010). Consequently, the translatability of result of 
animal studies to humans has been described as poor 
(Garner, 2014; Ioannidis, 2008; Macleod, 2011; van der 
Worp et al., 2010).

Many putative causes have been identified for the 
poor translatability of results from animal experimen-
tal studies (Sabroe et al., 2007), in particular ascribed 
to methodological flaws, such as underpowered stud-
ies, low group sizes, and/or lack of blinding, to name 
only a few (van der Worp et al., 2010). Awareness is in-
creasing that animal studies can be flawed in multiple 
ways, and recommendations to increase the predictive 
validity of animal model-based research have been 
published (Ioannidis et al., 2014). Notably, it has hardly 
ever been questioned in this distending stream of criti-
cal reviews addressing lack of translatability, whether 
the appropriate model animal species have been used 
and whether a change of animal model species from 
rodents to large animals may improve translatability 
(presumably not in all, but probably in some areas of 
neuroscience research).

5 TRANSLATIONAL RESEARCH

Whereas research for identifying new therapeutic 
principles and putative therapeutics may be considered 
as basic research, using validated animal models to de-
velop novel therapeutics may be considered transla-
tional research, where translation refers to the process 
in which knowledge generated in one area of research is 
applied in another area of research to advance goals in 
that area (Abernethy and Wheeler, 2011).

McGarland Rubio et al. defined translational research 
as follows:

Translational research fosters the multidirectional integra-
tion of basic research, patient-oriented research, and population-
based research, with the long-term aim of improving the health 
of the public. T1 research expedites the movement between basic 
research and patient-oriented research that leads to new or im-
proved scientific understanding or standards of care. T2 research 
facilitates the movement between patient-oriented  research and 
population-based research that leads to better patient outcomes, 
the implementation of best practices, and improved health sta-
tus in communities. T3 research promotes interaction between 
laboratory-based research and population-based research to 
stimulate a robust scientific understanding of human health and 
disease.  McGartland Rubio et al., 2010, p. 471

The European Society for Translational Medicine 
(TM) defined translational medicine as “an interdis-
ciplinary branch of the biomedical field supported by 
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three main pillars: benchside, bedside and community. 
The goal of TM is to combine disciplines, resources, ex-
pertise, and techniques within these pillars to promote 
enhancements in prevention, diagnosis, and therapies.” 
(Cohrs et al., 2015, p. 88).

Animal models are the first step in the  translational 
continuum that has been described as consisting of three 
(Abernethy and Wheeler, 2011; Drolet and  Lorenzi, 2011; 
McGartland Rubio et al., 2010), four ( Lander and 
 Atkinson-Grosjean, 2011), or five (Waldman and 
 Terzic, 2010) distinct stages (Trochim et al., 2011). For our 

purposes, the first translational stage(s) (T0 and T1) are of 
relevance. Fig. 3.1 depicts the chain of research from basic to 
translational. Nowadays, many if not most researchers us-
ing animal models in biomedical research denote their work 
as “translational.” The T0 stage (Waldman and  Terzic, 2010) 
in Fig. 3.1 may cover this use of “translational.”

Translational animal models can be considered as a 
subset of the more general concept of “generalizability.” 
The “translational value” and “translational relevance” 
of an animal model, and the concept of “predictive va-
lidity” are connected, or may be conceived as basically 

FIGURE 3.1 The position of animal models in the stages from basic (bench) to applied (bedside) translational research and the decision 
about the animal model species/animal model(s) to be used. Translational research distinguishes different stages, most commonly T1–T3 [panel 
(B) Drolet and Lorenzi, 2011; McGartland Rubio et al., 2010, p. 472], which may be considered as the basic concept. Others, however, distinguish 
more stages, for example, T1–T4 (Trochim et al., 2011), or T0–T5 (Waldman and Terzic, 2010). In all systems, the first stage (T1) or the first two 
stages (T0, T1) involve animal experimental research (in particular proof of concept research, Hostiuc et al., 2016). Proof of concept research may 
start using rodent experiments [panel (A) upper left] or may be performed using large animals, if the large animal model is considered as more 
appropriate/relevant, eventually completely skipping rodent experiments [panel (A) upper right]. T1 is “the transfer of new understandings of 
disease mechanisms gained in the laboratory into the development of new methods for diagnosis, therapy, and prevention and their first testing in 
humans” (Woolf, 2008, p. 211). Waldman and Terzic (2010) suggested to add the stages T0, preclinical research (in vitro research and in vivo animal 
model-based research), which may start as basic research, and T5, improving the wellness of populations by reforming suboptimal social struc-
tures. Basic research is performed for gaining scientific insight without the primary intention of practical application of the knowledge, whereas 
T0 already considers practical applicability. The bidirectional and recursive relationship between animal models, translation to applications, and 
reverse translation to animal models is indicated by the double-headed arrows. Also, insight gained in later stages may feed back to the first stage(s) 
of translational research (T0 or T1, depending on the classification of stages used). Stages T0, T4, and T5, which have been added to the original 
concept of three translational stages shown in panel B, are depicted as green arrows or double arrows in panel A. Source: Panel (A) modified from van 
der Staay, F.J., Arndt, S.S., Nordquist, R.E., 2014. Developing mouse models of neurobehavioral disorders: when is a model a good model? In: Pietropaolo, S., 
Sluyter, F., Crusio, W.E. (Eds.), Behavioral Genetics of the Mouse, vol. 2. Cambridge University Press, United Kingdom, pp. 3–17; panel (B) modified from Mc-
Gartland Rubio, D., Schoenbaum, E.E., Lee, L.S., Schteingart, D.E., Marantz, P.R., Anderson, K.E., et al., 2010. Defining translational research:  implications 
for training. Acad. Med. 85 (3), 470–475.
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the same concept. “Translational,” however, has a clear 
focus on applicability (diagnosis, therapy, prevention). 
By comparing the effects of a new therapeutic with a 
compound with proven efficacy in the clinic, the pre-
dictive validity of an animal model can be determined 
experimentally. Likewise, the “translational value” or 
“translational relevance” of a (large) animal model is 
determined retrospectively: insights derived by using 
the animal model must successfully be translatable to 
 practice.

Using models with proven construct validity may in-
crease the probability of successful translation of animal 
research-based preclinical findings to clinical applica-
tions (Kimmelman and London, 2011; Pratt et al., 2012). 
The translatability can further be increased by using a 
broader range of relevant models (Pratt et al., 2012), for 
example, by using animals that show comorbidity (Lib-
by, 2015), by applying a treatment regime that closely 
matches that of clinical practice (Green et al., 2011), and 
by applying appropriate behavioral tests that can distin-
guish between different behavioral domains and endo-
phenotypes (Homberg, 2013). The “translational value” 
and “translational relevance” of large animal models 
largely depends on the degree to which they mimic the 
dysfunction/disease under study and the availability of 
reliable testing methods.

Translational research is bidirectional (Donaldson and 
Hen, 2015). It may start with clinical observations and 
characterizing disease-relevant endophenotypes in pa-
tients which are then reverse translated to animal mod-
els, that is, clinical findings inseminate basic research 
(Holschneider et al., 2011). This can be considered as a 
process of induction in the process of developing animal 
models (van der Staay, 2006). Sinha et al. (2011) assessed 
whether neuropharmacological findings in humans 
yield new insights, that is, whether they can be reverse 
translated to investigating underlying mechanisms in 
an appropriate animal model. Reverse translational ap-
proaches thus may contribute to conceiving and devel-
oping new animal models or to refining established ones. 
For developing translationally relevant animal models 
(Pratt et al., 2012), an intensive interaction of animal re-
search scientists and clinical researchers is fundamental 
(Markou et al., 2009).

“The model’s circular structure suggests that research 
is a continuing cycle, and its bidirectional arrows empha-
size that new knowledge and hypotheses are generated 
at each step. Some basic research and population-based 
research is translational, but neither type of research is 
by definition translational. In contrast, patient-oriented 
research fundamentally addresses issues that have the 
potential to translate to clinical practice and, therefore, 
affect health.” (McGartland Rubio et al., 2010, p. 472).

Animal models intended for use in basic research 
and animal models in translational research should, 

in principle, fulfill the same criteria to be valid and 
relevant. However, translational animal models may 
need to fulfill additional criteria if they are applied in 
translational stage 1 (T1) (van der Staay et al., 2014). 
Whereas the key definitions per stage may differ for 
different classifications of the translational continuum, 
they all describe translational research as a process that 
moves from basic/preclinical research [T1 or T0/T1 
that include(s) animal models] to the clinical applica-
tion of the knowledge gained in animal experiment, 
and finally, to public health (Fig. 3.1). This process is bi-
directional (Trochim et al., 2011) and in some instances, 
can be recursive.

6 CHOICE OF APPROPRIATE ANIMAL 
MODEL

In most instances, if authors reflect on the choice of an 
appropriate animal model, they are looking for models 
with rodents, and do not consider nonrodent species, that 
is, they usually mean rodent model, or mouse model when 
referring to animal model. Manger et al., 2008 discussed 
the consequences of the disproportionate use of rodent 
model, and particularly mouse models in basic neurosci-
ence research. This extreme bias may hinder ”(...) the dis-
covery of novel aspects of brain structure and function 
that would be of importance in understanding both the 
evolution of the human brain and in selecting appropri-
ate animal models for use in clinically related research.” 
(Manger et al., 2008, p. 2).

There has been a steady increase of using rodent spe-
cies, mainly mice, whereas in nonrodent species, in this 
decade, the use of pigs has overtaken that of rabbits and 
dogs as model species in biomedical research (Ericsson 
et al., 2013; Table 3.1). Recently, the use of large animal 
models appears to increase owing to the development 
of genetically modified farm animals. For example, ge-
netically modified pigs are being developed as mod-
els for human diseases, such as Alzheimer’s disease 
( Søndergaard and Herskin, 2012).

The reasons for sticking to rodent models, where non-
rodent models might be more appropriate are mainly 
nonscientific:

• The researcher is mainly experienced with
performing rodent studies. Rand (2008) cautions
against selecting an animal model solely based on
the familiarity of the researcher with a model, its
availability and its costs.

• The question “which model species is the most
suited for my research” very often is not even asked.
This should, however, be one of the first questions
when planning to perform animal experimental
studies (Rand, 2008; von Rechenberg, 2012),
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where the appropriateness of the selected animal 
model species should be the first consideration 
(Held, 1983).

• Conservatism of rodent researchers may withhold
them from considering alternative animal model
species. In this connection, Libby (2015) coined the
term Murine “model” monotheism, which is a nice label
for the bias toward rodent models.

• Neglecting publications that used nonrodent animal
models (perhaps best described as “reading bias”).

• In most research institutes, facilities other than
those needed for housing and testing rodents are
unavailable.

Instead, the selection of rodent and nonrodent spe-
cies for preclinical assessment of, for example, the effi-
cacy and/or safety of new putative therapeutics, should 

always be based on scientific and ethical justifications. 
Animal models must fulfill a set of scientific criteria 
and should thoroughly be validated (Belzung and Lem-
oine, 2011; Markou et al., 2009; van der Staay, 2006; van 
der Staay et al., 2009, 2014). Of course, these criteria are 
closely connected with the research question(s) that the 
animal study is supposed to answer. Besides this very 
specific consideration, general questions must be ad-
dressed to help finding the animal model best fitting 
one’s research question(s). This implies that the selec-
tion of an animal model species and the animal model 
should be considered on a case-by-case basis (Colleton 
et al., 2016; Rand, 2008). Based on Rand’s (2008) listing of 
scientific and practical criteria, the following questions 
need to be answered before selecting an animal model 
and starting a study. The first questions are related to the 
experimental approach to be chosen:

TABLE 3.1  Advantages and Disadvantages of the Reuse of Animals in Different Tests in the Same Study, Yielding Multiple Readouts 
From the Same Animals, or of the Same Animals in Successive, Unrelated Studies

Advantages

Disadvantages

Reuse of animals in one study (multiple 
tests and/or repeated testing)

Reuse of animals in successive, unrelated 
studies (which may comprise of one test 
or multiple tests, and eventually, repeated 
testing)

Fewer animals are needed for research 
(Reduction)

If nonrepresentative samples of the 
population are used, then this may affect 
the results of all experiments and/or 
tests with the same animals

If the samples are not representative for the 
population from which they were drawn, 
then this may affect all experiments/tests 
performed with the same animals

Animals are handled and accustomed to being 
tested; less habituation or training trials 
are needed; animals are used to be 
handled and tested; lower stress level

Animals may not be “test naïve” in later 
tests or experiments, that is, previous 
testing may affect results of subsequent 
tests and/or experiments; excessive 
reuse of animals may compromise 
their welfare (depending on the degree 
of discomfort induced by the testing 
methods used, Festing et al., 1998)

Excessive reuse of animals may compromise 
their welfare (depending on the degree 
of discomfort induced by the testing 
methods used, Festing et al., 1998); reuse 
may necessitate transportation, mixing 
(introduction into a new group due to 
random assignment to treatment conditions), 
housing in an unfamiliar animal room

Animals are test experienced. Successive 
testing provides opportunities to adapt 
to different environmental demands and 
challenges; behavioral consistency may 
increase with age, due to experience 
with testing (Bell et al., 2009); less 
likely “Casper Hauser” individuals 
with unchallenging life (van der Staay 
et al., 2010)

Animals may not be “test naïve” in later 
tests or experiments; altered behavioral 
baseline; prior testing may alter effects 
of treatment (Holmes et al., 2001b); this 
may complicate comparison with studies 
that used test naïve animals; previous 
testing may interfere with subsequent 
testing (proactive interference)

Animals may not be “test naïve” in later tests 
and/or experiments; prior testing may alter 
effects of treatment (Holmes et al., 2001b); 
this may complicate comparison with studies 
that used “test naïve” animals; previous 
testing may interfere with subsequent testing 
(proactive interference)

Knowledge accumulates with each test/
experiment, providing a more complete 
picture, and allowing investigation 
of relationships between variables 
(readouts) (Reduction, Refinement)

Animals are older in successive tests (age 
cannot strictly be controlled); animals 
may reach “ceiling” performance 
level, reducing sensitivity to detect 
treatment effects; correction of P-values 
for multiple comparisons may reduce 
sensitivity to detect (subtle) effects

Animals are inevitably older in each successive 
study (age cannot strictly be controlled)

Testing may act as enrichment Testing per se may overshadow the 
effects of experimental manipulations 
(Westlund, 2014a,b)

Testing per se may overshadow the 
effects of experimental manipulations 
(Westlund, 2014a,b)
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• What is known about the problem under 
consideration (based on a thorough review of the 
scientific literature, for example, via a systematic 
review, Hooijmans and Ritskes-Hoitinga, 2013, or 
via less time-consuming rapid reviews, Featherstone 
et al., 2015)?

• Has the selected model been validated and is it 
deemed to be the most appropriate for answering the 
research question(s)? How closely, for example, does 
the animal replicate the human disease (Søndergaard 
and Herskin, 2012)?

• What kind of model is it: does the model animal 
express naturally occurring or experimentally 
induced deficits (for different classifications 
of “animal models,” see Rand, 2008; van der 
Staay, 2006)?

• What are the ethical implications of this choice 
(similar considerations as, e.g., for stroke models 
in primates Sughrue et al., 2009, may be relevant in 
other large animal model species)?

• How many animals are needed to answer the 
research question(s), that is, which group sizes are 
needed to ensure sufficient power?

Next, questions concerning availability, animal hous-
ing, and animal care must be answered, such as:

• Is the animal model species chosen readily available. 
In most instances, availability should not be a major 
problem in research using large farm animals.

• Can the animals be housed appropriately? This 
may be a concern in large animal research because 
they may need considerably more space and must 
be housed in stables/pens that fulfill their species-
specific needs.

• Are the researchers and animal caretakers trained to 
work with large model animal species and provide 
special care, if necessary?

Finally, a number of specific questions must be 
 answered:

• Do animals with genetic homogeneity or 
heterogeneity best serve the research question(s)? 
Most large model animal species are heterogeneous 
lines/breeds, that is, homogeneous (inbred) lines 
are not yet readily available. However, for most 
farm animal species, a large variety of breeds is 
available.

• Is the selected model animal species testable, both 
in terms of ease of handling, as well as in terms 
of availability of well-established and validated 
test methods and test equipment (see also 
Chapter 39)?

• Does the size of the animal facilitate taking samples 
from the animal (blood, hair, tissues)? Is it crucial 
that organ size is similar to that of humans?

• Should the animal be tested during ontogeny, (e.g., 
early postpartum, as juvenile), as adult, or during 
senescence. Whereas large animal species may be 
specially suited for pre-, peri-, and early postnatal 
experimental manipulations, they may be less suited 
for aging research, due to poor availability of aged 
subjects and the high life expectancy of many of 
these species.

• Recently, the “sex bias” in neurosciences and 
biomedical sciences in general attracts increasing 
attention (Beery and Zucker, 2011; Zakiniaeiz 
et al., 2016). It has to be decided whether males, 
females, or both sexes should be included. Due to 
the extra space, special equipment, well-trained 
personnel needed to perform experiments using 
large model animal species, inclusion of both sexes 
may overburden available resources.

7 WHERE IN THE PROCESS OF 
MODELING HUMAN DISEASES 
AND DEVELOPING PUTATIVE 
THERAPEUTICS HAVE LARGE 
ANIMAL MODELS BEEN USED?

Large animal models may be relevant for research that 
aims to improve production of animal-derived prod-
ucts (not considered further in this chapter), for animal 
health and welfare, and for translational biomedical re-
search (Gonzalez-Bulnes et al., 2016; Ireland et al., 2008; 
Koopmans and Schuurman, 2015), that is, they can be 
considered as multiple purpose models. Large animal 
models are well accepted in the area of orthopedic and 
xenotransplantation research (Cook et al., 2014;  Gregory 
et al., 2012; Harding et al., 2013). They are, however, 
only sporadically used in neuroscience, where they are 
mainly applied in stroke and traumatic brain injury 
studies (Boltze et al., 2008; Duhaime, 2006; Margulies 
et al., 2015; Mehra et al., 2012; Platt et al., 2014; Wells 
et al., 2012).

Most of the efficacy, toxicology, teratology, and safe-
ty studies use rodents species as subjects. However, in 
particular in toxicology, teratology, and safety stud-
ies a considerable proportion of animals used are large 
animals (e.g., dogs and miniature pigs). In particular 
in safety pharmacology/toxicology/teratology stud-
ies, the minipig is gaining importance (Bode et al., 2010; 
Forster et al., 2010a,b,c; Svendsen, 2006; van der Laan 
et al., 2010).

Other than in risk assessment studies, the use of large 
animal model species is still negligible in drug testing, 
be it in POC studies or in studies, which aim to test the 
efficacy of a new compound preclinically, compared 
with rodents.

 7 PROCESS OF MODELING HUMAN DISEASES 77
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8 WHICH MODEL ANIMAL SPECIES ARE 
CLASSIFIED AS LARGE IN SCIENTIFIC 

RESEARCH?

One may distinguish between “small (e.g., mouse, 
rat),” “midsized” (e.g., dove, chicken, rabbit, guinea pig, 
marmoset, cats) and “large” (e.g., pig, dog, rhesus mon-
key, baboon, chimpanzee) animals. However, Hagen 
et al. (2012) categorize companion animals, such as cats, 
dogs, rabbits, and ferrets, farm animals, such as pigs, 
goats, sheep, cows, and horses, chickens, ducks, goose, 
etc. as “large” animals, if compared with the most com-
monly used species in scientific research, mice and rats 
(Fig. 3.2).

The designation of specific species as “small,” “mid-
sized,” or “large” animals depends in part on the system 
under study. Rodents are virtually always considered 
“small” animals, while dogs, sheep, swine, and primates 

are typically considered “large” animals. Chickens and 
cats can be included in either group, depending on the 
specific system studied.

For purposes of brain research, it may be useful to ask 
which feature in humans one is attempting to reconstruct 
in a given model. In a study of experimentally induced 
brain injury one may, for example, try to model one or 
more of the following features: the mechanistic forces 
that caused the brain injury, the resultant morphological 
changes in the brain, the effects of age (maturation) and 
aging on these changes, and/or the effects of treatment 
with putative therapeutics on the development and final 
extent of the damage (Duhaime, 2006).

The size of the model animal species and of its brain 
may crucially determine the resolution at which these 
changes in the afflicted brain can be studied. Conse-
quently, big is sometimes better. For example, bigger 
brains contain more tissue for analysis, nuclei and areas 

FIGURE 3.2 Classification of animal model species as large, midsized, or small (columns A and B), and weight (g) of the brain of adults of 
these species, from mice to humans. In pigs and dogs, the variability is high, due to selection on, among others, body size. Source: Silhouette of 
brains of human, sheep, pig, dog, cat, rat, mouse, and chicken redrawn from photographs: Welker, W., Johnson, J. I., Noe, A., 1995. Comparative mammalian 
brain collections: major national resources for study of brain anatomy. The University of Wisconsin, Michigan State University, and the National Museum of 
Health and Medicine. Dept. of Physiology, University of Wisconsin. Available from: http://www.worldcat.org/title/comparative-mammalian-brain-collections-
major-national-resources-for-study-of-brain-anatomy-the-university-of-wisconsin-michigan-state-university-and-the-national-museum-of-health-and-medi-
cine/oclc/37416838#details-allauthors; brain of cow redrawn from photograph: Wouterlood, F., Voorn, P., 2010. The bos taurus brain. Department of Anatomy 
& Neurosciences, VUMC Amsterdam, Amsterdam, The Netherlands. Available from: http://www.anatomie-amsterdam.nl/sub_sites/kalfshersenen/start.htm. 
Modified from Gieling, E.T., Schuurman, T., Nordquist, R.E., van der Staay, F.J., 2011. The pig as a model animal for studying cognition and neurobehavioral 
disorders. Curr. Top. Behav. Neurosci. 7, 359–383.
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of interest are bigger, allowing more precise lesioning 
of target structures, local injections of test compounds 
via cannulas, electrophysiological stimulation or record-
ings in deep brain structures, or electroencephalography 
from the surface of the brain or skull.

The use statistics of different animal model species 
in scientific research in the European Union in 2011 
 (European Commission, 2013) are depicted in Fig. 3.3. 
Large animal use represents only a very low percentage 
of the total use of experimental animals.

9 WHICH TYPES OF (LARGE) ANIMAL 
MODELS ARE AVAILABLE?

A number of classifications of animal models have 
been proposed. These classifications typically distin-
guish between normal animals, animals with spontane-
ously occurring deficits, and animals with experimental-
ly induced deficits (Gamzu, 1985; van der Staay, 2006), 
but other classifications have also been proposed 
(Rand, 2008). The classification can be applied to rodent 
and nonrodent (e.g., farm animal) models.

Normal subjects, that is, animals without observable 
(behavioral) deficit are useful for assessing the safety/
toxicology risk of putative therapeutics (Dixit and Boel-
sterli, 2007), for assessing the putative abuse liability of 
a compound, and for investigating the neurobiological 
specificity of compounds and their mechanisms of ac-
tion.

Spontaneous models are, for example, old animals, 
animals showing spontaneously and endogenously 

 occurring psychiatric or neurological conditions, spon-
taneously occurring mutations, genetic lines (inbred 
strains and their crossings), and lines resulting from se-
lective breeding, and selected extremes from a particular 
animal population (Hudler, 2007; van der Staay, 2006).

Induced models are healthy animals in which the 
pathological condition is induced experimentally, for ex-
ample, transgenic and knockout animals, selection lines 
resulting from selective breeding, animals with disrup-
tions induced, for example, by stimulation with electric 
currents, pharmacological treatments, or by inducing 
hypoxia or anoxia. This class also includes animals with 
neuro- or immunotoxic, radiofrequency, cryogenic CNS-
specific lesions, and lesions induced by aspiration or 
ablation (knife cuts). Finally, this class contains animals 
with experimentally induced cerebral ischemia or hem-
orrhagic stroke.

Rand (2008) in addition distinguishes negative mod-
els and orphan models. Negative models may be useful 
to investigate the mechanisms behind disease resistance 
because they are characterized by insusceptibility to 
disease or chemical stimulation. The opposite of nega-
tive models are orphan models. These animals show a 
disease/deficiency/dysfunction for which no corre-
spondence has yet been described in humans. As soon 
as a similar disease has been identified in humans, an 
orphan model may become the basis of a spontaneously 
or naturally occurring, or an induced model (e.g., sheep 
suffering from scrapie, now may serve as model human 
spongiform encephalopathies).

A considerable number of rodent models have been 
developed for at least the first three classes. However, 

FIGURE 3.3 Animal use in the European Union in 2011. Panel (A) shows that the majority of studies are performed using mice and rats. 
In panel (B), “All other animals” from panel (A) is subdivided. Note that chickens are included in “Birds.” The Perissodactyla include horses, 
donkeys, and their crossbreds. The Artiodactyla include pigs, goats, sheep, and cattle (European Commission, 2013). Unfortunately, the different 
reporting schedules, classifications of model animal species, and inclusion/exclusion of model species preclude a one-to-one comparison between 
statistics about experimental animal use in the EU and the USA (USDA, 2015).
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they have not yet been established broadly in large mod-
el animal species.

Already 4.5 decades ago, Douglas (1972) summarized 
arguments why the pig may be a useful animal model 
species for human biomedical research, predominantly 
based on hematological and organ similarities between 
pigs and humans. However, he also noted that “Apart 
from the biological side, the pig must not be considered 
stupid. The pig can be used for the observation of many 
well-defined patterns of individual and group behavior 
(...)” (Douglas, 1972, p. 232), a first hint that this species 
may also be useful in neuroscience research. Reasons 
why large animal models should be used are given by 
Bähr and Wolf (2012), de Groot et al. (2005), Gieling et al. 
(2011b), Reynolds (2009), and Roberts et al. (2009). They 
all agree that “(...) the validity of an animal model as a 
predictor of human response depends on how closely 
the model resembles humans for the specific characters 
being investigated.” (Festing and Altman, 2002, p. 246).

10 SPECIAL ASPECTS IN USING LARGE 
FARM ANIMAL MODELS

Large animal models need more housing and testing 
space than rodent species (Fig. 3.4, panel A). Also, test 
procedures and equipment must be adapted from rodent 
studies or must be developed and validated.

New equipment and new tools for large animal 
 models are being developed. For example, stereotaxic at-
lantes and stereotaxic frames (Marcilloux et al., 1989; van 
Eerdenburg and Dierx, 2002) are available for many large 
animal species. For about a decade, the stereotaxic, his-
tology-based atlas by Félix et al. (1999) and the magnetic 
resonance imaging-based atlas by Watanabe et al. (2001) 
were the only source of stereotaxic coordinates of the 
pig brain. Recently, higher resolution three-dimension-
al representation of the pig brain have been published 
(Göttingen minipig, Andersen et al., 2005; neonatal pig, 
Conrad et al., 2014; commercial pig, Saikali et al., 2010). A 
 stereotaxic atlas for the chicken brain has been published 
a decade ago (Puelles et al., 2007), whereas for sheep 
(and for a number of other species), three-dimensional 
representations became recently available online (John-
son et al., 2016).

For pigs, a large number of tests to assess emotion (re-
viewed by Murphy et al., 2014) and cognition  (reviewed 
by Gieling et al., 2011a) have been developed. Similarly, 
an increasing repertoire of behavioral test is being devel-
oped for sheep (e.g., judgment bias, Doyle et al., 2011; 
face and object discrimination learning,  Kendrick 
et al., 1996, 2001; spatial learning, Lee et al., 2006), al-
though progress is slow. The repertoire of tests for as-
sessing learning and memory in chicks is still limited, but 
expanding (e.g., the spatial holeboard task, Nordquist 
et al., 2011; Tahamtani et al., 2015; Fig. 3.5, panel B).

FIGURE 3.4 Space requirements and examples of different experimental setups of the same study. In panel (A), the space requirements for 
housing 6 mice or pigs individually or as group are tabulated in cm2. In the example depicted in the panel (B), each of 12 animals is randomly as-
signed to one of two treatment groups (assuming that a group size of 6 animals is sufficient to address the scientific questions of the experiment). 
Although it cannot be excluded that cage is a confound variable that might codetermine or even cause differences between treatments in setup 1, 
the mere assumption leads to a huge increase in animals used, if a “state of the art” experimental setup (setup 3) is applied. Note, that the 6 pens 
per condition in setup 3 do not provide 100% identical environments for the 6 experimental animals per treatment group. Instead, strict standard-
ization of the housing conditions (i.e., of the two cages in setup 1) could be applied, reducing the number of animals to 12. In social species, setup 
1, but not setup 2 is an alternative for setup 3. Note: none of the setups is able to control all putative intervening variables. The number of control or 
experimental animals per cage/pen is printed bold (the squares representing cage/pen areas are on scale and correspond to the tabulated values; 
based on Forbes et al., 2007).
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Many of these tests have been developed for as-
sessing cognitive functions in farm animal species, 
and have only sporadically been used in biomedical 
studies. They still need scientific validation but they 
provide a basis for testing learning and memory in 
disease models using large animal model species. 
However, it is obvious that additional tests must be 
developed to increase the usability and relevance of 
large animal models of neurobehavioral and psychi-
atric disorders.

The test equipment for large animals must fulfill a 
number of special requirements. First, obviously, it must 
fit the size of the animal species to be tested (Fig. 3.5). 
This may require a room which exceeds the size of a 
standard rodent laboratory. Second, the equipment must 
be stable enough to resist destruction by the tested ani-
mals. Our test apparatuses for pigs (Fijn et al., 2016; Giel-
ing et al., 2014; Murphy et al., 2013; van Eck et al., 2016) 
were constructed by a stable builder according to our 
specifications, using standard material that normally is 
used to construct pig pens. Stable builders know how to 
construct pig-proof equipment.

Also, testing procedures and methods need to be suit-
ed for the species to be tested. For example, pigs must 
thoroughly be habituated to the test environment, the 
experimenter(s), and to being alone in the test apparatus 
(Gieling et al., 2011a; Murphy et al., 2014) (see also Chap-
ter 39). The habituation and training period can be time 
consuming, before formal testing starts.

11 EXPERIMENTAL UNIT

Most animal experimental studies do not explicitly 
define the experimental unit. It needs to be stressed that 
experimental unit is not the same as unit of analysis. De-
pending on the experimental design used, there may be 
multiple units of analysis. Whereas in a basic single-level 
experiment the experimental unit would be considered 
the unit of analysis, a multilevel design may have more 
than one unit of measurement (Festing, 2006; Festing 
and Altman, 2002; Perrett, 2012).

An “experimental unit” is defined as the smallest di-
vision of the experimental material that allows any two 
experimental units to receive different treatments (Fest-
ing, 2006, 2011), or as Bate and Clark define it, “An ex-
perimental unit for a treatment factor is the smallest unit 
which a level of the treatment can be applied to.” (Bate 
and Clark, 2014, p. 37). An experimental unit is one mem-
ber or a set of animals that are initially similar on the 
measure(s) of interest, with each animal then subjected to 
one of several experimental treatments (Fig. 3.6, panels 
A–D). An experimental unit can also be a part of an ani-
mal (e.g., skin patches that undergo different treatments; 
Fig. 3.6, panel E). Each treatment represents one of a set 
of different experimental conditions. The effects of these 
different conditions are assessed experimentally.

For some, it must be possible to treat an animal inde-
pendently from all other animals involved in the study at 
any time, that is, “The experimental unit may be defined 

FIGURE 3.5 Comparison of holeboard arena’s used to test spatial learning in two large animal model species [(A) pigs, Antonides et al., 2015a; 
Gieling et al., 2013; (B) chickens, Nordquist et al., 2011; Tahamtani et al., 2015] and two small animal model species [(C) rats, van der Staay, 1999; 
(D) mouse, Kuc et al., 2005].
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as the object independently treated in an experiment.” 
(Perrett, 2012, p. 3). For others, this may refer to random 
assignment or placement to one of the experimental con-
ditions at the start of an experiment, before the animals 
undergo their assigned experimental manipulations. 
According to Cheng, following a definition of Cox from 
1958 “In general, an experimental unit can be defined as 
the smallest division of the experimental material such 

that different units may receive different treatments.” 
(Cheng, 2013, p. 1) (see Figs. 3.6 and 3.7 for schematic 
overviews of experimental units). Random assignment 
is the procedure by which animals are allotted to dif-
ferent treatment groups (treatment conditions), or to 
an untreated control group (control condition; note that 
some studies comprise more than one control group). 
It is assumed that as a result of random assignment to 

FIGURE 3.6 Experimental units in animal research. “Condition” refers to experimental condition (treatment or control). While it is unusual 
to depict pigs instead of rodents as experimental animals, studies with large animals may pose additional challenges that need to be addressed 
when designing and performing an experiment. Source: Modified from Gieling, E.T., Schuurman, T., Nordquist, R.E., van der Staay, F.J., 2011. The pig as 
a model animal for studying cognition and neurobehavioral disorders. Curr. Top. Behav. Neurosci. 7, 359–383, Fig. 4.
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treatment conditions, the different treatment groups will 
be initially similar; differences between the treatment 
groups (conditions) are likely not due to differences be-
tween the groups that already existed before the start of 
the experimental manipulations. Once an individual has 
been assigned to a particular experimental condition, 
it may be impossible to treat that individual animal in-
dependently from the other animals in the same group 
during the term of the experiment. Due to space require-
ments and space restrictions, this is a problem inherent 
in studies using large animal model species.

Most large model animal species produce litters with 
multiple offspring. It is advisable to use this in designing 
experiments. There are two ways to assign littermates to 
experimental groups (conditions): either all littermates 
are assigned randomly to the same experimental group, 
a nested design, or the littermates are randomly assigned 
to different experimental groups, a randomized blocks 
design (Denenberg, 1984). In the nested design (Fig. 3.6, 
panel B and Fig. 3.7) litter must be considered as experi-
mental unit because littermates are not independent. As 
Lazic and Essioux (2013) pointed out, litter effects are 
common and usually large. Consequently, replication of 
findings is difficult if this source of variation is ignored 
when analyzing the data and the translational value of 
the study may be low.

Mixed model analyses of variance may be used to ac-
count for nested effects. They have been developed to ac-
count for “nested (multiple observations within a single 
subject/animal in a given condition) and crossed (sub-
jects/animals observed in multiple conditions) structure 
of the data” (Boisgontier and Cheval, 2016). Unfortu-
nately, this statistical approach has not yet been fully ap-
preciated in the neurosciences.

In the randomized block design of a one-factorial 
study consisting of an experimental and a control condi-
tion one might use pairs of littermates from a number 
of different litters equal to the number of animals per 
group used. Then, one sibling per pair is assigned ran-
domly to the experimental group, the other to the control 
group. Fig. 3.7 (panels A–C) shows a different design in 
which a group of littermates within litter is assigned ran-
domly to the experimental condition, and another group 
of littermates within the same litter to the control condition. 
In these designs, accounting of litter effects helps to ob-
tain a better estimate of the effects of the experimental 
manipulation (Denenberg, 1984; Healy, 1972).

12 EXPERIMENTS USING SOCIAL 
ANIMALS REQUIRING GROUP HOUSING

Fig. 3.4 (panel B) shows a schematic overview of dif-
ferent experimental setups for studying the effects of 
experimental manipulations on social animals (here: 
pigs). Assuming that six animals per treatment condi-
tion are sufficient for sound statistical interference about 
the effects of the experimental intervention(s) and that 
a group size of six animals fulfills the need to live in a 
group, and strictly following the previously given defi-
nition of “experimental unit” (Festing, 2006), the state of 
the art setup of the study is depicted as setup 3. Note, 
that this setup needs 5 times more animals than the 2 × 6 
animals assigned randomly to the treatments groups in 
setups 1 and 2. In setups 2 and 3, each of the 2 × 6 exper-
imental animals can be treated independently. In large 
animal research, setup 3 may already exceed the possi-
bilities of appropriate housing of the animals.  Instead, 

FIGURE 3.7 Examples of individuals or groups within litter (i.e., offspring of the same sow) are shown, where litter is the experimental 
unit. Instead of litter, the experimental unit may be pen, herd, compound in a zoo, etc. In (A) male and female pigs are selected from the same 
litter for assessing sex differences. In (B) transgenic and wild-type pigs are derived from the same litter to investigate the effects of genetic ma-
nipulations, whereas in (C) low birth weight (LBW) and normal birth weight (NBW) pigs are selected for investigating the effects of birth weight. 
In all examples, a study comprises a number of litters. Note that in these examples, random assignment of individuals to a group is not possible, 
but random selection of animals from a larger pool (e.g., selection of one or a few males in a litter from a larger number of male littermates) to a 
study is possible.



84 3. LARGE FARM ANIMAL MODELS OF HUMAN NEUROBEHAVIORAL AND PSYCHIATRIC DISORDERS 

A. ETHICS, RESOURCES, AND APPROACHES

one may house each of the 2 × 6 animals individually 
in smaller pens (Fig. 3.4, panel B, setup 2), adhering to 
the postulation of independent treatment. However, still 
the space requirements for housing all animals are high 
(Fig. 3.4, panel A). In addition, welfare of the animals 
may be at stake because social animals should be housed 
in groups.

In setup 1, all animals of the same treatment group 
are housed in one pen. In this case it is impossible to 
treat each individual animal independently from the 
pen mates, that is, the other animals undergoing the 
same experimental intervention. Consequently, accord-
ing to the definition, the pen is the experimental unit 
and it is impossible to perform proper statistics on the 
effects of the experimental manipulation(s), as N = 1. 
However, the animals are housed socially and not indi-
vidually as in setup 2, and no surplus animals are used, 
as in setup 3.

We discuss the implications of the definition of ex-
perimental unit, of housing animals in groups, and of re-
peated testing and/or reuse of animals against the back-
ground of principles of two (Reduction, Refinement) of 
the 3Rs (the third one being Replacement: Russell and 
Burch, 1959).

What are the consequences for the majority of studies 
performed, in which animals are housed in groups? For 
example, pigs are group housed in a barren or an en-
riched pen to assess the effects of environmental enrich-
ment (Bolhuis et al., 2013; Grimberg-Henrici et al., 2016). 
A strict definition of “experimental unit” may have ma-
jor implications for studies with socially housed animals, 
and may lead to an undesirable increase in the number 
of animals used. It also may considerably increase the 
costs of a study, in particular if large animals are in-
volved (e.g., pigs, sheep, cattle, horses), but also if ro-
dents are kept under special condition, such as isolators 
or ventilated cages.

Finally, we address the question what the welfare 
consequences are of collecting a multitude of measures 
in the same animal, of testing the animal repeatedly in 
the same study, and of reusing the animal in subsequent 
(unrelated) studies.

13 PUTATIVE ADVANTAGES AND 
DISADVANTAGES OF GROUP HOUSING

Group housing and environmental enrichment are 
common measures to improve the welfare of social ani-
mals. Most large animal model species (in particular the 
farm animals, such as chickens, pigs, sheep) are social 
animals that live in groups/herds (Estevez et al., 2007). 
Compulsory group housing might reduce the number 
of experimental units (i.e., cages/pens) and may conse-
quently increase the number of animals needed (even if a 

part of the penmates are not tested). Individual housing 
of these animals with the aim to increase the number of 
experimental units, compromises their welfare (Fig. 3.4, 
panel B, setup 2).

When using social animals, it is mandatory to ap-
ply group housing from an animal welfare perspective. 
Some Ethics Committees routinely demand group hous-
ing, even in cases where individual housing would be 
more appropriate, for example, if highly aggressive male 
mice are used in a study, despite the fact that this practice 
may compromise the experimental results (Poole, 1997). 
Older, sexually mature minipig boars, for example, 
should be housed individually to prevent fierce fighting, 
whereas younger boars can be kept in groups (Ellegaard 
et al., 2010).

One of the disadvantages of group housing and test-
ing more than one member of the group or all group 
member, effects of test order, have been documented by 
Kask et al. (2001) for rats and by Arndt et al. (2009), and 
Takao et al. (2016) for mice. In rats, cohort removal in-
duced anxiogenic like effects (Kask et al., 2001). In the 
study by Takao, cohort removal induced an increase in 
body temperature, pain sensitivity, and anxiety-like be-
havior in mice. Cohort removal also increased the plasma 
corticosterone concentration in mice (Takao et al., 2016). 
Arndt et al. (2009) observed a within cage order effect on 
the hormonal stress response (corticosterone) in socially 
housed female C57BL/6 mice. Whether similar effects 
may occur in other group-housed animals species as 
well (Fig. 3.4, panel B, setup 1) needs to be investigated. 
A thorough habituation of group-housed animals to the 
test environment and to being tested alone might help to 
forestall test-order effects.

14 PRINCIPLES OF THE 3R—
REPLACEMENT, REDUCTION, 

REFINEMENT

Replacement is the “the use of non-animal methods, 
such as cell cultures, human volunteers and computer 
modeling instead of animals to achieve a scientific aim.” 
(Richmond, 2000, p. 84). Under certain conditions, in 
vitro studies may replace in vivo studies, or insentient 
lower creatures may replace higher animals, that is, it 
should be obvious that we are not dealing with Replace-
ment when discussing large animal models. Using, for 
example, pigs instead of dogs in regulatory toxicology 
studies cannot be seen as Replacement according to the 
3Rs, as they do not replace or avoid animal use (Russell 
and Burch, 1959; Webster et al., 2010). However, many 
people have severe objections against using pet animals, 
such as dogs (Hasiwa et al., 2011) in scientific research 
laboratories. These objections may be less severe if pigs 
are used instead (Fig. 3.8).
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Reduction is “Any approach in scientific research, 
product testing or education that leads directly or indi-
rectly to a decrease in the number of animals used while 
meeting the scientific requirements.” (Consensus defini-
tion in: de Boo and Hendriksen, 2005, p. 376). Reduction 
thus refers to the minimum number of animals necessary 
to answer a scientific question. The National Centre for 
the Replacement, Refinement, and Reduction of Animals 
in Research adds to this definition methods that enable 
researchers to obtain comparable levels of information 
from fewer animals or to obtain more information from the 
same number of animals, thereby avoiding further animal 
use (Wellcom Trust, 2013).

Refinement is “Any approach which avoids or mini-
mizes the actual or potential pain, distress and other ad-
verse effects experienced at any time during the life of 
the animals involved, and which enhances their wellbe-
ing” (Buchanan-Smith et al., 2005, p. 381). Remarkably, 
Refinement does not include the measures that improve 
the quality of experiments, which, by reducing the num-
ber of poor experiments, reduces the number of animals 
that is necessary for gaining solid scientific insight.

Note that the 3Rs are a somewhat one-sided view on 
the use of animals in scientific experiments (for critical 
notes about the 3Rs see Ibrahim, 2006). Refinement, for 
example, is considered exclusively in the context of pain, 
distress, adverse effects. However, Refinement of proce-
dures and methods may yield clearer, replicable results 
which answer the research questions without the need 

of performing an endless series of additional experi-
ments. Using the most appropriate animal model spe-
cies thus may in fact reduce the use of animals as well. 
Approaches to the evaluation and improvement of ani-
mal models have extensively been described (Belzung 
and Lemoine, 2011; van der Staay, 2006; van der Staay 
et al., 2009, 2010). Developing valid large animal models 
may contribute to reducing animal experimentation in 
the long run.

15 GETTING THE MOST OUT OF AN 
ANIMAL EXPERIMENTAL STUDY

Experiments should be designed in a way that a maxi-
mum of relevant information can be derived. This may 
have considerable implications for the study design, the 
number of animals used, and the statistical analysis of 
data. Repeated testing and/or reuse in related or unre-
lated experiments are means to increase the amount of 
information derived from the same animal, and to re-
duce the number of animals in experimental research. 
Repeated testing may also be applied for determining 
onset, progression of neurobehavioral dysfunctions, 
neurologic and psychiatric conditions, their duration, 
and their reversibility by treatment with putative thera-
peutics. Similarly, this testing schedule may be used for 
assessing onset, progression, duration, and reversibility 
of neurotoxic injury (Henck et al., 2016).

FIGURE 3.8 General characteristics of large animal models versus rodent models for studying human disease, area of potential conflict 
between the model animal species/animal model, and the expected degree of generalizability of results are compared. aNote that the phylo-
genetic distance between some large animal model species, such as domestic artiodactyls (which include cattle and pigs) and humans is larger 
than that between rodents and humans (Varga, 2012), whereas they may share more anatomical and physiological similarities with humans than 
rodents (Bähr and Wolf, 2012). Source: Modified from van der Staay, F.J., Arndt, S.S., Nordquist, R.E., 2009. Evaluation of animal models of neurobehavioral 
disorders. Behav. Brain Funct. 5, 11., Fig. 4.
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An advantage of measuring multiple variables is that 
more information can be gained from a study, without 
increasing the number of animals needed (see Fig. 3.9 
for a hypothetical example, which, however, is inspired 
by Antonides et al., 2015a). The approach may be con-
sidered as contributing to Refinement and Reduction ac-
cording to the principles of the 3Rs.

In an attempt to reduce the number of animals em-
ployed in experimental studies, one may decide to reuse 
animals. Reuse may refer to using animals in one particu-
lar study in successive experiments to address addition-
al scientific questions within the study or in successive 
studies that may address scientific questions unrelated 
to those of the first study. The gain of information must 
be weighed ethically against an increase of discomfort 
that the animal may experience, as must be any reuse of 
the same animals in subsequent studies. Festing (1998) 
cautions against possible welfare consequences of the 
wish to reduce animal use, for example, through exces-
sive reuse of animals. Such a practice may threaten the 
animal’s welfare, depending on the discomfort caused 
by each of the tests employed. The reuse of animals has 
a number of advantages and disadvantages (Table 3.1).

16 NEED TO CORRECT FOR MULTIPLE 
COMPARISONS?

Without doubt, there is a higher probability of false 
positive results in studies with multiple dependent vari-
ables. On the statistical level, multiple read-out variables 
and multiple testing in the same study (Fig. 3.9) imply 
that the P-values must be corrected for multiple compar-
isons, that is, that the P-value for accepting the alterna-
tive hypothesis (incorrect rejection of the null hypothesis) 
becomes more stringent. Consequently, when perform-
ing a large number of statistical tests of significance, a 
correction for multiple testing (e.g., the Bonferroni cor-
rection for multiple testing) must be applied. This ap-
proach, however, leads to a loss of sensitivity (Benjamini 
et al., 2001; Storey, 2002). Therefore, a more sophisticated 

approach, such as controlling the “false discovery rate” 
(FDR) is indicated (Benjamini and Yekutieli, 2001).

In studies with an exploratory character, all differenc-
es/correlations with associated probabilities <0.05 are 
considered, without making provisions for multiple test-
ing through applying a Bonferroni correction or control-
ling the FDR (Bender and Lange, 2001; Sainani, 2009).

17 REPLICATION STUDIES

The risk of false positive results for the main 
question(s) of a study (e.g., does an experimental in-
tervention affect working memory and/or reference 
memory performance in a cognitive holeboard task, 
 Antonides et al., 2015a,b), is unaffected by analyzing 
additional variables obtained from the same subjects. 
These ancillary variables may provide valuable informa-
tion about the study (Gaines Das, 2002) and thus may 
help to understand and discuss the results of a study. 
The additional variables measured might be treated as 
“exploratory.”

Subsequent replication studies must be performed to 
corroborate the effects found in the exploratory studies 
(van der Staay et al., 2010), that is, the repeatability and 
robustness of findings across studies should be investi-
gated. One should consider all findings as tentative, until 
they have been corroborated in additional, independent 
studies (Feise, 2002; van der Staay et al., 2010). Replica-
tion studies help to determine the generalizability of pre-
vious findings (van der Staay et al., 2010). These studies 
should, however, not be exact replications. Instead, they 
should be extended replications (partial, systematic or 
differential, conceptual, or quasireplications; van der 
Staay et al., 2010). Extended replications are based on a 
wider notion of replication, namely the repetition of a 
test of a hypothesis or a result of earlier work with dif-
ferent methods (Schmidt, 2009).

In “partial” replications (slight) procedural modifica-
tions are introduced whereas all other aspects closely 
mimic the original study. “Conceptual replications” 

FIGURE 3.9 Example of multiple readouts (dependent variables) in a single animal experimental study. After chronic exposure to stressors, 
pigs are subjected to behavioral tests of emotion and cognition, each of which may reveal a large number of measures. In addition, saliva, blood, 
and hair samples are collected to determine stress markers ex vivo. The animals are sacrificed at the end of the study, and brain and organ samples 
are taken for a variety of analyses, for example, for assessing the correlation between stress markers and cognitive performance.
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investigate the same relationships/constructs as the 
original study, using different procedures. “Systematic 
or differential replications” induce variations in major 
independent variables, for example, in rearing, housing, 
and/or test conditions, or gender. This type of replica-
tion may even extend to seminatural or natural environ-
ments. In “quasireplications” species different from the 
one used in the original study are tested (Palmer, 2000). 
Quasireplications are often performed using large ani-
mal models to fill the gap between rodent studies and 
humans.

For example, in a study addressing the effects of dif-
ferent levels of environmental enrichment, all animals 
undergoing the same level of environmental complexity 
may be housed in the same cage/pen/enclosure. Under 
this condition, of course, the level of environmental en-
richment cannot be manipulated per individual animal 
(Fig. 3.4, panel B). Comparing the effects of experimen-
tal manipulations in wildlife populations in different 

 territories or in groups of animals in different zoos suf-
fers from the same restriction.

18 IDENTIFICATION OF POSSIBLE 
CONFOUNDS

“A primary function of research design is to maximize 
the validity of the conclusions (…), i.e. to minimize the 
number of alternative hypotheses that are consistent 
with the data.” (Altmann, 1974, p. 15). A main  purpose 
of designing the experimental conditions is the identifi-
cation and marginalization of the influence of confound-
ing variables (MacVittie, 2014), for example, through a 
systematic inventory of the factors that affect an animal 
during its life that may affect its behavior in a study 
 (Hendrick, 1991) (Fig. 3.10, panel A). Unfortunately, some 
of these putative confounds are not under control of the 
experimenter, and their effects may remain  undetected 

FIGURE 3.10 Factors affecting results of animal experimental studies, and how to control them. Variations in responses to experimental 
conditions are caused by the interplay between the phenotype and the effects of the response-eliciting proximate environment that in turn consists 
of the testing environment and testing procedures (Nomura et al., 2008; Russell and Burch, 1959). Source: Modified from van der Staay, F.J., Arndt, 
S.S., Nordquist, R.E., 2014. Developing mouse models of neurobehavioral disorders: when is a model a good model? In: Pietropaolo, S., Sluyter, F., Crusio, W.E. 
(Eds.), Behavioral Genetics of the Mouse, vol. 2. Cambridge University Press, United Kingdom, pp. 3–17.
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or defy statistical control, that is, their  contribution to 
test results cannot properly be estimated.

Other factors are part of the proximate experimental 
environment (Gáspár et al., 1991; Fig. 3.10, panel B). Al-
ready more than half a century ago, Russell and Burch 
(1959) directed attention to the role of the testing envi-
ronment and testing conditions, using the concept called 
“dramatype.” More recently, these thoughts were adopt-
ed in the elaboration of the concept of “response action 
pattern” by Nomura et al. (2008).

Both concepts—“dramatype” and “response action 
pattern”—are poorly defined, nor have they broadly 
been adopted by animal behavioral scientists. According 
to Hino (2004), they stand for how the animal presents 
itself in the experiment as evidenced by the test results 
derived from it. Nevertheless, this concept has focused 
attention on the general and specific proximate environ-
ment of an experiment (Fig. 3.10, panels A and B, and 
Fig. 3.11).

In brief, both concepts act on the assumption that 
the variations in responses to experimental conditions 
are caused by the interplay between the phenotype and 
the effects of the response-eliciting proximate environ-
ment that in turn consists of the testing environment 
and testing procedures (Nomura et al., 2008; Russell and 
Burch, 1959). Since even slight variations in the proxi-
mate environment may affect the results of an experi-
ment, it is important to identify, and eventually control 
these factors (Fox, 1986; Russell and Burch, 1959; van der 
Staay et al., 2010, 2014). Schellinck et al., 2010 summa-
rized the potential confounding factors in mouse stud-
ies. Many of these factors may also act as confounds in 
animal studies using other species than the mouse. Re-
cently, Nevalainen (2014) directed attention to the effects 
of laboratory animal husbandry praxis as an  integral 

part of the experimental design. It can cause major in-
terference with the results, whereas these influences 
can easily be overlooked (Fig. 3.11). If these confounds 
are undetected but relevant for the test scores obtained, 
then only robust effects may be detectable (van der Staay 
et al., 2010), or the study may yield false positive or false 
negative results.

The genetic makeup of the experimental animal is rel-
atively stable and thus controllable; in particular if ani-
mals with a defined genotype are used, such as inbred 
strains or the first filial generation (F1) form crossings 
between inbred strains. However, even then they may 
be subject to epigenetic modulation. The environment is 
less well controllable and subject to change (Hino, 2004).

For studies using large animal model species, avail-
ability of inbred strains is still extremely limited (Fang 
et al., 2012; Meurens et al., 2012). Developing inbred 
strains in farm animals, that is, strains established by 
brother by sister mating for 20 or more consecutive gen-
erations (Staats, 1976) can be a long-standing undertak-
ing, in particular due to the slow succession of genera-
tions in many large species (Bähr and Wolf, 2012).

19 EFFECTS OF OBESITY ON 
EXPERIMENTAL RESULTS

A putative intervening variable in animal experimen-
tal research, that has been neglected, is obesity in the 
experimental animals. Martin et al. (2010) discussed the 
effects of obesity in laboratory rodents on the results of 
scientific experiments. Instead of moving around and 
foraging during the major part of the period of wakeful-
ness, rodents in the laboratory live in a very restricted 
area, with food and water available ad libitum. Under 

FIGURE 3.11 Factors affecting experimental results (Fig. 3.10B). Factors are, for example, (A) housing conditions and animal care routines, 
(B) maternal care, (C) weaning and mixing, (D) transport from breeder to animal laboratory, (E) construction clatter due to structural alteration 
works in the building housing the laboratory, (F) change of experimenter during testing, (G) order of testing animals housed in the same cage 
(Arndt et al., 2009; Takao et al., 2016). Note that, although a factor may have affected the experimental animals during a narrow time period, its 
effects may extend into the testing phase.
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these conditions, they are overweight to obese. A direct 
consequence is that laboratory rodents may develop 
insulin resistance, hypertension, and that their life ex-
pectancy is reduced (Gibbs and Smith, 2016), compared 
with animals living in a larger enriched cage, fed a re-
stricted diet where food is provided intermittently. Re-
stricted feeding retards the development of neurological 
disorders (e.g., Parkinson’s and Huntington’s disease), 
compared with overfed conspecifics. Also, the brains of 
overfed rodents may be more vulnerable to stroke and 
traumatic brain injury. All these factors may affect the 
outcome of drug testing and may contribute to a lack or 
translatability of results to humans (Martin et al., 2010) 
and consequently, overfeeding and obesity should be 
avoided.

In particular commercial pigs and minipigs (Fig. 3.12) 
are also prone to obesity if fed ad libitum (making them 
interesting animal models in obesitas research, Johan-
sen et al., 2001; Koopmans and Schuurman, 2015). Even 
more pronounced this is also true for the parental lines 
of broiler chickens. To control their weight gain and to 
avoid obesity-associated problems, these birds are kept 
on a strict and severe diet. Until they reach adulthood, 
they are fed ≤50%, then approximately 90% of the quan-
tity that they would consume if feed were available ad 
libitum [broiler breeder may be interesting for studying 
(abnormal) regulation of feed intake, Buzała et al., 2015; 
D’Eath et al., 2009; Richards et al., 2010]. This may lead to 
similar effects as discussed for rodent studies. Therefore 
controlled restricted feeding to prevent obesity is indi-
cated in minipigs (Bollen et al., 2005; Boonen et al., 2014). 
Restricted feeding can induce a chronic sensation of hun-
ger that may reduce welfare, but not health (Bollen and 
Ritskes-Hoitinga, 2007). However, the sensation of hun-
ger per se does not impair welfare: it is a natural moti-
vational state that triggers foraging and eating behavior 
(Tolkamp and D’Eath, 2016). Therefore contrary to the 
Farm Animal Welfare Council (FAWC, 2103) that defined 
welfare as, among others, “freedom from hunger and 

thirst”, we assume that animal welfare is not at stake as 
long as an animal can adequately react to hunger, thirst, 
or incorrect food (Ohl and van der Staay, 2012).

20 TESTING UNDER UNIFORM 
CONDITIONS IN THE LABORATORY 

VERSUS TESTING IN A 
HETEROGENEOUS ENVIRONMENT, 

SUCH AS A FARM

If experiments are not highly standardized, envi-
ronmental influences, in particular the proximal en-
vironment of the experiment, are probably the major 
source of variation between experiments (Nomura 
et al., 2008). This may reduce the replicability of results 
(van der Staay et al., 2010) within and between laborato-
ries (Fig. 3.13).

The reason why setup 1 in Fig. 3.4, panel B is not con-
sidered appropriate is that pen or cage may act as con-
found. “For example, if one cage held all the control ani-
mals and another all the animals treated with some test 
substance and a difference was found between the means 
of the two cages for some character of interest, this might 
be due to the effect of the treatment, or it might be be-
cause the animals in one cage had been fighting, or had a 
sub-clinical infection not found in the other cage. In such 
cases any treatment effect is “confounded” or inextrica-
bly mixed with an environmental effect.” (Festing, 2011, 
p. 3). Unfortunately, this is a procedure that is used in a 
large proportion of animal experimental studies, either 
because this is common use in a laboratory [especially in 
research using (mutant) mice as subjects and in research 
in which rodents are kept in ventilated cages], or because 
of space restrictions, for example, in biomedical studies 
using large animals, such as farm animals.

When deciding which experimental setup to choose—
more pens with fewer animals or fewer pens with more 
animals, or many pens with many animals of which only 
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FIGURE 3.12 Minipigs are prone to becoming obese. The left panel shows a lean and an obese minipig side by side. The right panel shows 
group housing of Göttingen minipigs. Source: Photographs courtesy Ellegaard Göttingen Minipigs, DK.
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one serves as experimental animal (Fig. 3.4, panel B)—
two sources of (uncontrolled) variation may affect the 
results:

1 between pen variation (Demétrio et al., 2013), 
which may be experimentally controlled by strict 
standardization of housing and testing conditions, and

2 between animal within-pen variation (Demétrio 
et al., 2013), which may be controlled by random 
assignment or random matched assignment of 
animals to the pens/conditions, on characteristics 
that might imbalance the groups, such as the weight 
of the animals, age (which often correlates with 
weight), or the sex ratio in the group.

Consequently, experimental control through strict 
standardization (van der Staay, 2006; van der Staay and 
Steckler, 2002; van der Staay et al., 2009, 2010) may in-
crease the confidence in the conclusions drawn from an 
experiment. Unfortunately, this problem is more com-
plex and the setup of an experiment depends on whether 
the expected effects are large or small, and on the desired 
degree of generalizability of results (Fig. 3.13).

21 TRAINING AND TESTING MAY ACT 
AS ENVIRONMENTAL ENRICHMENT

Coleman et al., 2013 distinguish between different 
classes of enrichment, among them social, physical, food, 
sensory, and occupational enrichment, the latter includ-
ing mental activity and training). If, for example, train-
ing and testing act as (cognitive) enrichment, they may 
overshadow the effects of experimental manipulations, 
such as housing in barren versus enriched environments 

(Grimberg-Henrici et al., 2016; Westlund, 2014a,b). Cog-
nitive enrichment may improve animal welfare (Boissy 
and Lee, 2014; Boissy et al., 2007; Špinka and Wemels-
felder, 2011). It may also ameliorate disease-associated 
cognitive deficits, similar to the effects of environmental 
enrichment. More research is needed to learn about the ef-
fects of (extended) behavioral training and testing. To cir-
cumvent this putative confound in large animal models of 
neurobehavioral deficiencies, new, short-lasting cognitive 
tests are urgently needed, that do not necessitate extend-
ed training before testing can start (Roelofs et al., 2016).

22 MODELING EARLY LIVE EVENTS 
THAT AFFECT SUBSEQUENT 

DEVELOPMENT

Large animal models may be especially suited for 
investigating long-term effects of pre-, peri-, and early 
postnatal adverse events on functioning later in life, 
for example, events that might adversely affect (brain) 
development (see also Chapter 39), which is already 
vulnerable during gestation. The gestation length is 
approximately 21 days in rats, varies between 142 and 
152 days in sheep, is approximately 115 days in pigs, 
and 280 days in humans (Fig. 3.14). Moreover, within 
the framework of neurobiological investigations on fac-
tors affecting early brain development, rodents deviate 
more from humans than, for example, pigs and sheep. If 
a study aims to investigated the effects of putative ad-
verse factors on brain development during its most vul-
nerable period, the brain growth spurt, then pigs are es-
pecially suited as model for humans. The growth spurt 
in pigs starts prenatally and peaks around birth, similar 

FIGURE 3.13 Consequences of strict standardization versus heterogenization of the experimental environment for the detection of effects 
of experimental manipulations. Highly standardized conditions can be realized in a laboratory setting, whereas, for example, experiments on 
farm are more likely performed under heterogeneous (and less well controllable) environmental conditions.
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to that in humans. On the other hand, the growth spurt 
in sheep starts and peaks much earlier during preg-
nancy, and in rodent species, such as rats it starts after 
birth (Dobbing and Sands, 1979). Using more advanced 
techniques, this proposed timing of events in brain de-
velopment seems generally to be corroborated (Clancy 
et al., 2001). Clancy et al., 2007 created a website that en-
ables fast comparison of neurodevelopmental stages in 
a number of mammalian species (unfortunately, chick-
ens and pigs are not included).

23 BRAIN INFARCTION, HEMORRHAGE, 
TRAUMATIC BRAIN INJURY

Large animal models have proven relevance in re-
search on brain infarction, hemorrhage, and traumatic 
brain injury. Cai and Wang (2016), Mehra et al. (2012), 
and Mergenthaler and Meisel (2012) compared the ad-
vantages and disadvantages of using rodent versus 
large animal models for studying stroke. Duhaime 
(2006) performed a similar comparison for models of 
traumatic brain injury. Regional imaging techniques, 
such as nuclear magnetic resonance spectroscopy and 
imaging, and functional imaging, are easier to perform 
in large gyrencephalic animals, that is, in animals with 
a cerebral cortex that has convolutions (gyri). Also, ad-
vanced physiological monitoring can repeatedly and si-
multaneously be performed, eventually supplemented 
with neurological examinations, neurobehavioral tests, 
and neurochemical and neuropathological analyses 
(Traystman, 2003). Many techniques to induce infarc-

tion [e.g., middle  cerebral  artery occlusion (MCAO), 
Platt et al., 2014], hemorrhage (James et al., 2008), and 
traumatic brain damage (Margulies et al., 2015) have 
been developed. Large animal models may be especial-
ly suited to assess the effects of early (neonatal) stroke 
(Duhaime, 2006) and traumatic head injury (Friess 
et al., 2007, 2009).

24 AGING AND AGING-RELATED 
DISEASES

Aging research using large (farm) animal species may 
not easily be realized. For farm animal species, the antici-
pated average life is unknown, and estimates are based 
on anecdotal evidence at the best (Fig. 3.14). Aged pet ani-
mals could provide an alternative. With their owners con-
sent, these animals could be used in noninvasive and no-
naversive studies to assess naturally occurring age-related 
and/or disease (e.g., beta amyloid pathogenesis)-related 
neurobehavioral dysfunctions and putative therapeutic 
 options to treat them (e.g., dogs, Martin et al., 2011).

Combined with an Animal donor codicil (Faculty 
 Veterinary Science, University Utrecht, 2016), this ap-
proach may even make postmortem examinations 
possible. This approach, arguably, would only be ap-
plicable for a restricted number of research questions 
because it largely depends on the cases presented in a 
veterinary practice, the willingness of the pet owner to 
allow  scientific investigations on his/her animal, the 
existence of a signed codicil, and timely offering of the 
dead  animal to the research institution. Postmortem MRI 

FIGURE 3.14 Brain growth spurt in rats, sheep, pigs and humans. Whereas the brain growth spurt in rats occurs after birth, it starts before 
birth in sheep, pigs and humans, and pigs. Note that the timing of events between conception and birth within species is quite invariable, but may 
vary considerably between breeds and individuals within breeds of pigs and sheep postnatally. Also in humans, the variability is large postnatally. 
Rats can be considered as postnatal brain developers, sheep are prenatal brain developers, whereas pigs and humans might be categorized as peri-
natal brain developers, with the strongest brain growth spurt peaking around birth (Dobbing and Sands, 1979). Note that for proliferation, syn-
aptogenesis, subplate neurons and myelination of rats, sheep and humans, a similar overview is given by Yager (2004, Fig. 3.1, p. 33). The natural 
life expectancies of pigs and sheep have not systematically been documented and are therefore estimates primarily based on anecdotal evidence.
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and other  suitable techniques may then provide insight 
into the brain tissue integrity (Dawe et al., 2016). This 
approach may allow to investigate the effects of sex, age, 
strain, and comorbidities, to name a few. Although this 
approach can be considered as “Reduction” in the spirit 
of the 3Rs, as it spares laboratory animal use (Russell 
and Burch, 1959), many putative intervening variables 
cannot properly be controlled (Fig. 3.11).

25 TRANSGENIC LARGE ANIMAL 
MODELS

The development of techniques for experimentally 
manipulating genes gave a boost to the use of mice in 
biomedical and translational research. Newly developed 
and validated techniques for manipulating genes in 
large animal model species (Aigner et al., 2010; Bähr and 
Wolf, 2012; Klymiuk et al., 2012), in particular swine, could 
stand at the cradle of developing sophisticated, translat-
able large animal models of human  disease. Transgenic 
pig models of neurodegenerative diseases, such as Hun-
tington’s disease (Baxa et al., 2013),  Parkinson’s  disease, 
and Alzheimer’s disease are under development or have 
been developed (Holm et al., 2016). The development of 
inducible gene expression in large model animal spe-
cies is a further milestone for deriving at relevant and 
translational biomedical models (Klymiuk et al., 2012) of 
 human diseases.

26 DISCUSSION

26.1 State of Large Animal Model Development 
and Research

Appropriate animal experimental studies can contrib-
ute to unraveling mechanisms and processes underlying 
human diseases, and to detecting and developing puta-
tive therapeutics for the treatment of these diseases. Re-
cently, the lack of translatability of animal experimental 
studies to humans has severely been criticized. “(...) live-
stock models have been underutilized in translational 
research. This has been partially due to the slow realiza-
tion of their advantages and value and to the perceived 
expense and difficulty of using livestock models.” (Roth 
and Tuggle, 2015, p. 5).

Can large animal models fill the gap between rodent 
studies and clinical testing in humans? For example, in 
stroke research, lissencephalic rodents are generally used, 
rather than gyrencephalic species (Fig. 3.2). The brains of 
gyrencephalic species show a greater resemblance with 
the human brain (Gribkoff and Kaczmarek, in press).

We are just beginning to appreciate the value of large 
animal model species for biomedical research and for 

gaining insight into disease processes and their cure. The 
available knowledge about a putative animal model spe-
cies is a determining factor in the choice of using this spe-
cies (Clancy et al., 2007). Also, available information that 
helps to closely compare results between species (preferen-
tially including humans) affects the selection of an animal 
model species. Comparative studies provide valuable in-
formation to close this gap (Clancy et al., 2007; de Vere and 
Kuczaj II, 2016; MacLean et al., 2012; Workman et al., 2013) 
and facilitate interpretation and generalization of results.

26.2 Factors Specifically Associated With Large 
Animal Models

False positive or negative findings may be caused by 
use of an inappropriate animal model (Belzung and Lem-
oine, 2011; van der Staay, 2006; van der Staay et al., 2009), 
an inappropriate experimental design, and/or inappro-
priate statistical analyses. In principle, the criteria with 
respect to the reliability and validity of rodent models 
also apply to large animal models. However, researchers 
using large animal models are confronted with practical 
questions, which are related to the specific infrastructure 
needed, such as space for housing and testing the ani-
mals. These practical problems and their solutions may 
also raise methodological/scientific questions, such as 
about the experimental unit, the reuse of animals in or-
der to reduce the number of animals needed and/or to 
collect as much information as possible from a study.

Provided an appropriate animal model was used and 
effects of an experimental intervention were demonstrat-
ed, then replicability of result may be compromised by 
differences in the proximal experimental conditions in 
subsequent studies (van der Staay et al., 2010). We have 
proposed a replication strategy to corroborate (and ex-
tend) experimental findings (van der Staay et al., 2010), 
depending on the type of replication (Nuzzo, 2014).

In this chapter, we focused on methodological and 
practical considerations with respect to the development 
and application of large animal models for biomedical 
research and for human neurobehavioral and psychi-
atric disorders. A number of these considerations may 
also be relevant for rodent models, and as such are not 
specific and unique for large animal models. However, 
because large animal models need an infrastructure for 
performing studies that cannot be delivered by the stan-
dard rodent housing and testing facilities, many of the 
points raised in this chapter are of special relevance for 
studies using large animal model species.

26.3 Small Sample Sizes and Reuse of Animals

Owing to the infrastructure needed and higher costs, 
group sizes in experiments using large animal mod-
els are generally small. Reduction of animal use is one 
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of the principles of the 3Rs (Russell and Burch, 1959). 
 However, these principles are not objectives in itself, but 
directed by the goal of the experiment. This set of princi-
ples should not restrict the validity and generalizability 
of results by, for example, reducing the number of sub-
jects per treatment group to such an extent that an ex-
periment becomes underpowered (Button et al., 2013). 
Such underpowered experiments, that is, experiments 
designed with a too small number of animals, run an 
increased risk of failing to detect an effect of the treat-
ment (false negative result) or to detect an effect that es-
sentially is a chance finding (false positive result) (Eisen 
et al., 2014). Consequently, the animals in underpowered 
experiments have been used/sacrificed unnecessarily. 
This type of studies thus only contributes to increasing 
the number of subjects needed to answer a question sci-
entifically because additional (and better) experiments 
with sufficient statistical power will be required.

On the other hand, reuse of animals reduces the num-
ber of animals for animal experimental studies. Repeat-
ed testing within a study can be considered as a special 
variant of reuse of animals. This approach introduces an 
extra dimension, namely within subject comparisons, 
sometimes on a timeline (e.g., progress of learning across 
training sessions; changes due to aging processes, due to 
therapeutic interventions, etc.).

26.4 Practical and Methodological Consequences 
of Mandatory Group Housing

Farm animals, such as chickens, sheep, goats, and pigs 
are social, living in groups, often with a well-established 
hierarchy (Estevez et al., 2007). Testing of group-housed 
animals consists of separating one group member at the 
time from the group, and returning it to the group after 
testing. It has been shown in group-housed mice, that 
sequential removal of an individual for testing and rein-
troduction into the group may have adverse effects, such 
as stress or anxiety (Arndt et al., 2009; Takao et al., 2016). 
Similar effects might be expected to occur in large social, 
group-housed farm animals, such as sheep, goats, and 
pigs (although systematic studies about this topic in us-
ing farm animals are still missing). Minimizing the effects 
of testing outside the group may necessitate extensive 
habituation of the animals to the housing conditions, the 
experimenters, the testing environment and the test pro-
cedures (Antonides et al., 2015a). Some of these factors 
are depicted under “general proximal environment and 
“specific proximal environment” in Fig. 3.10, panel B).

26.5 Multiple Readout Parameters

For a better understanding of an animal’s behavior 
in a test, but also to derive maximal advantage of ex-
periments with large animal species, we may need to 

consider multiple variables, which may represent mul-
tiple underlying mechanisms, such as learning, mem-
ory, motivation, and sensorimotor capacities (Kapadia 
et al., 2016; van der Staay et al., 2012). Many behavioral 
tests yield more than one read-out parameter. For ex-
ample, holeboard-type tasks may provide dependent 
parameters that reflect different components of spatial 
memory, such as working and reference memory, or the 
food search strategy adopted, the animal’s motor abili-
ties and their motivation (van der Staay et al., 2012). 
More than one readout parameter may necessitate cor-
rection for multiple measurements, that is, the P-values 
may be corrected to more stringent testing of effects.

26.6 Advantages and Disadvantages of Using 
Large Animal Models

Using large animal models has a number of advan-
tages and disadvantages both at the scientific and the 
practical level (Rand, 2008). Is should be noted, that the 
subsequent lists of advantages and disadvantages are 
not exhaustive. Depending on future developments, 
more items may be listed or items may be delisted be-
cause problems may be solved.

Advantages of the use of farm animals as model 
 species:

• Larger farm animal species (e.g., pig, sheep) show 
a closer resemblance to humans (size matters) with 
presumably higher translational value than the usual 
rodent models, although the phylogenetic distance 
between large animal model, such as domestic 
artiodactyls (which includes cattle and pigs) and 
humans is larger than that between rodents and 
humans (Varga, 2012) (Fig. 3.8). This also holds true 
for the phylogenetic distance between Galliformes 
(e.g., chickens, junglefowl, turkeys, quails, and 
pheasants) and humans (Maximino et al., 2015). 
However, large model animal species may be more 
similar to humans than rodents in many respects 
(e.g., physiology, anatomy) (Gieling et al., 2011b). 
Mammalian large model species may more faithfully 
replicate human disease than do rodent species 
(Pinnapureddy et al., 2015).

• Many large animal model species have larger, 
gyrencephalic brains, in which the cerebral cortex 
has convolutions formed by gyri and sulci, than 
the commonly used rodent species, which have 
lissencephalic brains, in which the cerebral cortex is 
smooth, without gyri and sulci (Figs. 3.2 and 3.8). 
Gyrencephalic brains are generally larger than 
lissencephalic brains and thus provide higher 
resolution images using, for example, imaging 
techniques, such as MR, positron emission 
tomography, and CT scanners (Mehra et al., 2012).
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• Large farm animal models may serve as “second 
species” in preclinical drug development, in particular 
in risk assessment studies (Hasiwa et al., 2011), filling 
the gap between rodents and humans. Minipigs, for 
example, may replace dogs as frequently used species 
in risk assessment studies (e.g., safety pharmacology, 
toxicology, Bode et al., 2010; Forster et al., 2010c; 
Swindle et al., 2012; Vamathevan et al., 2013; van der 
Laan et al., 2010). As far as prenatal development is 
concerned, chickens may also be useful for safety 
studies (Bjørnstad et al., 2015).

• Large animals may be used in comparative 
approaches to identify and characterize differences 
and similarities between various species. “The 
standard model species represent a vanishingly 
small percentage of the total biological diversity.” 
(Brenowitz and Zakon, 2015, p. 273). “Convergence 
on selected model species often carries an implicit 
assumption that mechanisms observed in one species 
are characteristic of all related species. A focus on 
any single species, however, fails to encompass the 
diversity of mechanistic adaptations present in even 
closely related species that differ behaviorally.” 
(Brenowitz and Zakon, 2015, p. 274).

• The number of behavioral tests for assessing emotion 
and cognition in a number of farm animal species 
is increasing (Gieling et al., 2011a; Kornum and 
Knudsen, 2011; Murphy et al., 2014).

• Generalizability and translatability of results may 
increase through replication studies with other 
species than the rodent species that most likely were 
used previously (van der Staay et al., 2010).

• Nearly unrestricted availability of a large number 
of species/strains from controlled suppliers and 
well-defined sources (e.g., for Göttingen minipigs see 
Simianer and Köhn, 2010).

• Unlike rodent studies in which experiments are 
short lasted because of the short life expectancy, 
experiments with large animal models can be long 
lasting. This allows performance of longitudinal 
studies in, for example, the area of gene therapy 
(Casal and Haskins, 2006).

• Large animal model species, such as chickens 
(approximately 275 eggs per layer hen per year) and 
pigs (approximately 30 piglets per sow per year) 
produce many progenies.

• Special miniature pig and commercial pig breeds 
are available for biomedical research (Smith and 
Swindle, 2006) with known/controlled health 
status [e.g., conventional, specific pathogen free, 
or gnotobiotic, that is, germ-free or formerly germ-
free animal with fully defined composition of its 
associated microbial flora (Miniats and Jol, 1978)].

• Higher level of acceptance of general public—in 
particular if farm animals are used as large animal 

model instead of primates or pet animals, such as 
cats and dogs (Hagen et al., 2012; Ormandy and 
Schuppli, 2014; van der Staay et al., 2009) (Fig. 3.8). 
Moreover, farm animals may be returned to the food 
chain for human consumption provided they were 
not treated with compounds that might endanger the 
human consumer.

• Studies using large model animal species extend 
knowledge about farm animals that may be relevant 
for farm animal health and welfare (Reynolds 
et al., 2009).

Large animal models are less well established than 
rodent models. This entails some disadvantages, in par-
ticular caused by gaps in our knowledge, such as lack 
of comprehensive ethograms. A number of the listed 
disadvantages are expected to dissipate with increasing 
experience and use of these models:

• Less “historical” data are available for large farm 
animal model species than for “classical” model 
species [e.g., rodents (efficacy, safety, toxicology), 
dogs (safety)], although relevant information 
is increasingly available for pigs (in particular 
Göttingen minipigs) in risk assessment (teratology, 
toxicology) research (Swindle et al., 2012).

• Lack of external funding opportunities for 
research and technological development (Chiba 
et al., 1994; Golden et al., 2012; Ireland et al., 2008; 
Reynolds, 2009; Roberts et al., 2009).

• Lack of validated models, that is, models that have 
survived a validation process (van der Staay, 2006; 
van der Staay et al., 2009).

• Lack of validated tests (e.g., for pigs reviewed by 
Gieling et al., 2011a; Murphy et al., 2014).

• Lack of test equipment; only very few commercial 
suppliers offer test equipment for large animals; 
testing equipment very often is custom made (see 
also Chapter 39). Special demands regarding the 
testing equipment, for example, pig-proof apparatus 
(e.g., barn builders have expert knowledge for 
constructing pig-proof equipment).

• The current education of scientists and technicians 
is “rodent” centered (Libby, 2015). Using large 
model animal species increases the need for trained 
technicians.

• Large model animal species require special housing 
conditions, such as large stables and pens. Nearly all 
farm animal species are social (Estevez et al., 2007), 
requiring group housing.

• Associated with group housing in cages/pens is the 
issue of “experimental unit” (Fig. 3.6 and 3.7).

• Studies using large-animal models may be more 
expensive than studies using rodent models (e.g., 
purchase of the animals, housing facilities, testing 
equipment).
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• Many large animal model species grow fast (e.g., 
the daily weight gain of pigs in the grower-
finisher period: approximately 800–1000 g, Pardo 
et al., 2013; Vautier et al., 2013, and the brain 
volume of pigs doubles between 2 and 24 weeks 
of age, Conrad et al., 2012). Moreover, the high 
body mass in adulthood, for example, in pigs 
(Lind et al., 2007) may thwart their handling, drug 
administration (voluntary oral administration may 
be preferred, Turner et al., 2011), and behavioral 
testing.

• Compared with rodent research, large amounts 
of investigational drugs are needed when testing 
efficacy, safety, and toxicology in large animal 
models. In neuropharmacological research, it 
is worthwhile to investigate whether this may 
eventually be solved by intracerebroventricular 
(ICV) administration of centrally acting drugs. 
Such an approach may also prevent development 
of peripheral side effects. A disadvantage of ICV 
injections is the need to supply the animal with a 
cannula (Yao et al., 2014), which will need surgical 
interventions (e.g., stereotaxic placement), and 
which, in fast-growing species, eventually may grow 
out if implanted before they are full grown.

• One of the largest risk factors for many human 
diseases is aging (Harman, 1991; Niccoli and 
Partridge, 2012). Unfortunately, the life expectancy 
and longevity of large animal model species has 
not yet been documented well, but appears to be 
much higher than that of rodent species, making 
aging research with large animal models less 
feasible (Mitchell et al., 2015) (Fig. 3.14). Avian 
species, such as chickens are estimated to have a life 
expectancy considerably exceeding that of equally 
sized mammals (Holmes et al., 2001a; Wasser and 
Sherman, 2010).

Summarizing, existing models need to be modified 
to better serve their goals and new models need to be 
developed. They must undergo rigorous evaluation 
to ascertain their reliability and validity (Belzung and 
Lemoine, 2011; van der Staay et al., 2009). They must 
also measure up to high standards of preclinical evalu-
ation to improve and ensure their translational value. 
“There is no single, perfect animal model that can 
completely predict the outcome of clinical trials. The 
challenge is to collect relevant and sufficient informa-
tion from as many models as are required to make an 
informed decision regarding the potential benefits and 
risks to patients.” (Cibelli et al., 2013, p. 274). We are 
not advocating the use of large animal models instead 
of rodent models. We advocate use of the animal model 
that best suits the aim of a study and that best informs 
the researcher.
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1 INTRODUCTION

Cataract is the leading cause of blindness worldwide 
and accounts for approximately half of all forms of vision 
loss (Bourne et al., 2013). Currently, the only way to treat 
cataracts is by surgery. However, with an aging popula-
tion and an increase in the number of people affected by 
diabetes, the demand for surgery and the need for cost-
effective alternative solutions are growing exponentially. 
To reduce the need for cataract surgery, alternative medi-
cal therapies to delay cataracts are urgently required, as it 
has been predicted that delaying the onset of cataract by 
10 years will halve its incidence (Brian and Taylor, 2001).

Research with human tissue offers the best possibili-
ties of designing an anticataract therapy that is effec-
tive in humans. Unfortunately, there are a myriad of 
difficulties associated with working with human donor 
lenses. This includes the limited availability of human 
donor lenses and intact cataractous lenses, the narrow 
age range, postmortem delay between death and tissue 

processing, and the inherent variability between donors 
(genetic variation, systemic disease, cause of death, ex-
posure to environmental risk factors). As a result, this 
has led to researchers to turn to animal models of lens 
cataract to investigate the mechanisms underlying cat-
aract formation and to test the efficacy of therapies for 
their potential use in humans.

There is a large number of animal models currently 
in use, and with the uptake of transgenic technologies, 
this number is increasing. These models have been used 
to either study the cataract pathogenesis or to trial anti-
cataract therapies with the long-term view to reduce the 
incidence of cataract in humans. While one experimental 
system cannot entirely replicate the cataract process in 
humans, investigators need to be mindful of selecting an 
appropriate animal model. However, it is often unclear 
what form of human cataract these animal models are 
trying to replicate.

As a recent review has assessed and evaluated animal 
models for studying age-related nuclear cataract (Lim 
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et al., 2016), the aim of this chapter is to focus on identi-
fying the most appropriate animal models for studying 
diabetic cataract. To do this, we will describe reported 
changes in human diabetic lenses in terms of lens physi-
ology, cellular structure, and biochemistry, and then use 
this set of parameters to determine which animal models 
are the most appropriate for mimicking the cataract pro-
cess in humans.

2 CATARACT TYPES

Clinically four main forms of lens cataract are recog-
nized in humans. Three of these: nuclear, cortical, and 
subcapsular are named on the regions in the lens where 
the light-scattering cataract first originates (Fig. 4.1). 
While the light scattering normally originates in one of 
these three regions of the lens, over time, the cataract 
may spread to other lens regions to produce a mixed-
cataract phenotype, the fourth major class of cataract.

Of these four subtypes of cataract, nuclear cataract 
is the most common (Age-Related Eye Disease Study 
Research Group, 2001). Age is the major risk factor for 
nuclear cataract formation and accounts for 50% of the 
total cataract cases. Age-related nuclear (ARN) cataract 
is characterized by the depletion of the antioxidant glu-
tathione (GSH) in the lens nucleus, resulting in the exten-
sive oxidation of proteins and lipids in this region of the 
lens (Truscott, 2005), without any obvious damage to the 
lens fiber structure (Al-Ghoul et al., 1996). ARN cataracts 
involve the gradual opacification of the lens nucleus, and 
are graded by the extent of nuclear brunesence (Fig. 4.2) 
and nuclear opalescence (Chylack et al., 1984). While age 
is also a risk factor for cortical and posterior subcapsu-
lar (PSC) cataracts, both of these cataract subtypes are 
also strongly associated with diabetes (Bron et al., 1993). 
Cortical cataracts initially appear in the lens cortex, of-
ten with wedge-shaped spokes (Fig. 4.2); however, as the 
cataract matures, the entire lens becomes opaque (Bron 
et al., 1993). PSCs are disc-shaped opacities that develop 

FIGURE 4.1 Location of cataract subtypes. Scheimpflug slit-lamp photographic images showing the three main types of cataract: nuclear, 
cortical, and posterior subcapsular (PSC). Source: Taken from Datilles III, M.B., Ansari, R.R., 2006. Clinical evaluation of cataracts. Duane’s Ophthalmol-
ogy, vol. 1. Lippincott Williams and Wilkins, Baltimore, MD, USA (Chapter 73B).

FIGURE 4.2 Characterization of cataract subtypes. (A) Human age-related nuclear (ARN) cataract lenses graded by nuclear color according to 
the Pirie classification system. N, Normal; type I–V cataracts. (B) Cortical cataract using direct illumination (left panel) and retroillumination (right 
panel). Cortical cataracts usually start in the lens periphery, encroach into the visual axis, and interfere with central vision. Opacities are visible as 
dark shapes that are typically wedge-shaped and oriented radially. (C) PSC cataract using direct illumination (left panel) and retroillumination (right 
panel). PSCs usually start centrally and extend toward the periphery, interfering with visual function, causing early glare disability. Source: Image 
taken from (A) Truscott, R.J.W., 2005. Age related nuclear cataract-oxidation is the key. Exp. Eye Res. 80 (5) 709–725; (B–C) taken from Datilles III, M.B., Ansari, 
R.R., 2006. Clinical evaluation of cataracts. Duane’s Ophthalmology, vol. 1. Lippincott Williams and Wilkins, Baltimore, MD, USA (Chapter 73B).
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at the posterior pole of the lens. They appear as a dense, 
circular plaque in the central posterior part of the lens 
(Fig. 4.2) and are surrounded by vacuoles and smaller 
areas of degenerated lens material (Adrien Shun-Shin 
et al., 1989).

3 AGE-RELATED NUCLEAR CATARACT

In this section, we will briefly describe the pathogen-
esis of ARN cataract in humans, as it is the most common 
cataract type. The pathophysiological mechanisms that 
lead to ARN cataract formation are well established in the 
human lens, and as a result, we have a firm understand-
ing of changes to lens physiology (Duncan and Bush-
ell, 1975), cellular structure (Al-Ghoul et al., 1996; Costel-
lo et al., 1992), and biochemistry (Fujii et al., 2012; Garner 
and Spector, 1980a,b; Hooi et al., 2013a,b; Lou, 2003; Lou 
and Dickerson, 1992; Spector and Roy, 1978; Takemo-
to, 1996; Truscott and Augusteyn, 1977a,b,c) that occur 
during ARN cataract formation. These changes have been 
extensively reviewed by many (Lim et al., 2016; Lou, 2003; 
Michael and Bron, 2011; Truscott, 2005) and are, therefore, 
only summarized in this chapter (Table 4.1).

It is well established that oxidation is the hallmark of 
ARN cataract and that depletion of GSH, the principal an-
tioxidant in the lens, specifically in the nucleus (<2 mM), 
but not the lens cortex, appears to trigger a cascade of 
events that precedes cataract formation (Truscott, 2005). 
This includes the extensive loss of protein sulfhydryl 
groups, with over 90% of cysteine residues and ∼50% 
of methionine residues oxidized in nuclear proteins in 
lenses obtained from patients with ARN cataract (Gar-
ner and Spector, 1980a; Spector and Roy, 1978; Truscott 
and Augusteyn, 1977a,b). This loss of protein sulfhy-

dryl groups is accompanied by an increase in protein-
thiol mixed disulfides (Lou and Dickerson, 1992; Lou 
et al., 1990, 1999), and an increase in the water-insoluble 
fraction (Pirie, 1968; Truscott and Augusteyn, 1977a), 
which culminate in the formation of protein–protein 
disulfides (PSSP), and other cross-linkages that lead to 
protein aggregation, light scattering, and ultimately cat-
aract.

As a number of ARN cataract animal models have 
been recently reviewed and assessed for their abil-
ity to replicate changes in human ARN cataract (Lim 
et al., 2016), we will concentrate on the mechanisms of 
human diabetic cataract formation and the identification 
of the most appropriate animal models for studying hu-
man diabetic cataract in the following sections.

4 DIABETIC CORTICAL CATARACT

Diabetes is characterized by chronic hyperglycemia 
resulting from defects in insulin secretion, insulin action, 
or both. There are different types of diabetes with the 
most common types being type 1 and type 2 diabetes.

Type 1 diabetes is most commonly diagnosed in chil-
dren in a rapidly progressive form, but can be detected 
as a slowly progressive form in adults. Type 1 diabetes is 
an autoimmune disease that leads to the destruction of 
the insulin-producing pancreatic β cells, resulting in in-
sulin deficiency (King, 2012). Type 1 diabetic patients are 
usually not obese, and there is a genetic predisposition 
for the autoimmune destruction of β cells.

Type 2 diabetes is most commonly diagnosed in 
middle-aged adults and while there is a hereditary com-
ponent, the risk of development of type 2 diabetes in-
creases proportionally with increasing body mass index 

TABLE 4.1  Summary of Human Lens-Related Changes in ARN and Diabetic Cataract

Human lens changes ARN cataract Diabetic cataract

Morphology •	 No	major	fiber	disruptions	or	extracellular	debris	
in the lens nucleus

•	 Signs	of	intracellular	space	distension	between	
adjacent fibers with electron microscopy

•	 Increased	frequency	of	multilamellar	bodies

•	 Distinct	localized	zone	of	cell	swelling	in	the	lens	
cortex

•	 Globular	bodies,	water	clefts,	vacuoles	in	the	deeper	
cortex region, with unaltered structural changes in the 
superficial cortex and nuclear layers

Physiology •	 No	changes	in	Na+, K+, and Ca2+in the lens nucleus •	 Increased	Na+ and Ca2+ and decreased K+

Biochemistry •	 Depletion	of	GSH	in	the	lens	nucleus
•	 Significant	loss	of	PSH	groups
•	 Increase	in	protein	mixed	disulfides	bound	to	GSH	

(PSSG) or cysteine (PSSC) formation
•	 Significant	loss	of	water-soluble	protein	in	the	lens	

nucleus
•	 Cataract-specific	modifications	to	crystallin	

proteins

•	 Increase	in	glucose	and	sorbitol
•	 Decrease	in	GSH
•	 Activation	of	Ca2+-dependent proteases
•	 Cleavage	of	cytoskletelon	proteins
•	 Decrease	in	Na+/K+ ATPase activity
•	 Increase	in	glycated	proteins	(AGEs)
•	 Increase	in	disulfide	cross-linked	proteins
•	 Decrease	in	ATP	and	NADPH
•	 Decrease	in	amino	acid	uptake	and	amino	acid	content

GSH, Glutathione; PSH, protein sulfhydryl; PSSC, protein–cysteine disulfide; PSSG, protein–glutathione disulfide.
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(Lehtovirta et al., 2010). Type 2 diabetes is associated 
with insulin resistance and a lack of appropriate com-
pensation by the β cells, leading to insulin deficiency 
(King, 2012).

A frequent complication of both type 1 and type 2 dia-
betes is cataract. Diabetic patients are at a greater risk, 
2–5 times, for cataract formation and are more likely to 
get cataracts at an earlier age (Klein et al., 1995a,b). A 
number of epidemiological studies (Delcourt et al., 2000; 
Klein et al., 1995a; Leske et al., 1999; Rotimi et al., 2003; 
Rowe et al., 2000) have reported up to a fivefold increase 
in the prevalence of cortical and/or PSCs in diabetic sub-
jects (type 1 and type 2) compared with nondiabetics. 
In addition, the onset of cataract develops at an earlier 
age (Leske et al., 1991) and progresses faster in diabetics 
compared to nondiabetics (Caird and Garrett, 1962).

4.1 Mechanism of Action

In contrast to those of ARN cataract, the mechanisms 
of human diabetic cataract formation have largely 
been determined using animal models. Historically, 
two animal models in particular have been responsi-
ble for our understanding of the molecular pathways 
involved in diabetic cataract formation. These two 
models are the streptozotocin (STZ) rat, a model used 
to chemically induce type 1 diabetes by destroying 
pancreatic β cells (Bond et al., 1996; Chatzigeorgiou 
et al., 2009; Obrosova et al., 2010; Perry et al., 1987; 
Suryanarayana et al., 2005, 2007; Varsha et al., 2014; 
Wang et al., 2016), and galactose-fed animals, a 
model for obese type 2 diabetes (Bond et al., 1996; 
Kador, 1988; Kador et al., 1979, 2006, 2007; Perry 
et al., 1987; Robison et al., 1990, 1995; Sato et al., 1998; 
Sippel, 1966; Suryanarayana et al., 2005, 2007; Varsha 
et al., 2014; Wang et al., 2016). These models have been 
very popular with researchers because diabetes or ga-
lactosemia can be induced rapidly and effectively in 
animals resulting in formation of “fast” sugar lens cat-
aract. These acute models replicate the fast develop-
ment of cataract that occurs in diabetic patients with 
uncontrolled hyperglycemia. However, most diabetic 
patients are able to control their blood glucose reason-
ably well and, therefore, such acute cataract develop-
ment is rarely seen.

From these animal models, however, a general con-
sensus was reached among researchers on the mecha-
nism of diabetic cataract formation in humans. The 
long-standing traditional view has been that high levels 
of the impermeable osmolyte, sorbitol, produced from 
excess glucose by the enzyme aldose reductase (AR), ini-
tiates osmotic stress, resulting in the attraction of fluid, 
lens fiber cell swelling, and tissue liquefaction (Kinoshi-
ta, 1965, 1974). Based on this view, considerable atten-
tion was focused on the development and testing of AR 

inhibitors. These inhibitors have proven to be very suc-
cessful in ameliorating diabetic cataract in rats and dogs 
(Drel et al., 2008; Kador et al., 2006, 2007, 2010, 2016; 
Matsumoto et al., 2008), but an anticataract therapy in 
humans remains elusive.

Rodents and, in particular, rats have been the most 
commonly employed experimental model for studying 
diabetic cataract. However, distinct biochemical differ-
ences exist between humans and rats with respect to 
AR activity and polyol accumulation. Adult rat lens-
es have very high levels of AR activity and low lev-
els of SDH activity (Jedziniak et al., 1981; Varma and 
Kinoshita, 1974). This is the opposite of human lenses, 
which exhibit low AR activity and high SDH activity 
(Jedziniak et al., 1981; Varma and Kinoshit, 1974). In 
addition, the amount of sorbitol present in human dia-
betic cataractous lenses is considerably less than that 
found in STZ-injected and galactose-fed rats (Chylack 
et al., 1979).

While these animal models have undoubtedly been 
instrumental in identifying enzymes and signaling path-
ways involved in the pathogenesis of diabetic cataract, 
they have also led to a misleading view, particularly on 
the importance of AR in the human lens. More recent 
research is now focused on identifying additional path-
ways that may contribute to cataract formation and, as 
a result, has prompted a reevaluation of the current ani-
mal models of diabetic cataract. However, to determine 
which animal models are most likely to be of relevance 
for studying human diabetic cataract, it is important to 
first identify the key changes to the human lens as a re-
sult of diabetic cataract formation.

4.2 Lens Changes in Human Diabetic Cataracts

In this section, we describe changes at the physiologi-
cal, morphological, and biochemical level of lenses from 
diabetic patients and have summarized these findings in 
Table 4.1.

4.2.1 Physiology
Studies on human lenses have shown that there is an 

increase in the membrane permeability of lens cells with 
age that leads to an increase in internal sodium and cal-
cium content (Duncan et al., 1989). In cortical cataract, 
there is a progressive alteration in ionic content, with lens 
sodium and calcium content further increasing (Duncan 
and Bushell, 1975). The effects of increased intracellular 
calcium have been studied using organ-cultured human 
donor lenses incubated in the presence of inomycin, a 
calcium ionophore (Sanderson et al., 2000). In this study, 
the increased calcium content increased lens wet weight, 
activated calcium-dependent cleavage and cross-link-
ing of vimentin by calpain and transglutaminase, and 
induced cortical opacification (Sanderson et al., 2000). 
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Interestingly, this was also accompanied by an efflux of 
protein into the media and a loss of soluble lens proteins 
(Sanderson et al., 2000). This finding is consistent with 
a study from mature human cortical cataracts, which 
exhibited a loss of crystallins from the soluble fraction 
by insolubilization and efflux into the aqueous humor 
(Sandberg, 1976).

4.2.2 Morphology
While sorbitol accumulation in adult human diabet-

ic lenses is unlikely to be sufficient to initiate osmotic 
stress over the entire lens, it is proposed that localized 
osmotic stress cannot be ruled out (Kador et al., 2016). 
In support of this, morphological analyses of human 
diabetic lenses reveals that the major cellular damage 
is typically observed in a localized zone in the deeper 
lens cortex that is surrounded by relatively undamaged 
cells in the superficial cortex and nucleus (Obrosova 
et al., 2010). The major damage to the restricted area fi-
ber is suggested to correlate with the high levels of ex-
pression of AR in the epithelium and cortex and, there-
fore, the localized accumulation of sorbitol (Jedziniak 
et al., 1981). Numerous morphological alterations have 
been documented. These include globular bodies, such 
as extracellular Morgagnian globules or intracellular 
globules containing α-, β-, and γ-crystallin and actin 
(Creighton et al., 1978); cellular degeneration and break-
down of lens fibers (Vrensen, 2009); swelling of the bro-
ken ends of cortical fibers (Vrensen, 2009); undulating 
and folded fibers at the borders between the cortex and 
nucleus (Michael et al., 2008); and small fluid-filled wa-
ter clefts close to the folded fibers (Michael et al., 2008). 
These changes tend to be present in the deeper cortex 
with no changes in the fiber cell morphology and cyto-
plasmic texture evident in the nuclear regions (Al-Ghoul 
and Costello, 1996). Several reports have also document-
ed a decrease in cell density in the lens epithelium of 
type 2 diabetic patients (Takamura et al., 2000; Tkachov 
et al., 2006).

4.2.3 Biochemistry
A correlation between AR gene markers and suscepti-

bility to develop complications among diabetic patients 
has been reported, suggesting that AR is also involved 
in the pathogenesis of diabetic complications in hu-
mans (Chung and Chung, 2003). However, in contrast 
to animal studies, there is currently no direct evidence 
of AR in the pathogenesis of human diabetic cataract. 
However, it is likely that the polyol pathway does play 
a contributory role. Recent studies suggest that the 
polyol pathway activity contributes to diabetic lesions 
in a number of ways, including osmotic, glycation, and 
oxidative stress (Chung and Chung, 2003; Nakamura 
et al., 2001; Szwergold et al., 1990). Each of these is dis-
cussed further.

4.2.3.1 INCREASED POLYOL PATHWAY ACTIVITY

It has been proposed that excess glucose enters the 
sorbitol pathway in diabetes, where AR catalyzes the 
NADPH-dependent reduction of glucose to its sugar 
alcohol, sorbitol. Sorbitol dehydrogenase (SDH) then 
catalyzes the NAD-dependent oxidation of sorbitol to 
fructose. As sorbitol does not readily diffuse out of the 
cells, and its oxidation to fructose is slow, the accumula-
tion of sorbitol as a result of hyperglycemia increases the 
intracellular osmotic pressure, promoting cell swelling. 
Although it is well established that the sorbitol pathway 
leads to sugar cataract in animal lenses (Kinoshita, 1974), 
its role in the etiology of diabetic cataract in human lens-
es is uncertain. This is due to conflicting results on the 
levels of sorbitol and fructose measured in human lenses 
obtained from diabetic and nondiabetic patients, and 
from inconsistent and limited data regarding the lev-
els of enzyme activity of AR and SDH in human lenses 
[summarized by Jedziniak et al. (1981)]. Some studies 
report comparable levels of sorbitol and fructose in both 
nondiabetic lenses and diabetic lenses (Heaf and Gal-
ton, 1975; Kuck, 1965; Pfaffenberger et al., 1976), while 
other studies found no sorbitol and decreased levels of 
fructose in nondiabetic lenses, but increased levels of sor-
bitol in the diabetic lens (Pirie and Vanheyningen, 1964; 
Varma et al., 1979). In cases where sorbitol has been mea-
sured in the human diabetic lens, the amounts of sorbi-
tol detected have been quite low, and in some studies, 
deemed insufficient on a lens mass basis to account for 
the observed osmotic damage (Varma et al., 1979). Fruc-
tose levels are increased in human diabetic lenses and 
appear to be related to the degree of blood glucose levels 
(Jedziniak et al., 1981; Varma et al., 1979) and the extent 
of circulating hemoglobin glycation (Lerner et al., 1984). 
Consistent with this finding of higher fructose in diabet-
ic human lenses, measurement of the enzymes involved 
in the polyol pathway has shown AR activity to be very 
low in human lens and SDH activity to be high, relative 
to animal lenses, indicating that the sorbitol pathway in 
the adult human lens is different from that in the animal 
lenses (Jedziniak et al., 1981). Comparison of the AR and 
SDH activity between human nondiabetic lenses and 
diabetic lenses revealed that AR and SDH levels were 
not significantly higher in the diabetic lenses relative to 
the nondiabetic lenses (Jedziniak et al., 1981). The lack 
of elevated AR activity in human diabetic lenses is in 
stark contrast to studies performed on diabetic rat lenses 
(Varma and Kinoshit, 1974). However, it has been pos-
tulated that despite low AR activity in the human lens, 
significant osmotic effects could be generated if the sor-
bitol was localized to specific regions of the lens. The lo-
calization and activity of AR in the human lens is high-
est in the epithelium and superficial cortical fiber cells 
(Jedziniak et al., 1981). Such a specific localization of AR 
and the associated localized accumulation of sorbitol 
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could explain the localized cellular swelling observed in 
the diabetic lens.

4.2.3.2 NONENZYMATIC GLYCATION

Nonenzymatic glycation has been implicated in the 
pathogenesis of diabetic cataract (Obrosova et al., 2010), 
and occurs when free amino groups of proteins react 
nonenzymatically with the acyclic form of glucose via 
an Amadori rearrangement (John and Lamb, 1993). 
Over time, the Amadori product undergoes dehydra-
tion and cleavage reactions in a process known as the 
Maillard reaction, in which the product forms stable 
adducts on proteins known as advanced glycation end 
products (AGEs) that manifest as protein brunescene 
and/or an increase in the fluorescent properties of the 
glycated protein (Bucala et al., 1992). Lens proteins, in 
particular crystallin proteins, are particularly susceptible 
to AGE formation for two reasons. First, as the lens is 
not dependent on insulin for glucose uptake, it is con-
stantly exposed to high glucose concentrations (Poku-
pec et al., 2003), and second, as crystallin proteins have 
little or no turnover, they are particularly susceptible to 
posttranslational changes, such as modification by AGE 
formation (Pokupec et al., 2003). Advanced glycation oc-
curs during normal aging in the human lens, but is sig-
nificantly increased in diabetic cataract (Ahmed, 2005; 
Vlassara et al., 1994), with an overall increase in fluores-
cence in lens proteins and an increase in nonenzymatic 
lens brunescene (Monnier and Cerami, 1981; Oimo-
mi et al., 1988; Stevens et al., 1978). AGEs have been 
shown to accumulate in human diabetic lenses (Ahmed 
et al., 2003; Franke et al., 2003; Pokupec et al., 2003), and 
include pentosidine and carboxymethyllysine (AGES 
formed oxidatively) and imidazolone (AGE formed 
nonoxidatively) (Franke et al., 2003). However, in anoth-
er study, no differences in carboxymethyllysine content 
were identified between nondiabetic and diabetic lenses 
(Lyons et al., 1991). AGE structures modify crystallin 
proteins and in doing so cause conformational changes 
that lead to altered structure and function (Luthra and 
Balasubramanian, 1993). Modification of α-crystallin, for 
example, by the AGE precursor methylglyoxal, causes 
altered chaperone-like activity, partial protein unfold-
ing, enhanced proteolysis, and subsequent protein in-
solubilization (Biswas et al., 2006, 2008). The glycation 
of lens proteins in vitro has been shown to result in the 
formation of dimers, trimers, and polymers, as well as 
high–molecular weight protein aggregates (Liang and 
Rossi, 1990), which would act to scatter light and result 
in cataract formation (Kasper and Funk, 2001).

4.2.3.3 OXIDATIVE STRESS

Oxidative stress is detected in the human diabetic 
lens and manifests early as a depletion of GSH (Oz-
men et al., 1997). The depletion of GSH is most likely 

due to a decrease in the availability of NADPH, which 
is necessary for its regeneration from glutathione disul-
fide (GSSG) by glutathione reductase (GR) (Fig. 4.3). 
The depletion of NADPH results from its excessive con-
sumption during the conversion of glucose to sorbitol 
(Bron et al., 1993). This implies that the pentose phos-
phate pathway, which is the main regenerative source 
of NADPH, fails to restore NADPH levels. This view is 
supported by the observation that the activity of glu-
cose-6-phosphate dehydrogenase, the key regulatory 
enzyme of the pentose phosphate pathway, decreas-
es in the diabetic lens (Donma et al., 2002; Nishikawa 
et al., 2000). Other signs of increased oxidative stress in 
the diabetic lens includes the accumulation of lipid per-
oxidation products, such as malondialdehyde (MDA) 
(Altomare et al., 1995); an increase in GSSG (oxidized 
GSH), depletion of other nonenzymatic antioxidants, 
such as ascorbate and taurine (Anthrayose and Shashid-
har, 2004); as well as a decrease in activity of antioxidant 
defense enzymes, such as superoxide dismutase, cata-
lase, and glutathione peroxidase (Donma et al., 2002; 
Ozmen et al., 2002). In diabetic patients, it is suggested 
that the efficiency of these enzymes might be compro-
mised due to decreased availability of GSH, NADPH 
cofactors, and/or reduced activity of the these enzymes 
by AGE formation that is known to cause structural 
changes that reduce enzyme activity (Shin et al., 2006). 
While there is evidence to show that diabetic cataract in 
humans is associated with increased oxidative stress, the 
source of this oxidative stress remains unclear. Glucose 
autoxidation and nonenzymatic glycation are thought to 
contribute to an increase in free radicals in the diabetic 
lens (Ansari et al., 1996; Nagaraj et al., 1991; Wolff and 
Dean, 1987), which interestingly in turn, further accel-
erate the process of glycation (Loske et al., 2000). SDH, 
the second enzyme in the polyol pathway that converts 
sorbitol to fructose has also been suggested to contribute 
to oxidative stress. The oxidation of sorbitol to fructose 
increases the rate of formation of NADH, resulting in 
an increased cytosolic ratio of free NADH to NAD. As 
NADH is a substrate for NADH oxidase, an increase in 
NADH results in the generation of reactive oxygen spe-
cies (ROS). In addition, large increases in NADH will 
also inhibit glycolysis (Rose and Warms, 1966), and thus 
limit the availability of pyruvate for the regeneration of 
NAD. Due to the inhibition of glycolysis, more glucose 
will enter the polyol pathway, further altering the cy-
tosolic NAD:NADH ratio. Finally fructose and its me-
tabolites fructose-3-phosphate and 3-deoxyglucosone 
are more potent nonenyzmatic glycation agents than 
glucose (Chung et al., 2003). Therefore more glucose en-
tering the polyol pathway increases AGE formation and 
exacerbates oxidative stress.

Taken together, it is clear that osmotic stress alone 
does not account for the slow development of cataracts 
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that is typically seen in the majority of adult diabetic 
patients (Chan et al., 2008). Rather, the emerging view 
is that hyperglycemia results in increased polyol ac-
tivity, which generates osmotic stress and oxidative 
stress in the diabetic lens (Chung et al., 2003). While 
the initiating mechanism in the development of dia-
betic cataract results in osmotic stress, there is evidence 
that the lens is able to regulate its volume through an 
osmoregulatory mechanism that can accommodate 
small changes in cellular osmotic pressure (Camma-
rata et al., 2002). However, over time, the ability of the 
lens to actively regulate its volume becomes impaired 
(Chan et al., 2008), and coupled with oxidative stress, 
these two pathways converge and contribute to cata-
ract formation (Fig. 4.3). With this new view of diabetic 
cataract formation, we will now assess and evaluate 
current diabetic animal models for their ability to rep-
licate the slow development of cataract formation ob-
served in the human lens.

5 ANIMAL MODELS OF DIABETIC 
CATARACT

The STZ rat and galactose-fed animals both represent 
acute models for replicating the fast development of 
cataract that occurs in some diabetic patients with un-
controlled hyperglycemia. It is clear that these models 
possess similar hallmarks of human diabetic cataract 
and have increased our understanding of the contribu-
tion of the polyol pathway to osmotic stress in diabetic 
cataract significantly. However, moving forward, to 
develop anticataract therapies that will be effective in 
humans, we must identify diabetic animal models that 
develop slow-forming cataracts, which represent a more 
typical scenario in adult diabetic cataract formation than 
the traditional acute models. In humans, diabetic cata-
ract can take 10–20 years to develop. Therefore, in ani-
mal cataract models where cataracts develop slowly, it is 
unlikely that these lenses would experience a rapid and 

FIGURE 4.3 Molecular mechanisms involved in the pathogenesis of diabetic cataract. Osmotic and oxidative stress work synergistically to 
result in loss of fiber cell volume regulation. This triggers a series of events that lead to cell swelling, depolarization, and an influx of sodium and 
calcium ions. The accumulation of calcium ions results in the activation of calcium-dependent proteases, which targets cytoskeletal and crystallin 
proteins. In parallel, proteins are further modified by the formation of advanced glycation end products (AGEs), which are known to alter the 
structure and function of crystallins. As a result, there is an increase in insoluble proteins, the subsequent formation of high–molecular weight 
aggregates, and ultimately cataract. AR, Aldose reductase; GR, glutathione reductase; GSSG, glutathione disulfide; NADP, nicotinamide adenine 
dinucleotide phosphate; NADPH, reduced form of nicotinamide adenine dinucleotide phosphate; ROS, reactive oxygen species; SDH, sorbitol 
dehydrogenase.
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significant increase in polyol accumulation that would 
cause serious osmotic stress. Rather, the contribution of 
oxidative stress from increased polyol pathway activities 
is likely to be an important factor for chronic cataract de-
velopment.

Excellent reviews of animal models in diabetes re-
search are described by Chatzigeorgiou et al. (2009) and 
King (2012). From these diabetic animal models, a small 
subset has been used to study diabetic cataract and of 
this subset, a few describe the development of slow-
forming cataracts. These models are discussed further.

5.1 Obese Models of Type 2 Diabetes

Animal models of type 2 diabetes tend to include 
models of insulin resistance and/or models of β cell fail-
ure (King, 2012). Many animal models of type 2 diabe-
tes are obese, which reflects the human condition where 
obesity is closely linked to type 2 diabetes development. 
From these obese models, there were two models in par-
ticular that caught our attention due to the development 
of slow-forming cataracts, as well as the exhibition of 
morphological and biochemical changes reminiscent of 
that in human diabetic cataract.

5.1.1 Zucker Diabetic Fatty (ZDF) Rat
The Zucker fatty rat is used as a model of human 

obesity accompanied with hyperlipidemia and hyper-
tension. Inbreeding of the Zucker fatty rat for hyper-
glycemia gave rise to the ZDF rat strain, which are less 
obese than the Zucker fatty rat, but have more severe 
insulin resistance (Pick et al., 1998). Diabetes develops 
in males at 8 weeks of age, but females do not develop 
overt diabetes (Peterson et al., 1990; Srinivasan and Ra-
marao, 2007; Wohlfart et al., 2014). Cataract in male ZDF 
rats is observed at ∼15 weeks with the appearance of 
peripheral vesicles in the lens, which progress to cortical 
opacities and the development of a mature cataract by 
21 weeks (Kim et al., 2011a,b; Shibata et al., 2000) Immu-
nohistochemistry of ZDF lenses revealed large areas of 
tissue liquefaction, fiber cell swelling, as well as multi-
ple membrane ruptures in the cortex (Kim et al., 2011b). 
At the biochemical level, lenses of the ZDF rats exhibited 
3-fold increase in glucose and fructose, and a 22-fold in-
crease in sorbitol levels (McCaleb and Sredy, 1992), as 
well as significantly higher AR activity relative to con-
trol rats. Lenses also exhibited a decrease of GSH (2.5-
fold) in the ZDF rats relative to control rats (Coppey 
et al., 2002). Labeling for argpyrimidine, a methylgly-
oxal-derived AGE, and apoptotic molecules revealed 
that AGEs were highly accumulated in the epithelium 
(Kim et al., 2012). In addition, expression of the apop-
totic factor nuclear factor kappaB (NFkB) was increased 
in the lens epithelium, as well as the mRNA expression 
of iNOS (Kim et al., 2010), indicating the involvement of 

the AGEs/NFkB/iNOS in the alteration of lens epithe-
lial cells in diabetes.

5.1.2 Otuska Long Evans Tokushima Fatty (OLETF) 
Rat

The OLETF rat develops obesity-induced diabetes, 
but compared to other obese rodent models, the OLETF 
rat is only mildly obese. The OLETF rat comes from 
an outbred colony of Long Evans rats. Male OLETF 
rats are more susceptible to developing type 2 diabe-
tes, with diabetes apparent at 18–25 weeks (Kawano 
et al., 1992). Hyperglycemia and hyperinsulinemia are 
exhibited in the early phases of the disease as a result 
of islet cell hyperplasia and peripheral insulin resistance 
(Ishida et al., 1995; Sato et al., 1995). As such OLETF rats 
are used as a model of human type 2 diabetes (Kawa-
no et al., 1992, 1994). However, very few studies have 
used the OLETF rat as a model to study diabetic cataract 
(Bhutto et al., 2002; Kubo et al., 2001; Nagai et al., 2011). 
In the studies that have been reported, all male OLETF 
rats develop bilateral cortical cataracts after 60 weeks of 
age (Bhutto et al., 2002). At 40 weeks, swelling of the lens 
fibers was observed in the anterior and PSC fibers (Kubo 
et al., 2001), and at 60 weeks, vacuoles and cell swelling 
were observed in the equatorial cortex and supranuclear 
fibers (Kubo et al., 2001) These morphological changes 
in the OLETF rats resemble those in the galactosemic- 
and STZ-induced diabetic rats (Fukushi et al., 1980; 
Kinoshita, 1974), but occur much later in the OLETF rat. 
Sorbitol levels and AR and SDH activity in the lenses of 
OLETF rats were also increased (Kubo et al., 2001). In-
terestingly, SDH activity was greater than AR activity 
in the 60-week-old OLETF rat lens and this resulted in 
a net sorbitol conversion to fructose (Kubo et al., 2001), 
demonstrating that the polyol pathway is a factor in the 
development of sugar cataract. Other studies, which ex-
amined apoptosis and epithelial cell density in OLETF 
rat lenses have reported that markers of apoptosis, such 
as interferon-γ (IFN-γ) and interlukin-18 (IL-18), were 
markedly increased in the OLETF lenses relative to con-
trol (Nagai et al., 2011). This indicates that the decreased 
lens epithelial cell density reported in human diabetic 
cataract may be due to activation of IL-18 (Awasthi and 
Wagner, 2004; Nagai et al., 2011) Given that cataract be-
comes apparent in older animals and that a number of 
morphological and a few biochemical changes are ap-
parent that resemble those observed in human diabetic 
cataract, the OLETF rat may be a potentially useful mod-
el for studying the chronic pathways that lead to cataract 
formation in type 2 diabetic patients.

5.2 Nonobese Models of Type 2 Diabetes

As type 2 diabetes can also manifest in the absence 
of an obese phenotype, the development of nonobese 



 5 ANIMAL MODELS OF DIABETIC CATARACT 111

B. VISION

models is also important for studying the etiology of 
this disease. Of the nonobese models commonly used 
by researchers, there are two particular models that 
slowly develop lens cataract formation and exhibit some 
evidence of the physiological, morphological, and bio-
chemical features that are the hallmarks of human dia-
betic cataract.

5.2.1 Spontaneous Diabetic Torri (SDT) Rat
SDT rats spontaneously develop hyperglycemia and 

glucose intolerance due to decreased insulin secretion 
and accompanying β cell degeneration. The male SDT 
rat develops diabetes from about 20 weeks of age (Ma-
suyama et al., 2003), while female SDT rats develop 
diabetes from 40 weeks of age (Shinohara et al., 2004). 
In male and female SDT rats, cataracts were observed 
at 40 weeks of age or older. Lens clouding begins at the 
posterior pole of lens and progresses to mature cortical 
cataract in which severe swelling, vacuolation, disinte-
gration of the lens fibers, and formation of Morgagnian 
globules in the lens cortex are observed (Sasase, 2010). 
Eventually nuclear sclerosis and opacification of the lens 
cortex are both observed (Sasase, 2010), along with the 
extrusion of the lens nucleus into the vitreous chamber 
as a result of rupture of the posterior lens capsule (Shoda 
et al., 2007). Few female rodent models currently exist 
for type 2 diabetes, as in most diabetic models, it is only 
the males who develop diabetes. Therefore, the female 
SDT rat may be a useful animal model to study diabetic 
cataracts, especially for studies in females.

5.2.2 Wistar Bonn/Kobori (WBN/Kob) Rats
The WBN/Kob rat is an animal model for spontane-

ous diabetic syndrome and retinal degeneration (Mori 
et al., 1990). Cataracts are apparent at ∼12 months of age 
in males only and appear in the lens periphery with cell 
swelling and disorder of lens fibers (Miyamura and Ame-
miya, 1998; Mori et al., 1992). In male WBN/Kob rats, 
total lens calcium increased at 18 months, and this was 
accompanied by activation of calpain 2 and 10 and prote-
olysis of α spectrin (Sakamoto-Mizutani et al., 2002). Al-
though human lenses contain approximately 3% of the 
calpain activity found in rat lenses, calpain 2 has been 
suggested to be a major endopeptidase in human lenses 
(David et al., 1989). There is some evidence to support 
a role for calpain 2 in human diabetic cataract (Thampi 
et al., 2002a,b), suggesting that the enzyme might play a 
role in human diabetic cataract. The WBN/Kob model 
may, therefore, be useful for elucidating the roles of cal-
pain 2 (and 10) in human cataractogenesis.

5.3 Transgenic or Knockout Mice

Transgenic and knockout mice enable researchers to 
study the role of a particular gene in disease. However, 

diabetic mice are resistant to developing cataract and the 
levels of AR in the mouse lens are very low (Varma and 
Kinoshita, 1974). As a consequence, while mouse trans-
genic models have been used to study other diabetic 
complications, it is not a readily used model for study-
ing diabetic cataract. However, they do offer an impor-
tant role for identifying new pathogenic mechanisms 
brought about by genetic manipulation of the polyol 
pathway.

5.3.1 Aldose Reductase Transgenic (AR-Tg) Mice
The AR-Tg mice express high levels of human AR 

specifically in the lens. No morphological lens abnor-
malities were detected, indicating that overexpression 
of AR per se does not have any deleterious effect on 
the lens (Lee et al., 1995). However, when mice were 
induced to become galactosemic by the introduction 
of a 50% galactose diet, cataract developed ∼1–2 days 
later, with the appearance of vacuoles detected at the 
periphery of the lens. (Lee et al., 1995). After 12–14 days, 
vacuoles covered the entire lens and fused together to 
produce a completely opaque lens by ∼2–3 weeks af-
ter the initial administration of the galactose diet (Lee 
et al., 1995). Measurement of polyol accumulation in 
these lenses revealed a 20–30 fold increase in galactitol, 
indicating that the rapid accumulation of this polyol 
was the cause of the observed galactose-induced cata-
ract (Lee et al., 1995).

AR-Tg mice injected with STZ to induce diabetes 
first develop cataracts at 7–14 days postinjection, which 
progresses to complete opacification by ∼2–3 weeks 
(Lee et al., 1995). Lens sorbitol increased under hyper-
glycemic condition, but much lower than the galactitol 
levels under galactosemic conditions, reflecting faster 
accumulation of galactitol. In another study, diabetes-
induced AR-Tg mice were used to study whether AR 
was involved in the generation of oxidative stress (Lee 
and Chung, 1999). The study revealed that the lenses 
had a significant decrease in GSH levels and a signifi-
cant increase in the levels of MDA, indicative of oxida-
tive stress (Lee and Chung, 1999), suggesting that AR is 
a major contributor to diabetes-induced oxidative stress. 
Furthermore, blocking the conversion of sorbitol to fruc-
tose by a SDH mutation, leads to higher levels of sorbitol 
accumulation, reduced oxidative stress, and develop-
ment of cataract faster than mice with a normal SDH, 
indicating that SDH also contributes to oxidative stress 
(Lee et al., 1995).

5.3.2 Sorbitol Dehydrogenase–Deficient Mice
The SDH-deficient mouse represents a model that can 

simulate slow-developing cataract in diabetic patients, 
but is not diabetic itself (Chan et al., 2008). Cataract first 
developed at around 6 months of age in 5% of the mice, 
with ∼70% of mice having cataracts at 16–17 months 
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(Chan et al., 2008). Cataract initially appeared as small 
vacuoles or clefts, followed by opacities that appeared 
to spread into the lens nucleus (Chan et al., 2008). Cat-
aract development in the nondiabetic SDH deficient 
mice was unexpected because the mouse lens has very 
low AR levels and AR was thought to only be active in 
hyperglycemic animals due to its high Km for glucose 
(Wermuth et al., 1982). While a lack of SDH did not af-
fect lens glucose levels, the levels of sorbitol were dra-
matically increased in the lens (Chan et al., 2008). These 
findings demonstrate that the polyol pathway is active 
even in the nondiabetic mouse lens and that the increase 
in sorbitol levels most likely contributes to cataract de-
velopment (Chan et al., 2008). There was no difference 
in GSH, MDA, or mRNA levels of antioxidant enzymes 
between wildtype and SDH-deficient mice, indicating 
that SDH deficiency did not overtly affect oxidative 
stress levels (Chan et al., 2008). However, introduction 
of a null mutation of the antioxidant enzyme glutathi-
one peroxidase-1 (Gpx-1) into SDH-deficient mice ac-
celerated cataract development relative to age-matched 
SDH-deficient mice and Gpx-1 knockout mice, indicat-
ing that oxidative stress contributes to cataract forma-
tion in SDH-deficient mice. Finally, measurement of 
86Rb uptake, an indicator of Na+/K+ ATPase activity, 
revealed that SDH-deficient mice had 50% lower Na+/
K+ ATPase activity than wildtype mice, and that treat-
ment of SDH-deficient mice with vitamin E prevented 
the loss of Na+/K+ ATPase activity (Chan et al., 2008). 
These findings suggest that chronic oxidative stress im-
pairs the osmoregulatory mechanisms of the lens and 
may explain why diabetic patients who control their 
blood glucose moderately well are still susceptible to 
the cataract development.

6 ASSESSMENT OF DIABETIC CATARACT 
ANIMAL MODELS

While a number of diabetic animal models are 
used in diabetes research (Chatzigeorgiou et al., 2009; 
King, 2012), the majority of these animal models have 
not be used to study diabetic cataract. As such, existing 
models that are routinely used to study other diabetic 
complications could be reexamined to investigate the ef-
fects diabetes on the lenses of these animals.

While the STZ-induction appears to the model of 
choice for investigating type 1 diabetic cataract for-
mation, there are also a number of animal models of 
spontaneous type 1 diabetes that could be explored for 
their use in studying diabetic cataract (Chatzigeorgiou 
et al., 2009). These include the diabetes-prone BB rat, 
which was developed from a colony of outbred Wistar 
rats in Canada (Nakhooda et al., 1977), the Long Evan 

Tokushima Lean (LETL) rat (Kawano et al., 1991), the 
LEW-iddm rat (Jorns et al., 2004), and the Komeda dia-
betes prone (KDP) rat (Yokoi et al., 2003).

More options are available for researchers study-
ing cataract formation in type 2 diabetes. The mod-
els in which cataracts develop slowly and thus appear 
in older animals are of interest. In light of this, the 
OLETF rat, an obese type 2 diabetic model is a prom-
ising model in which onset of cataract is first detected 
at 40 weeks (10 months), with bilateral cortical cataracts 
being formed by 60 weeks (15 months). The slow forma-
tion of cataract in the OLETF rat, the appearance of cell 
swelling and vacuoles in the lens cortex, and increased 
SDH activity relative to AR activity, bears similarities to 
characteristics of human diabetic lenses. Another model 
that would warrant further investigation is the WBN/
Kob rat, a nonobese type 2 diabetic model that develops 
cataract at 12 months of age. Cell swelling is evident in 
the lens cortex and elevated calcium and calpain activa-
tion have also been demonstrated. Surprisingly, for both 
of these models, there is limited research on their lens 
physiology and biochemistry, opening up opportuni-
ties for researchers to assess the real potential of these 
models for studying obese and nonobese type 2 diabetic 
cataract formation.

7 CONCLUSIONS

Although these is much debate about the true value 
of using animal models in the study of diabetes and dia-
betic cataract, experimental models are essential tools 
for understanding the molecular basis, the pathogenic 
mechanism, and the utility of therapeutics agents in a 
multifactorial disease. It is unlikely that there is one ani-
mal model that entirely replicates the cataract process 
in humans. However, we have identified some animal 
models that mimic key characteristics of human diabetic 
cataract formation. The future use of these more relevant 
animal models will not only increase our understanding 
of human diabetic cataract formation, but will also aid 
our future development of anticataract therapies. The 
selection of an appropriate animal model(s) is, therefore, 
vitally important if we are to be successful in develop-
ing medical therapies to delay the onset of cataract and 
avoid the imminent cataract epidemic posed by our in-
creasing diabetic population.
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1 INTRODUCTION

Retinitis pigmentosa (RP) is a well-known clinical en-
tity that was named by German physician Franz Corne-
lius Donders in 1857. It is characterized by early night 
blindness followed by peripheral visual field alterations 
(tunnel vision) and eventually blindness. The incidence 
of RP is estimated to be 1 in 4000, which makes it one 
of the most common causes of severe visual impairment 
in humans (Hartong et al., 2006). The first type of pho-
toreceptors to be lost is the rods, which provides black-
and-white vision and functions in dark or dim light. The 
loss of rods initially occurs in the equatorial zone and 
then extends peripherally and centrally. Cones, which 
are responsible for color vision and function in bright 
light, are lost after the rods. Photoreceptor cell loss is 
followed by perivascular pigment deposition within the 
retina  (Hartong et al., 2006). The fundus of an RP patient 
typically shows intraretinal pigmentation, referred to as 
bone-spicule deposits, which are created by the migra-
tion of retinal pigment epithelial (RPE) cells and their 
deposition around retinal vessels. RP is a heterogeneous 
group of retinal disorders with autosomal dominant in-
heritance (30%–40%), autosomal recessive inheritance 
(50%–60%), or X-linked inheritance (5%–15%). Although 
RP is primarily a genetic disease, some sporadic cases 
are known. RP is mostly observed in isolation (nonsyn-
dromic) but may also occur in the following syndromes: 
Usher (an autosomal recessive disorder associated with 
deafness); Laurence-Moon-Bardet-Biedl (an autosomal 
recessive disease associated with obesity, hypogonad-
ism, mental retardation, and dysmorphic extremities); 
Kearns-Sayre (a usually sporadic disease that is as-
sociated with progressive external ophthalmoplegia); 
 Batten (autosomal recessive disease accompanied with 
neurodegenerative disease); Refsum (autosomal reces-
sive disorder accompanied with cerebellar ataxia and 
chronic polyneuropathy); and Senior-Loken (autoso-
mal recessive disease accompanied with kidney failure) 
(Bhatti 2006; Fleischhauer et al., 2005). RP is a noninflam-
matory, bilateral, progressive, degenerative pigmentary 
retinopathy of genetic origin. Thus, the word “retinitis” is 
a misnomer because retinal inflammation does not play 
a major role. More than 160 different mutations in genes 
that encode proteins with remarkably diverse functions 
result in rod photoreceptor degeneration (www.sph.uth.
tmc.edu/retnet). Although various genes are involved 
in RP, the final common pathway is apoptotic cell death 
of the rod photoreceptors (Koenekoop, 2009). Vitamin A 
(Berson, 2007), vitamin A in combination with docosa-
hexaenoic acid (DHA), an n-3 polyunsaturated fatty acid 
(PUFA) found in fish (Shintani and Klionsky, 2004), and 
lutein found in green leafy vegetables (Berson et al., 2010) 
can slow the progression of human.  However, there is 
currently no cure or effective therapy for RP.

Animal models of retinal degeneration are impor-
tant for a better understanding of human RP, particu-
larly in regard to the search for treatments (Dalke and 
Graw, 2005; Rivas and Vecino, 2009). Mice carrying the 
rd (rodless retina or retinal degeneration) gene (now 
Pde6b), a defect in the β subunit of cyclic guanosine 
monophosphate phosphodiesterase (cGMP PDE), de-
velop retinal degeneration early in life. Retinal develop-
ment in rd mice is comparable to that in normal mice 
at 8 days of age; however, a reduction in the number of 
photoreceptor cells becomes apparent at 11 days of age, 
and photoreceptor cells are completely missing or re-
duced to a single layer of cells by 20 days of age (Nambu 
et al., 1996). In rds (retinal degeneration slow) mice car-
rying mutations in the peripherin/rds gene (now Prph2), 
photoreceptor cell loss starts at 2 weeks of age and pro-
gresses slowly with complete loss occurring 1 year after 
birth (Sancho-Pelluz et al., 2008). The RCS (Royal Col-
lege of Surgeons) rat has a deletion in the gene encod-
ing a receptor tyrosine kinase (Mertk) expressed in RPE 
cells, and the inability to phagocytize rod outer segment 
debris leads to photoreceptor degeneration by apoptosis 
(Perche et al., 2008); this degeneration begins at 20 days 
of age, and there are almost no detectable photorecep-
tors by 60 days of age. The rd, rds, and RCS animals are 
spontaneous animal models for RP that have heteroge-
neous genetic defects that lead to photoreceptor apopto-
sis, which is characterized by internucleosomal cleavage 
and fragmentation (Chang et al., 1993; Portera-Cailliau 
et al., 1994; Tso et al., 1994). Importantly, mutations in 
these genes have been detected in patients with RP 
(Perche et al., 2008; Sancho-Pelluz et al., 2008). In addi-
tion to isolated models for RP, the tubby mouse carrying 
a mutation in the tub gene (Kong et al., 2007) is an animal 
model for Usher syndrome, the most common syndrome 
associated with RP (Fleischhauer et al., 2005). In addition 
to spontaneous animal models, transgenic animal mod-
els of RP are available and have been used to understand 
the mechanisms of the disease and develop therapeutic 
strategies (Chader, 2002; Dalke and Graw, 2005; Rivas 
and Vecino, 2009). However, the establishment of addi-
tional animal models, resembling human RP, is desired 
for the further understanding of disease progression, the 
analysis of disease mechanisms, and the development of 
treatments.

In addition to genetic models of RP, light induces 
photoreceptor cell damage and death through photo-
toxic mechanisms (Organisciak and Vaughan 2010), and 
certain chemicals can artificially cause photoreceptor cell 
damage in animals. Mammalian eyes are highly sensi-
tive to toxic substances, and several chemicals induce 
retinal degeneration in animals (Voaden, 1991). Among 
these chemicals, N-methyl-N-nitrosourea (MNU), an al-
kylating agent, exhibits its cytotoxicity by transferring 
its methyl group to nucleobases in nucleic acids. MNU 
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selectively damages photoreceptor cells and may be a 
good candidate for the induction of retinal degeneration. 
Importantly, apoptosis is the final common pathway of 
photoreceptor cell death in RP animal models, as well 
as RP patients. Thus, if MNU-induced photoreceptor cell 
damage is due to apoptosis, it may represent another an-
imal model for RP.

2 TIME-COURSE PROGRESSION OF MNU-
INDUCED RETINAL DEGENERATION

Herrold (1967) first described retinal degeneration in 
Syrian golden hamsters that received two intravenous 
(IV) 5-mg doses of MNU per week and were sacrificed 
between 4 and 7 months of age. These MNU-treated ani-
mals exhibited photoreceptor cell loss that resulted in 
the inner nuclear layer being in direct contact with the 
choroid. A single 40 mg/kg dose of MNU to F344 rats 
and Japanese white rabbits by an intraperitoneal (IP) 
and IV route, respectively, caused severe destruction of 
photoreceptor cells after 3 days and complete photore-
ceptor cell loss after 5 or more weeks (Ogino et al., 1993). 
A single IV 15 mg/kg dose of MNU (given together with 
20 mg/kg ketamine but not MNU alone) to cats caused 
distinctive loss of photoreceptor cells in 7 days (Schaller 
et al., 1981). We tried to shorten the time-course pro-
gression of MNU-induced retinal degeneration in rats, 
which are frequently used for toxicological studies. The 

dose of MNU needed to cause photoreceptor cell loss in 
7 days was determined in albino (Sprague-Dawley) and 
pigmented (Brown-Norway) rats.

Fig. 5.1 illustrates the time-course progression of 
MNU-induced retinal degeneration in Brown-Norway 
rats. In both pigmented and albino rats, IP administra-
tion of 60 or 75 mg/kg MNU caused time-dependent 
retinal damage in which photoreceptor cell loss occurred 
over a 7-day course (Nakajima et al., 1996a,b; Yoshizawa 
et al., 1999, 2000). Although age-matched control (MNU-
untreated) rat retina exhibited ordered retinal layers, rats 
treated with MNU displayed retinal photoreceptor cell 
loss in a characteristic pattern. Twenty-four hours after 
MNU administration, photoreceptor cells showed pyk-
nosis and karyorrhexis of the nuclei, shortening of the 
inner segment, and disorientation of the outer segment. 
The destruction of photoreceptor segments can be eas-
ily recognized by the periodic acid-Schiff (PAS)-negative 
inner segment and PAS-positive outer segment. At this 
time point, the pigment deposition in the RPE cells was 
irregular. After 48 h, karyorrhexis of the photorecep-
tor cells progressed, and widespread destruction of the 
photoreceptor layer occurred. At 72 h, photoreceptor 
cell destruction had progressed to include widespread 
destruction of the photoreceptor segments and detach-
ment of the RPE cells from Bruch’s membrane. At this 
time point, cells presumed to be Müller cells with mi-
totic figures were present within the dying photorecep-
tor cells and in the inner nuclear layer. At day 7, active 

FIGURE 5.1 Time-course progression of retinal damage after a single systemic administration of 75 mg/kg N-methyl-N-nitrosourea (MNU) 
to 7-week-old pigmented Brown-Norway rats. GCL, Ganglion cell layer; INL, inner nuclear layer; IPL, inner plexiform layer; ONL, outer nuclear 
layer; OPL, outer plexiform layer; PEL, pigment epithelial cell layer; and PRL, photoreceptor cell layer. At 48 h after MNU administration, photo-
receptor cells show pyknosis and karyorrhexis and the destruction of the inner and outer segments. At 72 h, the destruction of photoreceptor cells 
and photoreceptor segments had progressed, the migration of the melanin-containing retinal pigment epithelial (RPE) cells began, and mitotic 
cells among the photoreceptor cells appeared. At day 7, active signs of photoreceptor cell destruction were indistinct because almost all of the 
photoreceptor cells were lost, and the inner nuclear cells were either in direct contact with choroids or separated by a few layers of cells. At day 35, 
vacuole formation (cystoid degeneration) was observed within the retina (hematoxylin and eosin). Source: Reprinted with permission from Tsubura, 
A., et al., 2010. Histol. Histopathol. 25(7), 933–944.
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signs of photoreceptor degeneration were indistinct due 
to photoreceptor cell loss, and the PAS-positive outer 
segment was diminished. At this time point, scotopic 
and photopic electroretinogram (ERG) responses were 
undetectable, suggesting the functional loss of the retina 
(Fig. 5.2) (Kiuchi et al., 2003). Thus, MNU caused com-
plete photoreceptor cell death, as observed structurally 
and functionally, in a 7-day course.

At 21 and 35 days, the inner nuclear layer was either 
in direct contact with the choroid or was separated from 
it by a few layers of cells. At these time points, RPE cell 
migration occurred within the retina, and vacuole for-
mation (cystoid degeneration) occurred in the inner nu-
clear layer and inner plexiform layer. In rats, although 
the migration of RPE cells was observed within all layers 
of the retina, direct contact to intraretinal vascular cells 
was indistinct even 150 days after MNU administration. 
When a lower dose of MNU (50 mg/kg) is applied to 
Sprague-Dawley rats, photoreceptor cell loss requires a 
longer period of time (Jeong et al., 2011). In addition to 
these histopathological analyses, optic coherence tomog-
raphy has been used to obtain cross-sectional noninva-
sive images to monitor the progression of MNU-induced 
retinal degeneration in animals (Yamauchi et al., 2011).

3 RETINAL DEGENERATION CAUSED BY 
MNU IN VARIOUS ANIMAL SPECIES

In Sprague-Dawley and Brown-Norway rats, photo-
receptor cell loss occurred over a 7-day period after 60 
or 75 mg/kg of MNU was administered to young ma-
ture animals at 7 weeks of age (Nakajima et al., 1996a,b; 

Yoshizawa et al., 1999, 2000). A single systemic admin-
istration of MNU-induced retinal degeneration in both 
female and male mammals including the house musk 
shrew Suncus murinus (Insectivora), mice of the BALB/c, 
GRS/A, and C57BL strains, rats of the Sprague- Dawley, 
Lewis, Brown-Norway, Long-Evans, and Copenhagen 
strains (Emoto et al., 2016a), the Syrian golden ham-
ster (Rodentia), cat (Carnivora), and nonhuman pri-
mates (monkey; Macaca fuscata and Macaca fascicularis) 
(Kinoshita et al., 2015; Tsubura et al., 1998). Rodent stud-
ies indicate that retinal susceptibility to MNU does not 
show strain differences (Emoto et al., 2016a; Tsubura 
et al., 1998). However, the dose of MNU necessary for 
the induction of retinal degeneration in a 7-day period 
 differed among species (Table 5.1). In mice, both sys-
temic IP administration of 60 mg/kg MNU or topical in-
travitreal (IVT) administration of 3 mg/kg MNU cause 
retinal degeneration within a week (Rösch et al., 2014). 
Although systemic MNU administration affects both 
eyes, topical administration only affects the injected 
eye. Moreover, although the photoreceptor cell loss 
required more than 7 days, MNU causes retinal de-
generation in Japanese white rabbits (Lagomorpha) 
(Ogino et al., 1993) and  Sudanian grass rats (Rodentia) 
(Boudard et al., 2010, 2011). Interestingly, MNU together 
with ketamine (but not MNU alone) was necessary for 
the development of photoreceptor cell damage in cats 
(Schaller et al., 1981). Ketamine blocks calcium chan-
nels associated with N-methyl-d-aspartate (NMDA) 
receptors, which prevents the influx of ions and subse-
quent  photoreceptor cell death in adult rabbits (Paques 
et al., 2006). In contrast, ketamine enhances neuronal cell 
death in rats by compensatory upregulation of NMDA 

FIGURE 5.2 Electroretinogram (ERG) recording 7 days after a single systemic administration of 60 mg/kg of MNU to an 8-week-old al-
bino Sprague-Dawley rat and an age-matched MNU-untreated control. (A) Scotopic waveforms. (B) Photopic waveforms. Both the scotopic 
and  photopic ERG responses became undetectable in the MNU-treated rats. Source: Reprinted with permission from Tsubura, A., et al., 2010. Histol. 
Histopathol. 25(7), 933–944.
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 receptors in the developmental stage (Zou et al., 2009). 
In an  unpublished experiment performed by our labo-
ratory, ketamine hydrochloride diluted in physiologic 
 saline was subcutaneously (SC) injected into 7-day-old 
and 12-week-old Sprague-Dawley rats. A dose of 0, 
10, 20, and 40 mg/kg was administered 6 times at 2-h 
 intervals. Rats were sacrificed 24 h after the first injec-
tion. In 7-day-old rats, dose-dependent single cell necro-
sis of the brain occurred, and single cell necrosis of the 
 retinal ganglion cells (not photoreceptor cells) occurred 
in all groups (unpublished observation). The number of  
rats with single cell injury in the inner retina was 2 of 11 
rats in the 0 mg/kg group; 3 of 12 rats in the 10 mg/kg 
group; 3 of 15 rats in the 20 mg/kg group; and 4 of 13 
rats in the 40 mg/kg group. Ketamine did not cause reti-
nal ganglion cell injury in these rats. Ketamine at a dose 
of 40 mg/kg was lethal in 7-day-old animals (10 of 13 
animals), whereas 12-week-old animals treated with ket-
amine did not die or exhibit damage to the brain or ret-
ina. Thus, the effects of ketamine on photoreceptor cells 
may be species-specific. Insectivora are considered to 
be the most primitive class of primates and also consid-
ered to be related to rodents (Romer and Parson, 1978). 
Among the insectivora, the house musk shrew Suncus 
murinus, which belongs to the family Soricidae, is widely 
distributed throughout the tropical regions of Asia and 
the Far East, and also inhabits southern Japan. Shrews 
have morphological and functional phenotypes that are 
similar to those of primates, and some of these pheno-
types may closely reflect those of humans; therefore, 
the shrew is a valuable experimental animal from a 

phylogenetic point of view (Tsubura et al., 1995). Thus, 
 phylogenetically, MNU-induced retinal degeneration 
observed from shrews to monkeys may suggest that 
MNU-induced retinal degeneration is a universal phe-
nomenon in mammals. Similar to human RP, degenera-
tion originates from the equatorial zone in monkeys, 
whereas degeneration originates from the central retina 
(posterior pole) and extends to the peripheral retina in 
shrews, mice, rats, and hamsters (Kinoshita et al., 2015; 
Tsubura et al., 1998). Rats and mice are nocturnal rod-
dominant animals (98 and 96% rods, respectively) with a 
sparse distribution of cones across the retina. Although 
the total number of cones in the human retina is of the 
same order (∼5%), many are concentrated in the central 
macular zone. This difference in the distribution of rods 
and cones among different animal species might explain 
the differences in the initiation site of photoreceptor cell 
damage. Moreover, in addition to mammals, MNU tar-
gets fish photoreceptor cells. Zebrafish incubated in fresh 
water containing 150 mg/kg MNU in 10 mM phosphate-
buffered saline (PBS; pH 6.3) for 1 h exhibit photorecep-
tor cell loss over a 7-day period (Tappeiner et al., 2013). 
Unlike mammals, zebrafish displays persistent retinal 
neurogenesis throughout their life. Characteristically, 
within a month after photoreceptor cell degeneration, 
zebrafish photoreceptor cells regenerate from Müller 
cells. In rats, Müller cells express rodopsin and synap-
tophysin in response to MNU damage (Wan et al., 2008), 
but further study is required to determine whether 
these rodopsin- and synaptophysin-positive cells, which 
are presumed to be  Müller cell-derived photoreceptor 

TABLE 5.1  Retinal Degeneration Induced by N-Methyl-N-Nitrosourea (MNU) in Different Animal Species

Vertebrata Species
Age or body 
weight

MNU 
(mg/kg)

Route of 
administration Site of origin

Migration of retinal 
pigment epithelial cells References

Mammal Monkey Young adult 40 IV Equatorial zone No migration Tsubura et al. (1998)

Cat 5–10 months 15a IV ND ND Schaller et al. (1981)

Rabbit 2.3–2.5 kg 40b IV ND ND Ogino et al. (1993)

Hamster 7 weeks 90 IP Posterior pole Contact with 
intraretinal blood 
vessels

Taomoto et al. (1998)

Grass rat 2–6 months 150c IP ND ND Boudard et al., 2010

Rat 7 weeks 60 IP Posterior pole Intraretinal migration 
without contact with 
blood vessels

Nakajima et al. (1996b); 
Yoshizawa et al. (2000)

Mouse 7 weeks 60 IP Posterior pole No migration Yuge et al. (1996)

Shrew 7 weeks 65 IP Posterior pole No migration Tsubura et al. (1998)

Fish Zebrafish 12–24 months 150 mg/L IMMR ND No migration Tappeiner et al. (2013)

aPhotoreceptor cell loss develops when MNU is given together with IV administration of 20 mg/kg ketamine. Photoreceptor cell loss is complete in 7 days.
bPhotoreceptor cell loss takes 5 weeks.
cPhotoreceptor cell loss takes 20 days.
IMMR, Immerse; IP, intraperitoneal; IV, intravenous; ND, not described.
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cells, acquire  functional properties. Cultured human 
 Müller cells retain the capacity to express photoreceptor- 
specific markers; however, confirmation is necessary to 
determine whether they obtain functional properties 
when transplanted to athymic mouse retina (Giannelli 
et al., 2011). Unlike zebrafish, mammals do not exhibit 
persistent retinal neurogenesis throughout life.

In human RP, cone disappearance occurs secondary to 
rod loss. Cones can be assessed using peanut agglutinin 
staining. Light damage to the retina causes rod loss fol-
lowed by cone loss in transgenic T17M rhodopsin mice 
(Krebs et al., 2009). The retinal damage in mice caused 
by IP injection of 60 mg/kg MNU consists of rod dis-
appearance in parallel with the progressive disappear-
ance of peanut agglutinin-labeled cones from the central 
retina to the periphery (Krishnamoorthy et al., 2008). In 
diurnal cone-rich Sudanian grass rats that receive an IP 
injection of 150 mg/kg MNU, cone loss is delayed rela-
tive to rod loss (Boudard et al., 2010). MNU-induced 
cone disappearance secondary to rod loss is similar to 
that observed in human RP. However, MNU only targets 
rod cells in cone-rich zebrafish (Tappeiner et al., 2013), 
with MNU inducing rod cell but not cone cell loss, al-
though photoreceptor function is impaired in both rod 
and cone cells in monkeys (Kinoshita et al., 2015). In 
parallel to photoreceptor cell loss, intraretinal  migration 
of melanin-containing RPE cells occurred in rats and 
hamsters (Table 5.1); however, RPE cells in contact with 
blood vessels were observed only in hamsters  (Taomoto 
et al., 1998). Interestingly, RPE migration did not  occur 
in monkeys, mice, shrews, or zebrafish (Tappeiner 
et al., 2013; Tsubura et al., 1998; Yuge et al., 1996).

4 AGE-RELATED PHOTORECEPTOR CELL 
DAMAGE AND SENSITIVITY TO MNU

In contrast to the MNU-induced photoreceptor cell 
loss in young mature animals, MNU administered 
 transplacentally (Smith and Yielding, 1986) or to new-
born animals (Nambu et al., 1998a,b) resulted in retinal 
dysplasia characterized by the progressive disorganiza-
tion of neuroblasts, which led to rosette formation in 
the outer neuroblastic/nuclear layer (Fig. 5.3). Retinal 
dysplasia characterized by rosettes is a developmental 
anomaly present at birth (Godel et al., 1981). In C57BL 
mice, retinal dysplasia developed when 60 mg/kg MNU 
was administered to 0- or 3-day-old pups but not to pups 
that were 5 days old or older (Nambu et al., 1998a). In 
contrast, retinal degeneration occurred when MNU was 
given to mice that were 11 days old or older. Interesting-
ly, no structural alteration of the retina occurred when 
60 mg/kg MNU was administered to 5- and 8-day-old 
mice. MNU administered in the proliferative phase of 
retinal development led to retinal dysplasia, but MNU 
had no effect on the retinal developmental stage when 
administered after the proliferation of neuroblastic cells 
had ended. However, after retinal tissue had differenti-
ated into specialized cells, photoreceptor cells became 
susceptible to MNU. In the mature retina of Lewis rats, 
photoreceptor cell loss occurred over a 7-day period 
when >90, >50, and ≥35 mg/kg MNU was given to 
21-, 50-, and 150-day-old animals, respectively (Nambu 
et al., 1998b). Ontogenetically, the sensitivity of photo-
receptor cells to MNU-induced retinal degeneration in-
creased with age. This increased sensitivity in parallel to 

FIGURE 5.3 Retinal dysplasia after a single systemic administration of 60 mg/kg MNU to 0-day-old C57BL mice. (A) Retinal rosette in the 
outer nuclear layer at 8 days of age (hematoxylin and eosin). (B) Electron micrograph of the retinal rosette at 20 days of age. In some areas the 
photoreceptor segments radiated toward the center, and in other areas the photoreceptor cell nuclei directly face the center. A single layer of pig-
ment epithelial cells was observed above the Bruch’s membrane. Arrowheads indicate the outer limiting membrane. Bar = 4 µm. Source: Reprinted 
with permission from Nambu, H., et al., 1998. Pathol. Int. 48(3), 199–205.
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aging may be caused by the accumulation of DNA dam-
age with age. However, regardless of the time of MNU 
administration to rats that are at least 21 days old (after 
the retina has matured), the loss of photoreceptor cells 
was a selective phenomenon in that no other neural cells 
in the retina were affected by MNU.

5 PHOTORECEPTOR CELL DEATH, 
CELL DEBRIS REMOVAL, AND 

RPE CELL MIGRATION

5.1 Photoreceptor Cell Death

Apoptosis and autophagy-associated cell death are 
the two fundamental types of programmed cell death 
(Hotchkiss et al., 2009). Apoptosis (type I programmed 
cell death) is characterized by condensation of the cy-
toplasm and nucleus, accompanied by chromatin con-
densation, nuclear fragmentation, and the formation of 
plasma membrane blebs. Autophagic cell death (type II 
programmed cell death) is characterized by the accumu-
lation of autophagosomes and autolysosomes. Autopha-
gosomes fuse with lysosomes to form autolysosomes, in 
which acid hydrolases catabolize the ingested material 
into metabolic substrates. Paradoxically, autophagy may 
function as an essential survival mechanism by produc-
ing energy from the breakdown of deleterious products 
and organelles (Mizushima, 2007). In most normal tis-
sues and cells, autophagy occurs at basal levels (basal 
autophagy) and contributes to the routine turnover of 
cytoplasmic components. In disease conditions, autoph-
agy contributes to cell damage but can also protect cells 
from injury (Shintani and Klionsky, 2004). Photorecep-
tor degeneration in several animal models for RP occurs 
through apoptosis (Chang et al., 1993; Portera-Cailliau 
et al., 1994; Tso et al., 1994).

An apoptotic mechanism is responsible for MNU- 
induced retinal degeneration in rats (Nakajima 
et al., 1996b) and other species (Taomoto et al., 1998; 
Yuge et al., 1996). Light microscopy studies of MNU-
treated rat retina revealed that the dying photoreceptor 
cell nuclei appeared hyperchromatic after 24 h and that 
the degree of hyperchromatic nuclei progressed after 
72 h (Fig. 5.4A). Among the dying photoreceptor cells 
and in the inner nuclear layer, scattered mitotic cells, 
presumed to be Müller cells, were observed. Dying pho-
toreceptor cells were selectively labeled with terminal 
deoxynucleotidyl transferase-mediated dUTP nick-end 
labeling (TUNEL) 24 and 72 h after MNU (Fig. 5.4B). 
Electron microscopy showed photoreceptor cell nuclei 
to be pyknotic while Müller cell nuclei remained viable 
(Fig. 5.4C). In addition, internucleosomal DNA fragmen-
tation was detected in the retina 12 and 24 h after MNU 
administration; the fragmentation peaked 72 h after 

MNU administration and was almost negligible at day 
7 (Fig. 5.4D). These findings suggest that an apoptotic 
mechanism is responsible for photoreceptor cell death.

In normal photoreceptor cells, besides the intermit-
tent shedding of the disk from outer segments, autopha-
gy functions as a degradative pathway in photoreceptor 
metabolism. Autophagic vacuoles are mainly encoun-
tered in the myoid portion of the inner segments of pho-
toreceptor cells with dense material (Remé et al., 1999). 
In BALB/c mice, autophagosomes were detected in the 
myoid portion of the inner segment of the photoreceptor 
cells in untreated controls (Fig. 5.5). However, autopha-
gosomes were barely detectable 72 h after the adminis-
tration of 75 mg/kg MNU when the level of apoptosis 
peaked (Kuro et al., 2011). Decreased levels of basal au-
tophagy concomitantly occurred during the course of 
apoptosis progression in photoreceptor cells of MNU-
treated mice. Several animal models for RP indicate that 
defects in retinal genes encoding rod proteins initiate 
the pathogenesis of RP leading to the apoptotic rod cell 
death, which is followed by the loss of cones. In contrast 
to rods, cone loss is due to nutritional deficiencies, star-
vation, and autophagy (Punzo et al., 2009). The role of 
autophagy in photoreceptor cells appears to be complex.

5.2 Removal of Apoptotic Photoreceptor Cells

Clearance of apoptotic cells is mediated by profes-
sional phagocytes, such as macrophages and nonprofes-
sional phagocytes, which are cells near apoptotic cells 
in which phagocytosis is not their principal function 
 (Erwig and Henson, 2008). Macrophages, Müller cells, 
and RPE cells participate in the clearance of damaged 
retinal neuronal cells (Chang et al., 2006; Strauss, 2005). 
During the course of photoreceptor cell apoptosis 
caused by 75 mg/kg MNU in rats, mitotic cells appeared 
in the inner nuclear layer and within dying photorecep-
tor cells 72 h after MNU administration when apopto-
sis peaked (Fig. 5.4A). Cells not undergoing apoptosis 
contained proliferating cell nuclear antigen (PCNA) in 
their nucleus (Fig. 5.6A) and glial fibrillary acidic pro-
tein (GFAP) and/or vimentin in their proliferating cell 
processes (Fig. 5.6B); these characteristics are indicative 
of Müller cells. These cells appeared 48 h after MNU ad-
ministration and peaked at 72 h. Proliferating Müller cell 
processes contained numerous phagocytic inclusions 
derived from apoptotic photoreceptor cells (Fig. 5.6C). 
The role of Müller cell proliferation and the extension of 
their processes within damaged areas may also partici-
pate in stabilizing and preserving the damaged retina. 
At days 7 and 21 after MNU administration, there was 
an influx of ED1-positive and ED2-negative bone mar-
row-derived microglia/macrophages within the retina 
(Fig. 5.6D) (Kaneko et al., 2008; Nakajima et al., 1996a,b). 
Therefore, Müller cells, macrophages, and RPE cells with 
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FIGURE 5.5 Autophagy in photoreceptor cells. 
(A) Schematic presentation of the formation of au-
tophagic vacuoles in the inner segment of photo-
receptor cells. Segregation (1–3) and degradation 
(4–6) stages of an autophagic vacuole. (B) Autopha-
gosomes are observed in the myoid portion of the 
inner segment of photoreceptor cells in untreated 
control retina in a BALB/c mouse. In contrast, au-
tophagic vacuoles are virtually absent in 75 mg/kg 
MNU-treated mice 72 h after treatment. White arrow-
heads, autophagic vacuoles; N, photoreceptor nucle-
us. Bar = 1 µm. Source: Reprinted with permission from 
Kuro, M., et al., 2011. In Vivo 25(4), 625–631.

FIGURE 5.4 Apoptosis characteristics of photoreceptor cell death induced by MNU. (A) Pyknotic photoreceptor cell nuclei were observed 
in 75 mg/kg MNU-treated Sprague-Dawley rats 72 h after MNU treatment. Mitotic cells presumed to be Müller cells (arrowheads) are indicated 
(hematoxylin and eosin). (B) Terminal deoxynucleotidyl transferase-mediated dUTP nick-end labeling (TUNEL). TUNEL-positive signals are re-
stricted to photoreceptor cell nuclei of Sprague-Dawley rats 72 h after administration of 75 mg/kg MNU. (C) Electron micrograph. MNU-treated 
rat retina showed hyperchromatic photoreceptor cell nuclei, leaving Müller cells located in the upper left corner intact. Retinal tissue was from 
Sprague-Dawley rats 24 h after administration of 75 mg/kg MNU. Bar = 3.5 µm. (D) DNA fragmentation in the retina of Lewis rats treated with 
60 mg/kg MNU and untreated controls. DNA ladders appeared in MNU-treated retina 12 and 24 h after MNU and peaked 72 h after MNU; the 
ladder was negligible at day 7. Source: Reprinted with permission from Tsubura, A., et al., 2010. Histol. Histopathol. 25(7), 933–944.
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phagocytic function were involved in the removal of 
apoptotic photoreceptor cells, which were characterized 
by marked cytoplasmic and nuclear condensation and 
fragmentation into membrane-bound bodies. No inflam-
matory response was observed in these processes.

5.3 Bone Spicule Pigmentation

Fundus pictures of RP patients show a pale, waxy 
optic nerve head, attenuated retinal blood vessels, and 
characteristic bone spicule pigment in regions of pho-
toreceptor degeneration (Li et al., 1995). The bone spic-
ule pigment corresponds to melanin-containing RPE 
cells clustered around branching blood vessels in the 
inner retina. Translocated RPE cells in contact with reti-
nal blood vessels are a distinctive feature of human RP. 
Although photoreceptor cell loss by apoptosis occurs 
in various vertebrate species, a phenotypically similar 

model can only be reproduced in MNU-treated hamsters 
(Taomoto et al., 1998). When Syrian golden hamsters re-
ceived a single IP injection of 90 mg/kg MNU at 7 weeks 
of age, photoreceptor cell apoptosis developed 24 h af-
ter the treatment and resulted in photoreceptor cell loss 
at day 7. On day 5, when the photoreceptor cells were 
almost lost, the migration of RPE cells to the photore-
ceptor layer started. After day 7, and during 2–20 weeks 
after MNU injection, RPE cells migrated and reached all 
layers of the retina, and some were in contact with reti-
nal vessels (Fig. 5.7A–B). Rhodopsin knockout (rho−/−) 
mice on a C57BL/6 background, a murine homolog of 
an autosomal recessive form of human RP, completely 
lack rod outer segments and functional rods. Rod pho-
toreceptor cells are quickly lost in these mice, followed 
by progressive cone degeneration at approximately 
3 months of age (Jaissle et al., 2010). After the loss of all 
photoreceptor cells, the inner retinal vessels are in direct 

FIGURE 5.6 Cell debris removal after MNU insult. Proliferation of Müller cells is indicated by: (A) Proliferating cell nuclear antigen (PCNA)-
positive nuclei (PCNA), (B) vimentin-positive cytoplasm (Vimentin), and (C) electron micrograph. Proliferating Müller cell processes contain 
numerous phagocytic inclusions. Bar = 4 µm. (D) ED-1-positive migrating macrophages (arrowheads) are observed within the injured outer retina 
(ED-1). Source: Reprinted with permission from Nakajima, M., et al., 1996b. Am. J. Pathol. 148(2), 631–641.
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contact with migrated RPE cells. Different results were 
found in conventional C57BL mice treated with 60 mg/
kg MNU and monitored for 21 days. The photoreceptor 
nuclei and rod/cone layer were destroyed, resulting in 
the inner nuclear layer being in direct contact with RPE 
cells. A single layer of RPE cells was preserved above 
Bruch’s membrane. There was no evidence of RPE cell 
migration far into the retina, and the RPE cells did not 
contact the intraretinal vessels (Yuge et al., 1996). Thus, 
the rhodopsin knockout genotype may be involved in 
the bone-spicule phenotype in C57BL mice. Although 
the fate of RPE cells differs among species, photorecep-
tor cell loss by apoptosis is the primary event in human 
RP and MNU-induced retinal degeneration in animals.

6 MOLECULAR MECHANISMS IN 
PHOTORECEPTOR CELL DEATH 

CAUSED BY MNU

6.1 DNA Adduct Formation

Photoreceptor cell death is the major hallmark of 
RP, although the mechanisms leading to  photoreceptor 
apoptosis remain poorly understood. MNU is an alkyl-
ating agent that interacts with DNA to yield a variety of 
reaction products. The predominant adduct (70%–90%) 
following the reaction of methylating agents with DNA 
is at the 7-position of guanine, which yields the 7-methyl-
deoxyguanosine (7-medGua) adduct  (Degan et al., 1988). 
While 7-medGua does not appear to be directly muta-
genic, it is useful for the detection of  methylating agent 

exposure because it is more stable than mutagenic 
O6-methyldeoxyguanosine. Immunohistochemically, 
7-medGua DNA adducts were selectively detected in the 
photoreceptor cell nuclei of F344 and Sprague-Dawley 
rats and C57BL mice 3, 6, 12, and 24 h after MNU ex-
posure, with a gradual decrease at days 3 and 7 (Kiuchi 
et al., 2002; Ogino et al., 1993; Yoshizawa et al., 1999). Ac-
cumulated DNA adducts in the photoreceptor cell nuclei 
might suppress DNA synthesis, causing photoreceptor 
cell death. After DNA adduct accumulation, photore-
ceptor cell apoptosis was confirmed by DNA laddering, 
 TUNEL signals, and ultrastructural nuclear images.

6.2 PARP Activity

Poly(ADP-ribose) polymerase (PARP) is an abundant 
nuclear enzyme involved in DNA repair. DNA damage 
induced by alkylating agents activates PARP, which re-
pairs DNA damage by using nicotinamide adenine di-
nucleotide (NAD+) as a substrate (Carson et al., 1986). 
PARP hyperactivation results in the depletion of cellu-
lar NAD+ pools, leading to ATP deficiency, energy loss, 
and  subsequent cell death. After Sprague-Dawley rats 
were treated with 60 mg/kg MNU, the PARP activity 
in retinas, as evaluated by the expression of poly(ADP-
ribose) (PAR), which is the product of PARP, increased at 
12 and 24 h and peaked at 72 h. PAR immunoreactivity 
at 24 h was restricted to degenerative  photoreceptor 
cell nuclei (Uehara et al., 2006). PARP overactivation 
is also observed in photoreceptor cells of P23H and 
S344ter transgenic rats carrying rhodopsin mutations 
(Kaur et al., 2011). In retinal explant cultures derived 

FIGURE 5.7 Bone spicule pigment formation in 90 mg/kg MNU-treated Syrian golden hamster 20 weeks after MNU treatment. (A) Note 
translocated Fontana-Masson-positive cells (arrowheads) are in contact with an intraretinal blood vessel (Fontana-Masson). (B) Translocated pig-
ment epithelial cells are in contact with basal lamina of a retinal vessel (V). Bar = 1 µm. Reprinted with permission from Taomoto, M., et al., 1998. 
Graefe’s Arch. Clin. Exp. Ophthalmol. 236(9), 688–695.
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from PARP knockout and wild-type animals, the wild-
type retina subjected to Pde6b inhibition to imitate the 
rd mouse condition shows massive photoreceptor cell 
degeneration, while cell death is reduced in the PARP 
knockout culture (Sahaboglu et al., 2010). PARP acti-
vation plays a pivotal role in mediating photoreceptor 
cell apoptosis not only in the MNU model but also in 
an inherited mouse model of retinal degeneration. PARP 
regulates transcription through its interaction with tran-
scription factors, such as nuclear factor-kB (NF-kB) and 
activator protein-1 (AP-1) (Aguilar-Quesada et al., 2007; 
Andreone et al., 2003; Chiarugi, 2002; Skaper, 2003).

6.3 Transcription Factors

Transcription factors serve as pivotal regulators of 
cell survival or cell death. NF-kB is a ubiquitous tran-
scription factor that acts as a master regulator of stress 
responses and plays an essential role in cell injury. NF-
kB activity is regulated at multiple levels (Vermeulen 
et al., 2002). In its latent form in the cytoplasm, NF-kB 
is bound to IkB, which prevents its translocation into the 
nucleus. Phosphorylation of IkB at serine 32 is necessary 
for the release of active NF-kB. Phosphorylation of the 
NF-kB p65 subunit at serine 276 is necessary for NF-kB 
to be constitutively active in the nucleus and exert ef-
ficient transcriptional activity. The administration of 
60 mg/kg MNU to Sprague-Dawley rats did not increase 
the phosphorylated-IkB (serine 32) protein levels. How-
ever, phosphorylated-NF-kB (serine 276) protein levels 
were significantly decreased 12, 24, and 72 h after MNU 
administration (Miki et al., 2007). NF-kB is constitutively 
active in cultured 661W mouse photoreceptor cells, and 
light exposure decreases NF-kB activity, leading to pho-
toreceptor cell death; thus, the preservation of NF-kB 
activity in photoreceptor cell nuclei is necessary for pho-
toreceptor cells survival (Krishnamoorthy et al., 1999). In 
contrast, the activation and nuclear translocation of NF-
kB p65 occurs during the course of the retinal degenera-
tion of rd mice (Zeng et al., 2008). NF-kB activation can 
induce both anti- and proapoptotic effects, depending 
upon the specific model of retinal degeneration and the 
pathological stimuli.

AP-1 is a dimeric complex mainly composed of c-Jun 
and c-Fos, and it is closely associated with intracellu-
lar signals for cell cycle, differentiation, and apoptosis. 
Increased AP-1 activity in the retinas of light-exposed 
c-fos+/+ mice implicates the contribution of AP-1 to 
apoptosis induction. Retinas from c-fos−/− mice have 
unchanged AP-1 activity and are resistant to apopto-
sis. These results indicate that c-Fos is essential for the 
light-induced apoptotic pathway (Wenzel et al., 2000). A 
gene expression analysis of retinas from MNU-treated 
rats, consisting of microarray analysis and real-time RT-
PCR, showed that c-Fos was upregulated by MNU (Yang 

et al., 2007). However, in contrast to light exposure, 
MNU exposure causes photoreceptor apoptosis in both 
c-fos +/+ and c-fos−/− mice (Wenzel et al., 2000). c-Jun and 
the phosphorylation of its N-terminus at serine 63 and 
serine 73 by c-Jun N-terminal kinase (JNK) are associated 
with neural apoptosis (Estus et al., 1994; Xia et al., 1995). 
In parallel to photoreceptor cell apoptosis induced by a 
single IP injection of 60 mg/kg MNU to Sprague-Dawley 
rats, the phosphorylation of JNK peaked at 12 h and the 
phosphorylation of c-Jun peaked at 24 h, followed by a 
gradual decrease. The induction of AP-1 (c-Jun and c-Fos) 
was observed at 12 h, peaked at 24 h, and then gradu-
ally decreased at 3 and 7 days. These results indicate the 
importance of JNK/AP-1 in the MNU-induced apoptotic 
pathway (Uehara et al., 2006). However, in an apparent 
contradiction, phosphorylated c-Jun is not required for 
MNU-induced photoreceptor apoptosis in mice (Grimm 
et al., 2001). The lack of a requirement for phosphory-
lated c-Jun may be due to the shorter observation period 
(2 h after MNU exposure) or species differences. NF-kB 
and JNK are closely linked, and JNK plays a key role by 
interacting with the Bcl-2 family of apoptosis regulator 
proteins (Liu and Lin, 2005; Okuno et al., 2004).

p53 is a transcription factor that plays a crucial role 
against genotoxic stress and is a major regulator of cell 
death in response to DNA damage (Donehower and 
Bradley, 1993). Eight-week-old p53−/−, p53+/−, and p53+/+ 
mice generated in 129/Sv-derived embryonic stem cells 
backcrossed onto a C57BL background received an IP 
injection of 60 mg/kg MNU and were sacrificed after 
7 days (Yoshizawa et al., 2009). Regardless of the p53 
gene status, equivalent levels of photoreceptor cell loss 
were observed, indicating that MNU-induced photore-
ceptor cell degeneration was p53-independent. In agree-
ment with this observation, photoreceptor cell apoptosis 
is p53-independent in rd mice (Wu et al., 2001) and rds 
mice (Ali et al., 1998), as well as following light-induced 
retinal damage (Marti et al., 1998).

6.4 Bcl-2 Family Proteins

The Bcl-2 family proteins are important determinants 
of apoptosis. Bcl-xL and Bcl-2 prevent apoptosis, where-
as Bax induces apoptosis. Sprague-Dawley rats were 
given a single IP injection of MNU. At 40 mg/kg, MNU 
caused upregulation of Bax and Bcl-xL, which peaked 
at 24 h. The Bax/Bcl-xL ratio also increased and peaked 
24 h after MNU (Yang et al., 2007). At 60 mg/kg, MNU 
caused upregulation of Bax, which peaked after 72 h and 
remained high for 7 days, while Bcl-2 expression was un-
changed (Uehara et al., 2006). However, it was reported 
that 60 mg/kg MNU caused upregulation of Bax and 
downregulation of Bcl-2 after 24 h (Xu et al., 2008). After 
12 h, a 75 mg/kg dose of MNU caused downregulation 
of Bcl-2 and upregulation of Bax, which peaked 24 h  after 
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MNU (Yoshizawa et al., 1999). Cell destructive stimuli 
caused by different levels of MNU may evoke varying 
effects on the Bcl-2 family proteins involved in apopto-
sis, but the proapoptotic/antiapoptotic ratio seems to 
rise after MNU injection.

6.5 Caspase Activation

Caspases (cysteine aspartate-specific proteases) coor-
dinate and execute the apoptotic process. The substrates 
cleaved by caspases include members of the Bcl-2  family 
of apoptosis regulator proteins. The caspase family  
plays a decisive role in the execution of retinal apopto-
sis in that the caspase-3/CPP32, caspase-6/Mch2, and 
caspase-8/FLICE protease activities peaked 72 h after 
75 mg/kg MNU administration to Sprague-Dawley 
rats  (Yoshizawa et al., 1999). Similarly, in 40 mg/kg 
MNU-treated Sprague-Dawley rats, caspase-3 activity 
significantly increased at 24 h, peaked at 72 h, and de-
creased at day 7 (Gao et al., 2010). However, in 45 mg/kg 
MNU-treated C57BL mice, caspase-3-positive staining 
and a change in caspase-3 mRNA values were not de-
tected at 1, 3, and 7 days after MNU treatment (Zulliger 
et al., 2011). Other apoptotic pathways may be involved 
in MNU-damaged photoreceptor cells.

6.6 Calcium Overload and Calpain Activation

Cytotoxic stimuli result in a massive calcium (Ca2+) in-
flux into the target cells, and increased cellular Ca2+ con-
centrations cause calpain (calcium-dependent  cysteine 
protease) activation (Goll et al., 2003). Ca2+ overload, cal-
pain activation, and increased caspase-3  activity occur 
in the rd model of photoreceptor degeneration (Doonan 
et al., 2005; Sharma and Rohrer, 2004). Ca2+ influx, mem-
brane depolarization, and energetic collapse caused by 
a depletion of ATP and NAD+ are frequently associ-
ated with neuronal cell death (Kristián and  Siesjö, 1998; 
Nicholls and Ward, 2000). PARP overactivation and the 
resulting energetic collapse trigger apoptosis- inducing 
factor (AIF)-mediated photoreceptor cell death in rd 
mice (Paquet-Durand et al., 2007). Calpain does not 
directly cause chromatin condensation, but an acti-
vated form of AIF participates in DNA fragmentation 
and photoreceptor cell death (Sanges et al., 2006). DNA 
damage-induced PARP activation further dysregulates 
Ca2+, resulting in calpain activation and AIF induction, 
which are followed by cell death (Vosler et al., 2009). In 
60 mg/kg MNU-treated Sprague-Dawley rat retina, total 
retinal Ca2+ significantly increases 24 h after MNU treat-
ment and continuously increases over 7 days, compared 
with MNU-untreated rat retina (Oka et al., 2007). The 
280 kDa intact form of α-spectrin is ubiquitously local-
ized in both the inner and outer retina, and calpain activ-
ity can be detected by the presence of calpain-induced 

α-spectrin proteolysis products at 150 kDa (proteolyzed 
by caspase-3 and calpain) and 145 kDa (proteolyzed 
by calpain) (Shimazawa et al., 2010). In the retinas of 
BALB/c mice, calpain activity was increased 24 h af-
ter 60 mg/kg MNU treatment (Kuro et al., 2011). In the 
retinas of 60 mg/kg MNU-treated Sprague-Dawley rats, 
total retinal Ca2+ significantly increases and calpain ac-
tivity dramatically increases at 1 and 3 days after MNU 
administration, respectively, and these levels decrease 
at day 7 (Oka et al., 2007). Cyclin-dependent kinase 5 
(Cdk5) is a protein serine/threonine kinase requiring 
the regulatory subunit p35 for activity (Lew et al., 1994; 
Tsai et al., 1994). Conversion of p35 to p25 by calpain 
and prolonged activation of Cdk5/p25 may be a possi-
ble downstream mechanism for photoreceptor cell death 
(Oka et al., 2007). The calpain cascade is involved in reti-
nal degeneration after MNU treatment, as well as in rd 
retina.

6.7 Reactive Oxygen Species Production

Oxidative stress contributes to the pathogenesis of 
neurodegenerative disorders, and reactive oxygen spe-
cies (ROS) production in response to oxidative stress is 
implicated in photoreceptor cell death, including reti-
nal DNA damage in rd mice (Sanz et al., 2007). When 
100 µg/mL MNU is added to cultured murine 661W 
photoreceptor-derived cells or mouse RGC-5 ganglion 
cell line, MNU induces radical generation (as measured 
by intracellular ROS levels) in 661W cells, but not in 
RGC-5 cells. Oxidative stress is involved in photorecep-
tor cell death in MNU-induced retinal degeneration in 
rodents (Emoto et al., 2013, 2014; Tsuruma et al., 2012). 
MNU treatment increases the levels of the oxidative 
stress markers 8-hydroxy-2-deoxyguanosine (8-OGdG) 
and heme oxygenase-1 (HO-1) compared with untreated 
controls (Emoto et al., 2013, 2016b). Thus, MNU selec-
tively elevates ROS in photoreceptor cells and induces 
photoreceptor cell death in vitro and in vivo.

6.8 Autophagic Cascade

Microtubule-associated protein light chain 3 (LC3), 
which is the mammalian homolog of yeast Atg8, is the 
best-characterized autophagic marker. LC3 has two 
forms, LC3-I (18 kDa), which is localized to the cytosol, 
and its proteolytic derivative, LC3-II (16 kDa), which 
is localized to the autophagosome membrane (Kabeya 
et al., 2000). LC3-II levels have been correlated to the num-
ber of autophagosomes and autophagic activity (Kabeya 
et al., 2000; Mizushima, 2004). In BALB/c mice treated 
with 60 mg/kg MNU, caspase-3 activity gradually in-
creased, while LC3 activity gradually decreased during 
72 h after MNU administration (Fig. 5.8). In contrast to 
the gradual increase in apoptosis, the gradual decrease in 
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basal autophagy was noteworthy in the course of MNU-
induced retinal degeneration. In normal photoreceptor 
cells, besides the intermittent disk shedding from the 
outer segments, autophagy functions as a degradative 
pathway in photoreceptor cell metabolism. As shown in 
Fig. 5.5, autophagic vacuoles are mainly encountered in 
the myoid region of the inner segment of the photore-
ceptor cells with dense material (Remé et al., 1999). The 
loss of autophagosomes and autolysosomes in MNU-
treated mouse retinas, as determined by electron mi-
croscopy, indicates the suppression of basal autophagy 
(Kuro et al., 2011). The role of autophagy in cell death is 
controversial. However, in quiescent cells, such as neu-
rons, the suppression of basal autophagy causes neuro-
degeneration in mice (Hara et al., 2006); thus, autophagy 
in neuronal cells plays a cell-protective role. Therefore, 
both increased apoptosis and decreased autophagy may 
accelerate the MNU-induced photoreceptor cell death in 
mice.

Possible death signals caused by MNU are summa-
rized in Fig. 5.9. MNU causes DNA adduct formation 
restricted to photoreceptor cell nuclei, followed by in-
creased PARP activity that leads to the inactivation of 
NF-kB and activation of JNK/AP-1, causing downregu-
lation of Bcl-2, upregulation of Bax, and the activation of 
caspase-3, -6, and -8. Also, calpain activity is increased by 
Ca2+ dysregulation, leading to the prolonged activation 
of Cdk5/p25. Together, these observations indicate that 
the generation of ROS is involved in photoreceptor cell 
apoptosis. MNU also suppresses basal autophagy, which 
may also contribute to the acceleration of photoreceptor 
apoptosis. These molecular events may partially explain 

MNU-induced photoreceptor cell apoptosis. Fig. 5.9 also 
shows possible strategies for photoreceptor rescue with 
therapeutic agents.

7 THERAPEUTIC TRIALS AGAINST 
MNU-INDUCED PHOTORECEPTOR 

APOPTOSIS

7.1 PARP Inhibitors

Our laboratory performed therapeutic trials in an 
MNU-induced animal model for RP, and the results are 
summarized in Table 5.2. Seven- or 3-week-old animals 
received 40–60 mg/kg MNU. Nicotinamide (NAM), 
a water-soluble B group vitamin (vitamin B3/niacin), 
was SC injected at a dose of 1000, 25, 10, or 0 mg/kg 
immediately after 60 mg/kg MNU administration, and 
animals were sacrificed 7 days later. NAM significantly 
suppressed MNU-induced photoreceptor cell loss in a 
dose-dependent manner (Kiuchi et al., 2002), as evalu-
ated by the photoreceptor cell ratio [(photoreceptor cell 
thickness/total retinal thickness) ×100] in HE-stained 
sections of the central retina (Yoshizawa et al., 2000). The 
photoreceptor cell ratio after treatment with 1000, 25, 10, 
and 0 mg/kg NAM was 33, 34, 22, and 6%, respectively. 
The percent inhibition of the photoreceptor cell ratio, 
which was determined as [(NAM-treated—NAM-un-
treated animals)/NAM-treated animals) × 100], was 82, 
82, and 73% in the 1000, 25, and 10 mg/kg NAM-treated 
groups. Treatment with 1000 mg/kg NAM yielded no 
side effects. Functionally, scotopic and photopic ERGs 

FIGURE 5.8 N-methyl-N-nitrosourea (MNU, 75 mg/kg) accelerates apoptosis and suppresses autophagy in BALB/c mouse retina. Over the 
72 h post-MNU treatment period: (A) Caspase-3 expression is gradually increased. (B) LC3 expression is gradually decreased. Source: Reprinted 
with permission from Kuro, M., et al., 2011. In Vivo, 25(4), 625–631.
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showed that 1000 mg/kg NAM protected both rods and 
cones from MNU damage (Kiuchi et al., 2003). The sup-
pression of photoreceptor cell loss by 1000 mg/kg NAM 
was confirmed structurally and functionally. Moreover, 
NAM at a dose of 1000 mg/kg significantly suppressed 
photoreceptor cell loss when administered up to 6 h after 
MNU; however, NAM administered 12 h after MNU was 
ineffective (Kiuchi et al., 2002). NAM did not reduce the 
levels of 7-medGua DNA adducts. Therefore, NAM did 
not prevent DNA damage; rather, the DNA damage ap-
peared to be repaired. NAM, a precursor of NAD+, may 
block the depletion of NAD+ or inhibit PARP activation 
(Purnell and Whish, 1980). When 1000 mg/kg NAM was 
administered at the same time as MNU, PARP activation 
was diminished, and the level of downstream JNK/AP-1 
expression was compatible to that in untreated animals 
(Uehara et al., 2006). Therefore, the mechanism by which 
NAM suppressed MNU-induced retinal damage in-
volved PARP inhibition through the JNK/AP-1  signaling 

pathway. These results indicate that PARP inhibition can 
block MNU-induced photoreceptor cell apoptosis. The 
beneficial effect of PARP inhibition against MNU injury 
was confirmed by using the PARP inhibitor 3-aminoben-
zamide (3-AB).

3-AB suppressed 60 mg/kg MNU-induced photore-
ceptor apoptosis (Miki et al., 2007). An SC injection of 
50 or 30 mg/kg 3-AB, administered concurrently with 
MNU, significantly suppressed photoreceptor cell loss. 
The photoreceptor cell ratio after treatment with 50, 30, 
and 0 mg/kg 3-AB was 48, 38, and 18%, respectively. The 
percent inhibition of the photoreceptor cell ratio was 63 
and 53% in the 50 and 30 mg/kg 3-AB-treated groups, 
respectively. Retinal damage can also be expressed as the 
retinal damage ratio [(length of damaged retina/whole 
retinal length) × 100] (Yoshizawa et al., 2000). Damage to 
the retina was defined as the presence of less than four 
rows of photoreceptor nuclei in the outer nuclear layer. 
The retinal damage ratio was 0, 11, and 70% in animals 

FIGURE 5.9 Possible molecular signaling events occurring in response to MNU-induced photoreceptor apoptosis and therapeutic in-
tervention. AA, Arachidonic acid; 3-AB, 3-aminobenzamide; Ac-DEVD-CHO, caspase-3 inhibitor; CUR, curcumin; DHA, docosahexaenoic acid; 
EDRV, edaravone; GTE, green tea extract; MaFGF, mutant of acidic fibroblast growth factor; NAM, nicotinamide; NGN, nargenin; PLE, persimmon 
leaf extract; Reishi, Ganoderma lucidum; SNJ-1945, calpain inhibitor; VPA, valproic acid; and XIAP, X-linked inhibitor of apoptosis.
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TABLE 5.2  Percent Inhibition of Retinal Damage After Therapeutic Trials of Different Agents Against MNU Injury in Rats and Mice

Animal MNU Test chemicals Photoreceptor cell ratio (%) Retinal damage ratio (%)

Spices
Age 
(weeks) Dose Dose Frequency/duration Route

Untreated/
treated

Inhibition 
(%)

Treated/
untreated

Inhibition 
(%) References

Rat 7 60 NAM 1000 mg/
kg BW

×1 SC 6/33 82 Kiuchi et al. 
(2003)

25 mg/kg BW ×1 SC 6/34 82

10 mg/kg BW ×1 SC 6/22 73

Rat 7 60 3-AB 50 mg/kg BW ×1 SC 18/48 63 0/70 100 Miki et al. 
(2007)

30 mg/kg BW ×1 SC 18/38 53 11/70 84

Rat 7 60 AC-DEVD-CHO 4000 ng ×2 IVT 3/12 75 54/99 45 Yoshizawa 
et al. (2000)

Mouse 7 60 SNJ-1945 80 mg/kg BW ×8 IP 20/34 41 35/79 56 Kuro et al. 
(2011)

Rat 7 60 DHA 9.5% w/w·diet 14 days before 
MNU

PO 38/88 57 Moriguchi 
et al. (2004)

9.5% w/w·diet 7 days after MNU PO 46/88 48

9.5% w/w·diet 14 days before and 
7 days after MNU

PO 47/88 47

Rat 3 50 AA 0.50% 
w/w·diet

28 days before 
MNU

PO 19/47 60 3/40 93 Yoshizawa 
et al. (2013)

2.01% 
w/w·diet

28 days before 
MNU

PO 19/44 57 6/40 85

Rat 7 40 CUR 200 mg/kg BW ×10 IP 5/23 78 37/66 44 Emoto et al. 
(2013)

Rat 7 40 GTE 250 mg/kg BW ×10 PO 10/17 41 61/88 31 Emoto et al. 
(2014)

Animals received intraperitoneal injection of MNU and were sacrificed 7 days later; photoreceptor cell ratio at the central retina is calculated as (photoreceptor cell thickness/total retinal thickness) × 100; percent 
inhibition of photoreceptor cell ratio is calculated as the photoreceptor cell ratio as [(reagent-treated–untreated animals)/reagent-treated animals × 100]. Retinal damage ratio is calculated as [(retinal length 
composed of less than four rows of photoreceptor cells/total retinal length) × 100]; Percent inhibition of retinal damage ratio is calculated as the retinal damage ratio in [(untreated–reagent-treated animals)/
untreated animals × 100]. AA, Arachidonic acid; 3-AB, 3-aminobenzamide; Ac-DEVD-CHO, caspase-3 inhibitor; BW, body weight; CUR, curcumin; DHA, docosahexaenoic acid; GTE, green tea extract; IP, 
intraperitoneal; IVT, intravitreal; NAM, nicotinamide; PO, peroral; SC, subcutaneous; SNJ-1945, calpain inhibitor. All values (photoreceptor cell ratio and retinal damage ratio) were statistically significant between 
treated and untreated groups.
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that received 50, 30, and 0 mg/kg 3-AB, respectively. 
MNU-induced retinal damage proceeds from the  central 
retina to the peripheral retina, indicating that 3-AB 
 suppressed and/or delayed the progression of photo-
receptor cell damage. 3-AB treatment preserved NF-kB 
 activity and resulted in photoreceptor cell survival (Miki 
et al., 2007). In contrast to NAM (Kiuchi et al., 2002), 3-AB 
administration 4 or 6 h after MNU did not rescue pho-
toreceptor damage (Miki et al., 2007). NAM is a PARP 
inhibitor, a NAD+ precursor, and a vasodilator (Huang 
and Chao, 1960). Thus, in addition to PARP inhibition, 
the two other mechanisms may also contribute to the 
retinal protection provided by NAM. PARP is activated 
in rd retinas, and the PARP inhibitor (N-(6-oxo-5,6-dihy-
drophenanthridin-2-yl)-N,N-dimethylacetamide × HCl) 
(PJ34) has a therapeutic effect in an ex vivo model with 
rd retinal explants (Paquet-Durand et al., 2007). Thus, 
PARP inhibition can be included in RP therapy.

7.2 Caspase Inhibitors

It is theoretically possible to suppress  photoreceptor 
cell apoptosis by inhibiting the apoptosis cascade. The 
apoptosis cascade converges on a family of cysteine 
proteinases known as caspases. X-linked inhibitor of 
apoptosis (XIAP) inhibits caspases 3, 7, and 9 to confer 
resistance to apoptosis (Liston et al., 1996). Subretinal in-
jection of recombinant adeno-associated virus encoding 
XIAP 6 weeks prior to 60 mg/kg MNU administration 
suppresses MNU-induced photoreceptor cell apopto-
sis structurally and functionally when examined 24, 48, 
and 72 h, and 7 days after MNU administration (Petrin 
et al., 2003). Overall, XIAP-treated eyes show histologic 
protection of the outer nuclear layer in 66% (4/6) of the 
rats at each time point. XIAP-treated eyes in 2 of 4 ani-
mals showing morphologic protection had a diminished 
but recordable ERG response. XIAP gene therapy is ef-
fective against photoreceptor cell apoptosis caused by 
genetic mutation, as well as by MNU stress. P23H and 
S344ter rhodopsin transgenic rats carry rhodopsin muta-
tions that affect the protein folding and sorting of rho-
dopsin, respectively. In these transgenic rats, XIAP gene 
therapy provides long-term neuroprotection of photore-
ceptor cells structurally and functionally by inhibiting 
the action of caspase-3, -7, and -9 (Leonard et al., 2007).

IVT administration of Z-YVAD-FMK and Z-DEVD-
FMK, caspase-1/4 and 3/7 inhibitors, respectively, as 
well as Z-VAD-FMK, a broad spectrum caspase inhibi-
tor, transiently suppresses photoreceptor  apoptosis and 
preserves photoreceptor function in RCS rats (Perche 
et al., 2008). Z-VAD-FMK and Z-DEVD-FMK protect, 
while Z-YVAD-FMK shows no protective  effect, against 
light-induced retinal degeneration in rats (Perche 
et al., 2007). In rd/caspase-3 double-mutant mice, al-
though rods eventually die in the absence of caspase-3, 

the lack of caspase-3 does not abolish but reduces the 
number of apoptotic cells (Zeiss et al., 2004). Ac-DEVD-
CHO, a caspase-3 inhibitor, was IP administered at a 
dose of 2 mg/kg to rd mice every other day from 8 days 
of age (Yoshizawa et al., 2002). Photoreceptor cells were 
significantly preserved in Ac-DEVD-CHO-treated mice 
at 13 days of age, but the effect was lost at 17 days of 
age. Thus, the caspase-3 inhibitor transiently delayed 
the progression of retinal degeneration in rd mice. In 
Sprague-Dawley rats, two IVT injections of 4000 ng 
 Ac-DEVD-CHO dissolved in PBS were administered 0 
and 10 h after the IP administration of 60 mg/kg MNU 
(Yoshizawa et al., 2000). Ac-DEVD-CHO  suppressed 
MNU-induced photoreceptor cell apoptosis as  evaluated 
by TUNEL labeling 24 h after MNU and  ameliorated 
retinal damage 7 days after MNU administration. 
The TUNEL index 24 h post-MNU was 79.5% in the 
 peripheral retina and 83.7% in the central retina, while 
 Ac-DEVD-CHO significantly reduced the TUNEL in-
dex to 59.7 and 71.8%, respectively. Total retinal thick-
ness and outer retinal thickness 7 days after MNU was 
38 and 2 µm in the peripheral retina and 75 and 2 µm 
in the  central retina, respectively, while Ac-DEVD-CHO 
treatment increased these values to 71 and 31 µm and 77 
and 9 µm, respectively. The retinal damage ratio 7 days 
after MNU administration was significantly decreased 
from 99% to 54% by Ac-DEVD-CHO treatment. Caspase 
inhibitors are likely to be useful for the treatment of hu-
man RP. However, apoptotic retardation in the absence 
of caspase-3 implies the presence of caspase-indepen-
dent mechanisms (Doonan et al., 2003).

7.3 Calcium Channel Blockers

Apoptotic photoreceptor cells in rd mice have in-
creased levels of intracellular calcium (Doonan 
et al., 2005). In rd mice, the calcium channel blockers D-
cis-diltiazem (Frasson et al., 1999) and nilvadipine (NVP; 
5-isopropyl-3-methyl 2-cyano-1,4-dihydro-6-methyl-
4-(3-nitrophenyl)-3,5-pyridinedicarboxylate) (Takano 
et al., 2004) are able to preserve photoreceptor cells from 
degeneration. NVP also delays apoptotic progression of 
photoreceptor cells in rds mice (Takeuchi et al., 2008). In 
75 mg/kg MNU-treated Lewis rats, daily IP administra-
tion of 0.05 mg/kg NVP starting 7 days before MNU until 
1 or 3 days after MNU provides no retinal protection at 1 
and 3 days after MNU (Maruyama et al., 2001). The inef-
fectiveness of NVP in the MNU model may be explained 
by the use of a higher dose of MNU (75 mg/kg instead 
of 60 mg/kg), which might have caused  excessive DNA 
damage in photoreceptor cells that was beyond the res-
cue capacity. Therefore, we repeated the experiment in 
Sprague-Dawley rats that received daily IP administra-
tion of 0.1 or 1.0 mg/kg NVP dissolved in a mixture of 
ethanol:polyethylene glycol 400:distilled water (2:1:7). 
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The NVP treatment was started 7 days before the admin-
istration of 60 mg/kg MNU and continued until 7 days 
after MNU administration. Again, retinal protection was 
not achieved (unpublished observation).

7.4 Calpain Inhibitors

Although the calpain inhibitor N-acetyl-leu-leu-nor-
leucinal (ALLN) does not protect against photoreceptor 
degeneration in rd retinal explants (Doonan et al., 2005), 
the calpain inhibitors ALLN and N-acetyl-leu-leu- 
methioninal (ALLM) prevent the activation of AIF and re-
duce apoptosis in rd mice photoreceptor cells in vivo. The 
knockdown of AIF expression completely blocks apopto-
sis in rd photoreceptor cells in vitro (Sanges et al., 2006). 
In RCS rats, the calpain inhibitors ALLN and PD150606 
effectively inhibit photoreceptor apoptosis (Mizukoshi 
et al., 2010), while Mu-Phe-hPhe-FMK (MuhPhe) does not 
reduce photoreceptor apoptosis (Perche et al., 2008). The 
calpain inhibitor ((1S)-1-[([(1S)-1-benzyl-3-cyclopropyl-
amino-2,3-di-oxopropyl]amino)carbonyl]-3-methylbutyl) 
carbamic acid 5-methoxy-3-oxapentyl ester (SNJ-1945) 
has good penetration into the retina when perorally (PO) 
administered (Shirasaki et al., 2006) and has a low level of 
side effects (Oka et al., 2006). At a dose of 100 mg/kg IP or 
200 mg/kg PO 30 min before and just after light  exposure, 
SNJ-1945 significantly protects photoreceptor cell loss in 
ddY mice (Imai et al., 2010). In 60 mg/kg MNU-treated 
BALB/c mice, 80 mg/kg SNJ-1945 was administered IP 
3 h prior to MNU and thereafter once daily for 7 days 
(Kuro et al., 2011). The photoreceptor cell loss was signifi-
cantly prevented as compared with MNU-treated mice 
that did not receive SNJ-1945. The photoreceptor cell ratio 
at the central retina (20.0± 2.1 vs. 33.7± 4.6) and the reti-
nal damage ratio (79.3± 6.4 vs. 34.5± 12.7) revealed that 
the photoreceptor cell preservation caused by SNJ-1945 
was significant. In MNU-treated Sprague-Dawley rats, a 
retinal protective effect was observed with PO adminis-
tration of 200 mg/kg SNJ-1945 within 30 min after MNU, 
and once daily for 7 days (Oka et al., 2007). Thus, both IP 
and PO administration of SNJ-1945 is effective, and SNJ-
1945 ameliorates MNU-induced photoreceptor cell loss in 
rats and mice.

7.5 Polyunsaturated Fatty Acids

Although there are no established standard treatment 
modalities for RP, vitamin A and DHA supplementation 
slows the progression of retinal degeneration in RP pa-
tients (Shintani et al., 2009). Patients with RP had mean 
decreased values of red blood cell DHA concentrations, 
and serum levels were correlated with retinal levels. De-
creased amounts of DHA and arachidonic acid (AA) in 
plasma phospholipids are observed in Usher syndrome 
(Bazan et al., 1986). Photoreceptor membranes are richly 

endowed with DHA (22:6n-3), an n-3 PUFA, and AA 
(20:4n-6), an n-6 PUFA, indicating that these fatty acids 
play an integral role in photoreceptor cells. rd mice have 
lower levels of DHA in the retina and in photoreceptor 
cells (Scott et al., 1988). Seven-week-old Sprague-Daw-
ley rats were fed an AIN-76A (basal) diet or a DHA diet, 
in which 5% corn oil and 5% corn starch from the AIN-
76A diet were replaced by 9.5% DHA and 0.5% linoleic 
acid (LA), for 2 weeks. Then, the rats received 60 mg/
kg MNU and continued to receive the same diet or were 
switched to the opposite diet for 3 or 7 days until they 
were sacrificed (Moriguchi et al., 2004). Three days after 
MNU administration, the progression of photoreceptor 
damage was delayed in parallel with serum DHA lev-
els. Seven days after MNU administration, although the 
damage was not delayed in parallel with serum DHA 
levels, the retinal damage ratio was significantly lower 
in rats fed DHA at some point compared to rats fed 
the basal diet throughout the experimental period. The 
retinal damage ratio was 38% in rats who received the 
DHA diet for 14 days before MNU administration, 46% 
in rats who received the DHA diet 7 days after MNU 
administration, and 47% in rats who received the DHA 
diet 14 days before and 7 days after MNU administra-
tion; in contrast, the retinal damage ratio was 88% in rats 
who received the basal AIN-76A diet (without DHA) 
throughout the experimental period. Thus, the DHA diet 
likely delayed the onset and suppressed the progression 
of photoreceptor cell apoptosis. DHA interferes with 
pro- and antiapoptotic proteins of the Bcl-2 family and 
protects photoreceptor cells from apoptosis (Rotstein 
et al., 2003).

Seven-week-old Sprague-Dawley rats were given 
MNU at a dose of 50 mg/kg, which is lower than the 
dose needed to cause photoreceptor cell loss within 
7 days in all treated animals. Thereafter, the rats received 
one of five diets containing the following fatty acids: 
10% LA (LA diet); 9.5% palmitic acid (PA) and 0.5% LA 
(PA diet); 9.5% eicosapentaenoic acid (EPA) and 0.5% 
LA (EPA diet); 4.75% EPA, 4.75% DHA, and 0.5% LA 
(DHA plus EPA diet); or 9.5% DHA and 0.5% LA (DHA 
diet) (Moriguchi et al., 2003). The rats were observed 
for 20 weeks after MNU administration. The degree of 
retinal lesions varied significantly among the five diet 
groups. The incidence of retinal damage [(number of rats 
with retinal degeneration/total number of rats) ×100] 
and the retinal damage ratio for each diet was: LA diet, 
88 and 61%; PA diet, 41 and 18%; EPA diet, 73 and 40%; 
EPA plus DHA diet, 53 and 24%; and DHA diet, 0 and 
0%, respectively. Thus, the DHA diet completely sup-
pressed retinal damage, while the EPA diet, which is rich 
in another n-3 PUFA, did not suppress retinal damage. 
The DHA plus EPA diet had a weaker retinal protective 
effect, whereas the lesions were accelerated in rats fed 
the LA diet. DHA is significantly enriched in the retinas 
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of diurnal Sudanian grass rats as compared to the retinas 
of Brown-Norway rats, resulting in a relative resistance 
to MNU-induced damage (Boudard et al., 2011). Thus, 
the role of DHA in the adult retina seems to be impor-
tant. In contrast to the beneficial effects of dietary DHA, 
conjugated DHA, a mixture of positional and geometric 
isomers of DHA, did not evoke beneficial effects against 
MNU-induced photoreceptor damage (unpublished 
observation). In cultured retinal neurons, DHA supple-
mentation decreased photoreceptor cell death, whereas 
PA, oleic acid, or AA was unable to decrease photorecep-
tor cell death (Politi et al., 2001; Rotstein et al., 1996).

DHA and AA are highly concentrated in the phos-
pholipid bilayer of biologically active brain and retinal 
neural membranes, and supplementation of DHA and 
AA may protect infants from visual problems (Brémond-
Gignac et al., 2011). Lower levels of AA have been found 
in the retinas of rd mice (Cagianut et al., 1985). When 
rd mice were fed diets containing various doses of AA 
(control diet, 0.008% AA; low-dose AA diet, 0.13% AA; 
medium-dose AA diet, 0.50% AA; and high-dose AA 
diet, 2.01% AA) through the last 2/3 of pregnancy and 
the lactation period, the retinal degeneration of the pups 
sacrificed at 12 or 18 days of age was not affected (un-
published observation). Sprague-Dawley rats were fed 
diets containing various doses of AA (same diets as 
listed earlier) beginning 2 weeks prior to mating and 
continuing through gestation (3 weeks) and the lacta-
tion period (3 weeks). Then, the 3-week-old male pups 
were given 50 mg/kg MNU IP, fed the same diet their 
mothers had received for 1 week, and subsequently sac-
rificed (Yoshizawa et al., 2013). AA dose-dependently 
ameliorated retinal injury, as shown by the photorecep-
tor cell ratios and retinal damage ratios in each group: 
control diet, 19.4 ± 11.9% and 39.5 ± 14.4%; low-dose AA 
diet, 32.0 ± 16.2% and 21.2 ± 17.4%; medium-dose AA 
diet, 46.7 ± 2.8% and 2.7 ± 3.7%; and high-dose AA diet, 
43.6 ± 8.8% and 6.1 ± 6.7%, respectively. The medium- 
and high-dose AA groups showed significant retinal 
improvement compared to the control diet group. Thus, 
AA supplementation (≥0.5% in the diet) during the pre-
natal, perinatal, and neonatal period is effective in sup-
pressing MNU-induced retinal degeneration. Toward 
optimizing human vision, it has been recommended that 
infants receive at least 0.3% fatty acids from DHA with 
at least 0.3% AA (Hoffman et al., 2009). However, these 
AA diets given to 10-week-old male Sprague-Dawley 
rats for 6 weeks did not improve retinal damage caused 
by 60 mg/kg MNU administered at 15 weeks of age to 
animals that were sacrificed at 16 weeks of age. Thus, the 
role of AA in the infant retina (but not the adult retina) 
seems to be important.

Valproic acid (VPA), a short-chain fatty acid that is a 
heat shock protein (HSP) 70 inducer, suppresses MNU-
induced photoreceptor cell death through inhibition of 

apoptotic caspase signals; HSP70 may also modulate 
photoreceptor apoptosis through the calpain pathway 
(Koriyama et al., 2014).

7.6 Health Supplements

Resveratrol (3,5,4′-trihydroxystilbene), a polypheno-
lic phytoalexin, is a naturally occurring product found in 
grape skin and red wine that has various bioactivities in-
cluding anticarcinogenic effects (Nakagawa et al., 2001). 
Light-induced photoreceptor cell damage in BALB/c 
mice is significantly reduced both structurally and func-
tionally by prior treatment with resveratrol at a dose of 
50 mg/kg daily for 5 days by gastric intubation (Kubota 
et al., 2010). The retinal protective effect of resveratrol 
is via inhibition of retinal AP-1 activity as measured by 
c-Fos levels. However, seven daily doses of 50 mg/kg 
resveratrol dissolved in 0.3% carboxymethyl cellulose 
solution (administered PO from 3 days prior to 3 days 
after MNU administration) could not rescue retinal dam-
age caused by 60 mg/kg MNU in Sprague-Dawley rats 
that were sacrificed and examined 7 days after MNU ad-
ministration (unpublished observation).

Anthocyanins are plant pigments that are widely 
distributed in berries, dark grapes, cabbages, and other 
pigmented foods, plants, and vegetables. They belong 
to the widespread class of phenolic compounds collec-
tively named flavonoids. Although the mechanisms of 
action have not been described, when anthocyanins ex-
tracted from black soybean seed coat (50 mg/kg/day) 
were PO administered daily for 4 weeks (but not 1 or 
2 weeks) to 50 mg/kg MNU-treated 10-week-old male 
Sprague-Dawley rats, retinal damage was reduced, as 
determined by ERG responses and retinal morphology 
(Paik et al., 2012).

Ganoderma lucidum, known as Reishi or Lingzhi, is 
a medical mushroom used for more than 4000 years in 
China to promote health and longevity. Sprague-Dawley 
rats received ganoderma spore lipid (GSL) at a dose of 
0, 0.5, 1, 2, and 4 g/kg each day for 3 days via the in-
tragastric route; then, the rats received an IP injection of 
40 mg/kg MNU and were sacrificed 1, 3, 7, or 10 days 
later (Gao et al., 2010). GSL at a dose of 2 g/kg inhib-
ited the decrease of a- and b-wave amplitudes and sup-
pressed photoreceptor cell apoptosis through Bax, Bcl-xl, 
and caspase-3 regulation. A daily 2 g/kg dose of GSL or 
2 g/kg dose of fish oil (containing 70% n-3 PUFAs, of 
which DHA accounted for 54% and EPA for 7%) exerted 
a similar potency in suppressing MNU-induced retinal 
damage (Gao et al., 2011).

7.7 Neurotrophic Factors

Neurotrophic factors protect neurons and initiate 
their growth. These factors are neuroprotective in a 
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range of diseases including retinal disease (Thanos and 
Emerich, 2005). IVT injection of 500 ng of basic fibroblast 
growth factor (bFGF, FGF-2) in 1 µL PBS at 23 days of 
age when photoreceptor cell degeneration starts in RCS 
rats results in photoreceptor cell rescue 2 months after 
the injection (Faktorovich et al., 1990). IVT injection of 
1150 ng of bFGF in 1 µL of PBS to F344 rats 2 h prior to 
constant light exposure reduces the progression of pho-
toreceptor degeneration (Faktorovich et al., 1992). IVT 
injection of 1 µg of bFGF in 1 µL of PBS into BALB/c 
mice 3 h prior to light damage affords photorecep-
tor protection from light-induced damage (O’Driscoll 
et al., 2008). Acidic FGF (aFGF, FGF-1) ameliorates isch-
emic injury of the rat retina (Cuevas et al., 1998), but the 
use of aFGF requires caution because of its mitogenic ac-
tivity (Galzie et al., 1997). In this context, mutant aFGF 
(MaFGF), which is a nonmitogenic form of human aFGF, 
has been developed and applied to the MNU model (Wu 
et al., 2005) by IVT injections at 0 and 12 h after MNU ad-
ministration (Xu et al., 2008). In 60 mg/kg MNU-treated 
Sprague-Dawley rats, IVT administration of MaFGF at 
a dose of 1.25 and 2.5 µg protects MNU-induced retinal 
damage in rats 7 days after MNU through upregulat-
ing Bcl-2 and downregulating Bax. The apoptotic index 
24 h post-MNU was 38.1 ± 3.6% in the peripheral retina, 
while it was 27.5 ± 2.5% and 21.1 ± 1.9% after MaFGF 
treatment at a dose of 1.25 and 2.5 µg, respectively. Total 
retinal thickness and outer retinal thickness 7 days after 
MNU in the peripheral retina were 37 ± 2 and 3 ±1 µm, 
while 1.25 and 2.5 µg MaFGF increased these values to 
44 ± 2 and 15 ± 2 µm, and 55 ± 3 and 22 ± 2 µm, respec-
tively. The central retina was beyond the rescue  capacity 
of MaFGF treatment. The apoptotic index 24 h post-
MNU was 38.1 ± 3.6% in the peripheral retina, while it 
was 27.5 ± 2.5% and 21.1 ± 1.9% after MaFGF treatment 
at a dose of 1.25 and 2.5 µg, respectively.

7.8 Antioxidants

Edaravone (EDRV) is a potent antioxidant and free-
radical scavenger. At a dose of 1 µM, EDRV reduces 
MNU-induced free-radical production in cultured 
murine 661W photoreceptor-derived cells (Tsuruma 
et al., 2012). After adult ddY mice were treated by IP 
injection of 60 mg/kg MNU, EDRV at a dose of 0, 0.3, 
or 1.0 mg/kg was IV injected immediately and 6 h after 
MNU treatment. Seven days after MNU treatment, the 
vertical length of the outer nuclear layer relative to the in-
ner nuclear layer was compared, and EDRV at 1.0 mg/kg 
(but not 0.3 mg/kg) significantly suppressed the reduc-
tion in the outer nuclear thickness compared to mice not 
treated with EDRV. EDRV inhibits MNU-induced photo-
receptor cell death by its ROS-scavenging activity. Many 
phytochemicals possess antioxidant activity and may be 
useful in suppressing retinal damage caused by MNU.

Prevention of MNU-induced retinal damage was 
observed following oral administration of persimmon 
leaf extract (PLE) in mice (Kim et al., 2015), and topical 
treatment (eye drops) with naringenin (NGN, found in 
citrus and grape fruit) in rats (Lin et al., 2014), both of 
which have antioxidant activity. Curcumin (CUR), a yel-
low pigment of turmeric and a constituent of curry pow-
der, and green tea extract (GTE), which mainly contains 
the potent antioxidant epigallocatechin gallate (EGCG), 
were effective in suppressing MNU-induced retinal 
damage (Emoto et al., 2013, 2014). Seven-week-old rats 
were given daily IP injection of 200 mg/kg CUR or PO 
administration of 250 mg/kg GTE for 10 days, starting 
3 days prior to 40 mg/kg MNU, and retinas were exam-
ined 7 days after MNU. CUR and GTE treatment sup-
pressed MNU-induced photoreceptor apoptosis with 
no side effects. Significant increases in oxidative stress 
markers, such as nitrotyrosine and S-nitro-cysteine, oc-
cur in photoreceptor cells after mice are treated with 
MNU (Chen et al., 2014). CUR and GTE treatment low-
ered the levels of the oxidative stress marker 8-OHdG 
and HO-1 following MNU administration in rats (Emoto 
et al., 2013, 2016b). In an effort to identify potential syn-
ergistic interactions between CUR and GTE, 7-week-old 
rats were treated with daily IP injection of either 100 mg/
kg CUR and PO administration of 125 mg/kg GTE (low 
dose antioxidant), or 200 mg/kg CUR and 250 mg/kg 
GTE (high dose antioxidant) for 10 days starting 3 days 
prior to 40 mg/kg MNU, and retinas were examined 
7 days after MNU (unpublished observation). However, 
no synergistic effects were observed. In high-dose, low-
dose, antioxidant-free MNU-treated rats, and untreated 
control rats, photoreceptor ratios were 13.2, 11.4, 11.3, 
and 44.5%, and retinal damage ratios were 67.5, 72.0, 
71.2, and 0%, respectively. Potential synergic interactions 
between CUR and DHA were examined in 7-week-old 
rats by IP injection of 200 mg/kg CUR and PO admin-
istration of 2 mL DHA for 10 days starting 3 days prior 
to 40 mg/kg MNU. Retinas were examined 7 days after 
MNU (unpublished observation) treatment, and no syn-
ergistic effects were evident.

7.9 Autophagy Preservation

Rapamycin is a negative regulator of mammalian 
target of rapamycin and has been used to induce au-
tophagy. BALB/c mice received IP injections of 10 mg/
kg rapamycin during the 10-day light damage period 
(Kunchithapautham et al., 2011), which significantly im-
proved photoreceptor rod survival and function and re-
duced apoptosis. As decreased basal autophagy in pho-
toreceptor cells occurs along with apoptosis after MNU 
treatment, rapamycin was utilized in the MNU model. 
Daily doses of 2 mg/kg rapamycin (dissolved in 0.4% 
ethanol and 1.6% cremophore EL) were IP injected into 
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7-week-old BALB/c mice for 7 days before and 7 days 
after 60 mg/kg MNU administration. Seven days after 
MNU treatment, mice were sacrificed and examined, 
and photoreceptor cell survival was not promoted by 
this protocol (unpublished observation). In cones, au-
tophagy suppression might be necessary for cone-cell 
survival because reduced cone-cell function secondary 
to rod-cell loss is due to autophagic cell death through 
stimulation of the insulin/mammalian target of rapamy-
cin pathway (Punzo et al., 2009).

7.10 Cell Transplantation

In addition to the pharmacological approaches de-
scribed earlier, degenerative photoreceptors can be 
repaired and retinal function rescued if the damaged 
photoreceptors can be replaced with healthy cells that 
make appropriate synaptic connections with the remain-
ing functional circuitry within the retina. Photorecep-
tor cells and stem/progenitor cells can be used for cell 
transplantation. Photoreceptor cell loss caused by MNU 
can be repaired by cell transplantation. Synapses be-
tween transplanted neurons and host retina are formed, 
and partial functional recovery is achieved when dis-
sociated photoreceptors are transplanted concomitantly 
with chondroitinase ABC, a bacterial enzyme that de-
grades the chondroitin sulfate proteoglycan side chain, 
1 day after MNU treatment in adult C57BL mice (Suzuki 
et al., 2007). Chondroitinase ABC, which degrades chon-
droitin sulfate proteoglycans in the extracellular matrix, 
may help eliminate the barrier between photoreceptor 
transplants and host retina and may increase the neurite-
extending activity. Some of the progeny of the Müller 
glia in adult rat retina undergo gliosis and proliferate in 
response to photoreceptor cell loss caused by MNU, and 
they express a rod-specific marker and synaptic proteins 
(Wan et al., 2008). Cultured Müller cells that are trans-
planted show a regenerative capacity by migrating into 
the MNU-induced damaged retina and expressing a rod-
specific marker. Müller cells have progenitor/stem-cell 
properties and can be used for cell replacement therapy.

8 CONCLUDING REMARKS

A single systemic administration of MNU induces 
photoreceptor cell loss in various mammalian species, 
from insectivora to primates, and fish (zebrafish). Dis-
ease progression is rapid in that the active signs of photo-
receptor cell apoptosis end by day 7. MNU causes DNA 
adduct formation in photoreceptor nuclei, followed 
by increased PARP activity that leads to the activation 
of JNK/AP-l and inactivation of NF-kB, causing the 
downregulation of Bcl-2, upregulation of Bax, and the 
activation of caspase-3, -6, and -8. In addition, increased 

 intracellular Ca2+ levels activate calpain, leading to pro-
longed activation of Cdk5/p25. Furthermore, MNU 
leads to ROS production in response to oxidative stress. 
Collectively, these molecular events appear to cause 
photoreceptor cell apoptosis. In parallel to a gradual in-
crease in photoreceptor cell apoptosis, there is a gradual 
decrease in basal autophagy essential for cell survival. 
Many novel approaches have been applied to control 
MNU-induced photoreceptor cell death (Fig. 5.9). MNU-
induced photoreceptor apoptosis can be suppressed by 
the following agents: PARP inhibitors, such as NAM and 
3-AB; DHA, AA, VPA, Reishi, and MaFGF, which may 
interfere with pro- and antiapoptotic molecules; caspase 
inhibitors XIAP and Ac-DEVD-CHO; calpain inhibitor 
SNJ-1945; and free-radical scavenger and antioxidants 
EDRV, CUR, GTE, NGN, and PLE. In addition to phar-
macological manipulation, cell transplantation may 
possibly rescue MNU-induced retinal damage. MNU-
induced photoreceptor cell death is a valuable animal 
model for human RP. Although the potency of agents 
that suppress MNU-induced photoreceptor cell death in 
animals does not guarantee that these agents will be ef-
fective in humans, it may be worthwhile to extrapolate 
these results to RP patients. Special techniques useful for 
the establishment and evaluation of MNU-induced reti-
nal damage are described later in the chapter.

9 APPENDIX: SPECIAL TECHNIQUES

9.1 MNU Preparation and Administration

MNU (Fig. 5.10) is a direct-acting alkylating agent 
that does not require metabolic activation to be effective 
and is known to methylate DNA. MNU is sensitive to 
humidity and light, and storage at temperatures below 
−10°C is recommended. The purity of MNU obtained 
from the manufacturer can differ between lots. There-
fore, the equivalent purity must be considered in every 
occasion. MNU must be stored at −20°C in the dark, and 
since MNU stability depends on the pH of the medium, 
it is dissolved in physiological saline containing 0.05% 
or 0.1% acetic acid immediately before use. This solution 
should be kept on ice and shielded from light. A 23-G 
needle is used for administration to rodents. The dose 
of MNU (per kg of body weight of animals) needed to 
cause complete loss of photoreceptors in 7 days depends 
on the animal species (Table 5.1). The half-life of MNU 

FIGURE 5.10 Chemical structure of MNU.
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under physiological conditions is <1 h (Weisberger 
and Williams, 1975), and the half-life in plasma is only 
5–15 min (Smith and Yielding, 1986). Therefore, the in-
jection solution must be freshly prepared every 15 min.

9.2 Eyeball Fixation and Processing for Light 
Microscopy

Immediately after sacrifice, eyes are removed, and a 
hole is made in the corneal edge through the anterior 
chamber with a 27-G needle to facilitate entry of fixative 
to the retina. For light microscopic examination, one eye 
is fixed overnight in neutral-buffered formalin, and the 
other eye is fixed overnight in methacarn (60% metha-
nol, 30% chloroform, and 10% acetic acid). The fixed tis-
sues are then embedded in paraffin and cut into sections. 
The sections are cut at the center of the retina, parallel to 
the optic axis and optic nerve. The sections are stained 
with hematoxylin and eosin (HE) or other special stains 
or are used for immunohistochemistry. Formalin-fixed 
but not methacarn-fixed eye specimens easily develop 
separation of the outer layers of the retina from the un-
derlying retinal pigment epithelium, whereas formalin 
fixation can only be suitable for certain staining. There-
fore, both fixatives must be used properly according to 
their purpose.

9.3 Electron Microscopy

After eyeballs are fixed for 1.5 h in 0.5% Karnovsky 
fixative, the cornea and lens of each eye are removed for 
better penetration of the fixative. Then, the eyes are post-
fixed in 2% OsO4 and embedded in Luveak-812. Semi-
thin sections (thickness, 1 µm) stained with toluidine 
blue are used to locate areas to be examined by electron 
microscopy. Thin sections stained with uranyl acetate 
and lead citrate are examined by transmission electron 
microscopy.

9.4 Immunohistochemistry

Antibodies useful in retinal immunohistochemistry, 
along with their clone name and source, suitable fixa-
tive, the necessity of preincubation, and the expression 
site of their target protein, are listed in Table 5.3. Anti-
7-methyldeoxyguanosine (7-medGua) detects the DNA 
adducts produced by MNU (Yoshizawa et al., 1999), 
and antipoly(ADP-ribose) (PAR) labels activated PARP 
in cells damaged by MNU (Uehara et al., 2006). An-
tiphosphodiesterase (PDE) 6β and antirhodopsin label 
photoreceptor outer segments (Emoto et al., 2014). An-
tivimentin and antiglial fibrillary acidic protein (GFAP) 
can be used to stain proliferating Müller cell process-
es, and antiproliferating cell nuclear antigen (PCNA) 

TABLE 5.3  Antibodies Used to Detect Retinal Pathology Caused by MNU in Animals

Antibody Clone Source Fixative Preincubation Expression site References

7-methyldeoxyguanosine Polyclonal Gift from PC Wild, 
Univ. of Leeds, UK

Amexa Yesb Disrupted photoreceptor 
nuclei

Yoshizawa 
et al. (1999)

Poly(ADP-ribose) 10H Trivingen, 
Gaithersberg, MD, 
USA

Methacarn No Disrupted photoreceptor 
nuclei

Uehara et al. 
(2006)

Phosphodiesterase 6β Polyclonal Abcam, Cambridge, 
UK

Formalin Yesc Photoreceptor outer 
segments

Emoto et al. 
(2014)

Rhodopsin RET-P1 Millipore, Temecula, 
CA, USA

Formalin Yesc Photoreceptor outer 
segments

Emoto et al. 
(2014)

Vimentin V9 Dako, Glostrup, 
Denmark

Methacarn No Proliferating Müller cells Nakajima et al. 
(1996b)

Glial fibrillary acidic 
protein

Polyclonal Dako Methacarn No Proliferating Müller cells Nakajima et al. 
(1996b)

Proliferating cell nuclear 
antigen

PC10 Novocastra, Newcastle 
upon Tyne, UK

Methacarn No Proliferating Müller cells Nakajima et al. 
(1996b)

Rat macrophage and 
monocyte

ED1 Serotec, Oxford, UK Formalin Yesd Infiltrating macrophage Nakajima et al. 
(1996b)

Rat macrophage ED2 Serotec Formalin Yesd Resident macrophage Nakajima et al. 
(1996b)

a Amex, Acetone methylbenzoate xylene (Sato et al., 1986).
b 0.05N sodium hydroxide in 40% ethanol for 5 min, 5% acetic acid in 40% ethanol for 15 s, and 1% nonfat milk in PBS-saline for 1 h.
c Heat treatment in 0.01M citrate buffer pH 6.0 in 115°C for 10 min.
d 0.1% trypsin for 15 min.
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can be used to stain proliferating Müller cell nuclei 
(Nakajima et al., 1996b). Anti-ED-1 stains macrophages 
that have infiltrated the retina, while anti-ED2 stains 
resident macrophages (Nakajima et al., 1996b). Immu-
nohistochemistry can be performed by using a labeled 
streptavidin biotin (LSAB) staining kit (Dako, Carpinte-
ria, CA, USA), 3,3′-diaminobenzidine (DAB, Wako Pure 
Chemical, Osaka, Japan) for antigen visualization, and 
hematoxylin for counterstaining. Also, cross-reactivity 
data for each antibody is needed before utilization with 
animal tissues.

9.5 In Situ Apoptotic Cell Detection

Apoptotic cells can be identified by using the TUNEL 
assay and by performing formamide-induced DNA de-
naturation and staining with a monoclonal antibody 
(MoAb) against single-stranded DNA (formamide-
MoAb). TUNEL detects the DNA fragmentation caused 
by apoptotic signaling cascades. The assay relies on the 
presence of nicks in the DNA that can be identified by 
terminal deoxynucleotidyl transferase, an enzyme that 
will catalyze the addition of dUTPs that are secondarily 
labeled with a marker. Formalin-fixed, paraffin-embed-
ded specimens can be utilized in the TUNEL assay by 
using a commercially available apoptosis detection kit 
(ApopTag, Millipore, Billerica, MA, USA) according to 
the manufacturer’s instructions (Nakajima et al., 1996b). 
The formamide-MoAb technique can be performed by 
using the protocol of Frankfurt and Krishan (2001). 
Briefly, formalin-fixed, paraffin-embedded retinas are 
sectioned, and the sections are deparaffinized. Each 
section is incubated with PBS containing 0.1 mg/kg sa-
ponin and 20 µg/mL proteinase K for 20 min, rinsed 
in PBS, rinsed in distilled water, and heated in 50% 
formamide (diluted with distilled water) at 56–60°C 
for 20 min. After heating, sections are transferred into 
ice-cold PBS, in which they are incubated with mouse 
monoclonal anti-single-stranded DNA antibody (clone 
F7-26, Chemicon, Temecula, CA, USA) diluted ×10 with 
Tris-buffered saline-containing Tween 20 (TBST: 0.05 M 
Tris-HCl (pH 7.6) buffer containing 0.1% Tween 20). 
The sections are then stained by using an LSAB stain-
ing kit. In both methods, DAB is used as the chromo-
gen, and hematoxylin is used as the counterstain (Miki 
et al., 2007).

9.6 Internucleosomal DNA Fragmentation Assay

Eyes are excised from the sacrificed animals. The 
corneas and lenses are removed, and the retinal DNA 
is isolated by the digestion of cells with proteinase K at 
a concentration of 0.2 µm/µL in tissue lysis buffer solu-
tion [50 mM Tris-HCl (pH 8.0), 10 mM EDTA (pH 8.0), 
0.5% SDS] at 50°C for 2 h. RNase A, at a  concentration 

of 0.2 µg/µL, was then added to the lysate and incu-
bated for 1 h, followed by extraction with phenol/chlo-
roform. Ten µg of DNA are analyzed by electrophoresis 
in 1.5% (w/v) agarose gel and visualized under UV 
light after staining with ethidium bromide (Uehara 
et al., 2006).

9.7 Western Blot Analysis

For western blot analysis, a protein extract is pre-
pared by homogenizing the retinas in lysis buffer so-
lution [50 mM Tris-HCl (pH 8.0), 125 mM NaCl, 1 mM 
sodium fluoride, 1 mM sodium orthovanadate, 10 mM 
sodium pyrophosphate, and 1 mM PMSF] containing 
the protease inhibitors leupeptin, pepstatin, and apro-
tinin, each at a final concentration of 1 µg/mL. The 
homogenates are sonicated and then centrifuged at 
110 × g, and the resulting pellets are discarded. Protein 
concentrations are measured by using the DC protein 
assay method (BioRad, Hercules, CA, USA). Aliquots 
of lysates equivalent to 80 µg of protein are electropho-
resed through polyacrylamide gels and transferred to 
Hybond-P PVDF membranes (Amersham Biosciences, 
Buckinghamshire, UK). The membranes are blocked 
with 5% nonfat powdered milk and then incubated 
with the primary specific antibody. Then, the blots are 
washed and incubated with the appropriate secondary 
antibody. Antiactin antibody can be used as the loading 
control (Uehara et al., 2006).

9.8 Morphometric Analysis

Methacarn-fixed, paraffin-embedded, and HE-stained 
sections obtained from the central part of the eyeball, 
which is parallel to the optic axis and nerve, including 
the ora serrata and optic nerve, should be used for mor-
phometric evaluation. Total retinal thickness (from the 
internal limiting membrane to the pigment epithelium) 
and outer retinal thickness (from the outer nuclear layer 
to the pigment epithelial layer) are measured by using 
NDP.view (Yoshizawa et al., 2009). The measurements 
are collected at the central retina (approximately 400 µm 
from the optic nerve) and the peripheral retina (approxi-
mately 400 µm from both sides of the ciliary bodies) 
(Fig. 5.11). The photoreceptor cell ratio is calculated as 
[(outer retinal thickness/total retinal thickness) × 100]. 
To determine the area of retinal damage, the entire 
length of the retina and the length of the damaged area 
(dotted space located in the central retina around the 
optic disk in rodents) in HE preparations are measured. 
A damaged retina is designated as the presence of less 
than four rows of photoreceptor nuclei in the outer nu-
clear layer, and the retinal damage ratio is calculated as 
[(length of damaged retina/whole retinal length) × 100] 
(Yoshizawa et al., 2000).
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9.9 Electroretinogram Recording

ERG recording in rats is performed as follows  (Kiuchi 
et al., 2003). First, the animals are dark-adapted for 
12 h and prepared under dim red light. Next, the rats 
are anesthetized with an intramuscular injection of ket-
amine and xylazine. Then, pupils are dilated with topi-
cal tropicamide and phenylephrine HCl, and the rats are 
then placed on a heating pad. ERGs are recorded with a 
gold wire loop on the cornea by using tetracaine topical 
anesthesia and a drop of methylcellulose. A gold wire 
electrode is placed on the sclera 1 mm from the temporal 
limbus. The ground electrode is placed on the ear. Signals 
are band-pass amplified (range, 1–1000 Hz) by using a 
computer-assessed signal averaging system (Power Lab, 
AD Instruments, Castle Hill, Australia). Scotopic ERG 
responses are averaged with a stimulus interval of 3–60 s 
(depending on intensity), and 20–30 photopic respons-
es are averaged with a stimulus interval of 1 s. Strobe 
flash stimuli are presented in a Ganzfeld bowl (Model 
GS2000, LACE Electronica sel via Marmiccilo, Pisa, Ita-
ly). The maximum luminance of the stimulus is 1.0 log 
cd-s/m2 (photopic unit), and neutral density filters are 
used to reduce the stimulus intensity. Six stimulus lev-
els, at equal log intervals, ranging from −6.2 to 1.0 log 
cd-s/m2, are used for the scotopic ERG recording. Four 
stimulus levels, at equal intervals, ranging from −0.8 to 
1.0 log cd-s/m2, are used for the photopic ERG recording 
on a rod-desensitizing white adapting background of 1.3 
log cd-s/m2.
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1 INTRODUCTION

Cardiovascular diseases are the leading cause of mor-
tality and morbidity in the United States. Although the 
incidence has been declining over the past decades, the 
mechanisms of diseases are still incompletely under-
stood and developments of new therapeutic approaches 
are required. Both of these critical activities rely heav-
ily on basic and preclinical research in which highly 
relevant animal models are required for accurate trans-
lational research from novel discovery at the bench to 
treatment at the bedside. Currently, more than 90% of all 

laboratory animals are mice and rats. Obviously, there 
are several advantages of using rodent species. First, it is 
easy to maintain and also costs less compared to larger 
animal species. Second, mice and rats reproduce quickly 
and have a short lifespan. Most importantly, rodent, par-
ticularly mice, are easily amenable to genetic manipula-
tion, either through conventional gene knockout, knock-
in, transgenic expression, and/or inducible systems 
where genes expression can be altered at specific times. 
Because of this, the vast majority molecular and genom-
ic mechanistic insight into cardiovascular development 
and diseases has come from genetically-engineered 
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mouse models. However, it has been recently noticed 
that many potential exciting therapeutic interventions 
have ultimately failed in clinical trials; thus, exposing 
a significant gap between preclinical research data and 
clinical trial results (Arrowsmith, 2011; Mullard, 2011; 
Prinz et al., 2011). Additionally, irreproducibility be-
tween different laboratories has increased significantly 
(Arrowsmith, 2011; Mullard, 2011; Prinz et al., 2011). Be-
sides the major species difference between rodent and 
human as one of the answers, multiple physiological 
measurements from different directions are difficult to 
be performed and also less reproducible in the rodent 
species, which also contribute to the inconsistency be-
tween laboratories, as well as between these small ani-
mals and humans. Anesthesia and recent surgical trau-
ma is another important factor to influence laboratory 
results. Accordingly, a suitable larger animal model, such 
as dogs and pigs, under conscious state with appropriate 
direct measurements of cardiovascular function is need-
ed to complement early rodent studies and to serve as 
a better translational research tool. It should be further 
pointed out that contradictory results in drug discovery, 
as well as cardiovascular control can even be found be-
tween nonhuman primates and other larger mammals 
(Shen, 2010). To conduct experiments in nonhuman 
primates, it requires special resources, techniques, ex-
pertise, and consideration of welfare concerns; hence, 
medical research using nonhuman primates currently 
only represents <0.3% of the laboratory animals used. 
Nevertheless, nonhuman primates still to be considered 
as important translatable model, as it has unique advan-
tage of significant physiological, metabolic, biochemical, 
and genetic similarity with humans (Shen, 2010; Shen 
et al., 2008a). Current chapter is focused on, but not ex-
clusive to, surgically manipulated larger animal models 
including nonhuman primates. Equally important, sev-
eral factors that influence model characteristics, as well 
as considerations for accurate preclinical cardiovascular 
measurements and correct data interpretation are also 
discussed. Genetically engineered and chemically or 
diet-induced animal models are beyond the scope of this 
chapter.

2 MYOCARDIAL ISCHEMIC MODELS

2.1 Brief Coronary Artery Occlusion-Induced 
Myocardial Stunning

Coronary artery spasm, myocardial revascularization, 
and coronary artery bypass grafting often produce a con-
sequence of a brief myocardial ischemia with a revers-
ible, but prolonged, regional myocardial dysfunction for 
hours to days in patients. This clinical phenomenon has 
been termed as “myocardial stunning.” The first post-

ischemia induced myocardial dysfunction in conscious 
dog model was described by Heyndrickx et al. (1975). 
During the past three decades, myocardial stunning was 
extensively studied in different animal species, primari-
ly dogs, pigs, rabbits, and nonhuman primates (Bolli and 
Marban, 1999; Shen and Vatner, 1996). Brief coronary ar-
tery occlusion and reperfusion can be achieved by tran-
siently inflating and deflating a surgically-implanted 
hydraulic occluder around either the left circumflex or 
left anterior descending coronary artery. The duration 
of coronary artery occlusion should not be more than 15 
min to avoid irreversible myocardial injury. The regional 
myocardial dysfunction is closely correlated with the 
duration of coronary artery occlusion. Thus, the confir-
mation of complete coronary artery occlusion and reper-
fusion is critical for a reproducible consistent pattern of 
myocardial dysfunction within and among experiments 
when same ischemic protocol is utilized. Ideally, a coro-
nary blood flow probe proximal to the occluder needs to 
be implanted for continuously monitoring of coronary 
blood flow during the entire experiment. The regional 
myocardial function in both potential ischemic zone and 
contralateral nonischemic zone, which is the end point 
for myocardial stunning, can be measured directly us-
ing a transit time dimension gauge technique (Shen and 
Vatner, 1996; Shen et al., 2008a). Concomitant continuous 
measurements of both coronary blood flow and regional 
myocardial function are essential for the study of myo-
cardial stunning. Other physiological measurements 
should be also considered which include arterial pres-
sure, heart rate, as well as left ventricular (LV) pressure, 
and its first derivative (dP/dt). These parameters along 
with regional myocardial function and coronary blood 
flow provide a comprehensive profile for assessment of 
myocardial stunning. Fig. 6.1 illustrates the changes in 
continuous waveforms of LV pressure, LV dP/dt, wall 
thickness of posterior and anterior left ventricular walls, 
coronary blood flow, and heart rate in a chronically in-
strumented conscious dog during brief coronary artery 
occlusion.

The degree of myocardial stunning is characterized 
by both the level of regional myocardial dysfunction 
and the duration of myocardial function recovery. There 
are several factors to affect the degree of myocardial 
stunning, which can lead to increase variability or lack 
of reproducibility. First, incomplete coronary artery oc-
clusion, even residual leak of coronary blood flow, can 
result in significantly less myocardial stunning as com-
pared to a complete coronary artery occlusion. Usually, 
this can be easily detected from coronary blood flow and 
regional myocardial function in the ischemic zone. How-
ever, the change in regional function can also be induced 
by opening collateral channels, rather than incomplete 
coronary artery occlusion, particularly in dog species, 
where coronary precollateral channels are present.
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Second, where regional myocardial function is mea-
sured within the ischemic area can produce marked vari-
ability of myocardial stunning in different animals. The 
closer the center of ischemic area the more severity of 
myocardial dysfunction is. When the location of myocar-
dial function measured is close to boarder zone, the myo-
cardial stunning often cannot be clearly detected. Thus, 
it is important to know the exact potential ischemic zone 
and then find the center of ischemic zone for measure-
ment of regional myocardial function before study is per-
formed. This can be easily achieved by a brief coronary 
artery occlusion, that is, less than 10 s during the surgery, 
to induce a temporal color change of epimyocardium to 
outline of the ischemic zone. The dimension gauge should 
be placed as close to central ischemic zone as possible. A 
representative regional myocardial function recording in 
a chronically instrumented conscious dog during control, 
left circumflex coronary artery occlusion, and after coro-
nary artery reperfusion is shown in Fig. 6.2.

Noninvasive techniques, such as echocardiograph, are 
more limited in sensitivity. It is also relatively difficult to 
repeatedly measure the regional myocardial function in 
the exact same location over the time, a limitation not 
present with the direct measurement via fixed, chroni-
cally implanted ultrasonic dimension gauge. Further, 
when longitudinal or repeated myocardial stunning 
data are compared in the same animal, the slight change 

in location of measurement via noninvasive techniques 
should be carefully considered.

Although myocardial stunning in the dog model has 
been studied extensively, one of the major concerns for 
this particular species is that myocardial stunning can-
not be reproduced when the same experiment is per-
formed several days later. Our previous study demon-
strated that reductions in regional myocardial function, 
assessed by systolic wall thickening via surgically im-
planted dimension gauge, were significantly less in the 
2nd and 3rd myocardial stunning experiments as com-
pared to the 1st experiment (Shen and Vatner, 1996). In-
terestingly, the same repeated ischemic protocol studied 
in pigs does not show the “preconditioning-like effects” 
as seen in the dog model (Shen and Vatner, 1996). The ef-
fects of three separate 10-min coronary artery occlusions, 
each 2 days apart, on systolic wall thickening in both 
ischemic and nonischemic zone in conscious dogs and 
pigs are shown in Figs. 6.3 and 6.4, respectively. Clearly, 
repeated myocardial stunning performed in dog model 
results in a great variability compared to that observed 
in pigs. Understanding the different characteristics of 
myocardial stunning in different species is important for 
choosing a right model to meet goals of different studies.

Myocardial stunning can also be performed in con-
scious or tranquilized nonhuman primate models, that 
is, monkey or baboon. The basic implanted transducers 

FIGURE 6.1 Effects of brief left circumflex coronary artery occlusion on systolic wall thickening in posterior ischemic and anterior non-
ischemic walls. Note that wall thickening in the posterior wall was diminished during the coronary artery occlusion which was confirmed by 
complete loss of coronary blood flow (Shen et al., 1988).
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and experimental protocols are similar to those used in 
dog or pig models. Since left ventricular wall thickness 
in nonhuman primates are often smaller than those seen 
in dogs and pigs, regional myocardial function usually is 
assessed using left ventricular segmental length, rather 
than wall thickness, via implanted ultrasonic dimension 
gauges in the remote, adjacent, and central risk areas. 
Fig. 6.5 shows a schematic illustration for instrumen-
tation and direct measurements for cardiac global and 
regional myocardial segmental length in a conscious 
monkey subjected to a brief coronary artery occlusion. 
A typical experimental set up in conscious nonhuman 
primates is shown in Fig. 6.6.

2.2 Chronic Coronary Stenosis

Coronary artery stenosis is one of the most common 
symptoms in patients with heart disease. It is usually 
caused by chronic atherosclerosis accumulation on the 
inner linings of arteries, which restricts coronary blood 
flow to the myocardium. Since the pathophysiological 
process of coronary artery stenosis has been well under-
stood, it is relatively easy to use a highly atherogenic diet 
to induce a chronic arterial stenosis model in different 
species (Moghadasian, 2002). The limitation, however, is 
that the model development requires a long period of 
time. Recent transgenic/knockout animal models have 

FIGURE 6.2 Phasic waveforms of left ventricular (LV) pressure, rate of change of LV pressure (dP/dt), and posterior and anterior wall 
thickness in a conscious dog subjected to 10 min of coronary artery occlusion (CAO) followed by 3 h of coronary artery reperfusion. Note there 
was no major effect on systolic wall thickening in nonischemic (anterior) zone, whereas systolic wall thickening in ischemic (posterior) wall zone 
reversed to wall thinning during CAO and was depressed at 3 h of CAR (Shen and Vatner, 1996).

FIGURE 6.3 Three separate 10 min of coronary artery occlusion (CAO) and reperfusion, performed 2 days apart, in conscious dogs. Note 
that following coronary artery reperfusion, depression of systolic wall thickening in the ischemic zone was more severe and prolonged after 1st 
coronary occlusion than after 2nd and 3rd occlusions. *P < 0.05, 1st versus 2nd and 3rd coronary occlusions (Shen and Vatner, 1996).
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the advantage to develop atherogenesis faster without 
special diet need, but are limited to rodent, where physi-
ological measurements are difficult to be made as stated 
earlier. In the current section, two chronic coronary ar-
tery stenosis models in conscious pigs are described. It 
is well accepted that the pig is a better model for chronic 

myocardial ischemic studies, as compared to dog mod-
els which has well established, preexisting collateral 
channels that can significantly alter myocardial function 
and extent of stenosis-induced ischemia.

Ameroid constrictor, a special device for gradual re-
duction in coronary blood flow, has been used extensively 

FIGURE 6.4 Three separate 10 min of coronary artery occlusion (CAO) and reperfusion, performed 2 days apart, in conscious pigs. Note 
that following coronary artery reperfusion, depression of systolic wall thickening in the ischemic zone was similar among three separate per-
formed coronary artery occlusion and reperfusion. (Shen and Vatner, 1996).

FIGURE 6.5 During brief coronary artery occlusion (CAO), there was a complete loss of regional segmental length in the central ischemic zone 
(C) during systolic phase, while remote nonischemic zone was reduced normally (A). The function in the adjacent to ischemic zone (B) became 
nonsynchronous, as compared to the remote nonischemic zone (unpublished report).
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for studies of coronary artery stenosis in pigs over past 
several decades. The constrictor is made by casein inside 
a ring of stainless steel, which swells at a predictable rate 
over time as it absorbs body fluid and eventually blocks 
the lumen of ring. The lumen diameter of constrictor 
is usually from 2–4 mm depending on the size of coro-
nary artery. Because of the properties of this device, the 
coronary stenosis is progressively increased leading to 
complete or almost complete coronary artery occlusion 
after the device is implanted for weeks to months. The 
Ameroid constrictor can be implanted around either left 
circumflex or left anterior descending coronary arteries. 
In order to prevent surgically induced preconstriction, 
the coronary artery should be isolated longer than the 
width of the Ameroid constrictor. The size of Ameroid 
constrictor selected should be very similar to the diame-
ter of vessel. However, the diameter of coronary artery is 
often significantly less, soon after it is isolated owing to 
the phenomenon of mechanically-induced constriction 
from the surgical isolation procedure in pig. Because if 
this, the correct diameter of coronary artery should be 
determined at least 10–15 min after the dissection is com-
pleted. To help the coronary artery restore to its initial 
condition, applying a few drops of lidocaine on the sur-
face of coronary artery is often helpful.

The speed of gradual lumen closure from the Am-
eroid constrictor has been studied in vitro (Elzingz, 1969; 
Monnet and Rosenberg, 2005). Using a constant perfu-
sion system to simulate in vivo coronary blood flow rate, 
Elzingz demonstrated that the flow through Ameroid 
constrictor placed in a warm saline bath was reduced to 
minimal level, that is, 3 ± 1 mL/min, from a baseline of 
47 ± 0 mL/min after 10 days. When the Ameroid con-
strictor was coated with silicone, the flow reduction was 
significantly slower, that is, 20 ± 2, 11 ± 2, and 7 ± 2 from 
baseline of 46 ± 0 mL/min at 10, 20, and 40 days, respec-
tively (Elzingz, 1969). A report by Monnet and Rosenberg 
showed that Ameroid constrictors incubated in saline or 

plasma diluted with saline to obtain a different protein 
concentrations were not completely closed at 27 days 
and lumen diameter was 0.21 ± 0.22 mm from baseline 
of 3.5 mm. The experiments further indicated that the 
high plasma protein concentrations caused more rapid 
closure than the others (Monnet and Rosenberg, 2005). 
These in vitro data provide direct evidence for better un-
derstanding of the changes in lumen diameter in vivo. 
However, the real change in vivo can be different from 
those fixed in vitro conditions, as several factors could 
affect the pattern of coronary stenosis, for example, the 
size of Ameroid constrictor selected, level of body fluid 
and/or blood accumulated in the location of the Am-
eroid constrictor placed, etc. Ideally, a hydraulic occlud-
er distal to the Ameroid constrictor should be implanted 
along with other measurements in the myocardial area 
perfused by the coronary artery in order to determine the 
degree of coronary stenosis. First, the changes in blood 
flow and regional function can be observed, but not pre-
cisely, in resting condition when the Ameroid constrictor 
progressively reduces the diameter of coronary artery. 
Next, when the hydraulic occluder is applied for several 
seconds to minutes, either blood flow or regional myo-
cardial function should change significantly if the coro-
nary blood flow is not altered by the Ameroid constric-
tor, that is, very early time postimplantation of Ameroid 
constrictor. When the Ameroid constrictor progressively 
reduces the diameter of coronary artery, the brief coro-
nary artery occlusion induced changes in blood flow or 
function should be also gradually less. By using combi-
nation of hydraulic occluder with flow/function mea-
surements, the degree of Ameroid constrictor induced 
coronary stenosis in conscious pigs was demonstrated in 
our previous study (Shen and Vatner, 1995). Examples of 
the effects of brief coronary artery occlusion on regional 
myocardial function and myocardial blood flow dur-
ing progressive coronary stenosis in conscious pigs are 
shown in Figs. 6.7 and 6.8. At day 1 of Ameroid constric-
tor implanted, a time point when the constrictor should 
have no effect of coronary artery diameter, brief coronary 
artery occlusion resulted in maximal changes in both re-
gional function (Fig. 6.7) and blood flow (Fig. 6.8). At 
20 days after the Ameroid constrictor was implanted, 
the baseline regional function, but not blood flow, was 
depressed compared to day 1. Further, coronary artery 
occlusion did not suppress the blood flow to minimum. 
The regional function was also detected, indicating that 
partial blood flow still passed the Ameroid constrictor. 
The amount of blood flow detected was from contralat-
eral myocardium via newly developed collateral circula-
tion due to chronic coronary stenosis. At 32 days, base-
line myocardial function was returned toward the level 
of baseline at Day 1 and brief coronary artery occlusion 
did not induce significant changes in both function and 
blood flow, indicating that collateralization has been 

FIGURE 6.6 Illustration of experiment conducted in conscious 
monkey via a tether system (unpublished report).
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well developed and the Ameroid contractor was almost 
completely closed, which cannot play any role in control 
regional myocardial function and blood flow.

Our prior study provides a comprehensive picture 
of the relationship between Ameroid constrictor and 
degree of coronary stenosis in conscious animal model. 
Since this model produces a progressive, but nonsus-
tained, stenosis leading to almost complete coronary 
artery occlusion, it cannot represent a typical chronic 
coronary stenosis induced myocardial hibernation seen 
in patients (Shen and Vatner, 1995). On the other hand, 
this model is useful to study coronary revascularization 
as the collateral vessels are rapidly developed by myo-
cardial ischemia induced by severe coronary stenosis.

Chronic coronary stenosis can also be induced in pig 
model using either a hydraulic occluder (Kim et al., 2003; 
Shen et al., 2008b; St. Louis et al., 2000) or a fixed diam-
eter device (Fallavollita et al., 2001; Page et al., 2008). The 
surgical preparation is similar to those from the Ameroid 
constrictor induced stenosis model. Either left circum-
flex or left anterior descending coronary arteries can be 
used. The results from several laboratories have shown 
that the coronary blood flow can be reduced 30%–90% 
for hours when a hydraulic occluder was applied (Kim 
et al., 2003; Shen et al., 2008b; St. Louis et al., 2000). Stud-
ies from fixed diameter devices, that is, 1.5–2.0 mm, 
implanted on coronary artery demonstrated that both 
myocardial function and blood flow were reduced sub-
stantially at 2–3 months after surgery, suggesting a hiber-
nating myocardium developed (Fallavollita et al., 2001; 
Page et al., 2008).

However, it should be pointed out that one important 
phenomenon of coronary circulation is autoregulation 
mechanism, a unique intrinsic ability to maintain a con-
stant myocardial blood flow when the perfusion pres-
sure is changed. Briefly, when the coronary artery is par-
tially occluded, the coronary artery pressure distal to the 
occlusion initially reduced and myocardial blood flow in 
this area also falls. The blood flow then returns toward 
baseline within few minutes, as the coronary vasculature 
dilates (i.e., coronary vascular resistance decreased). In 
most circumstances, new established steady-state blood 
flow could be very close to baseline, that is, before coro-
nary stenosis, despite the reduced perfusion pressure 
induced by partial occlusion. Only when the perfusion 
pressure is beyond the range of coronary autoregula-
tion, blood flow decreases passively in parallel with 

FIGURE 6.7 Effects of brief coronary artery occlusion (CAO) us-
ing hydraulic occluder placed distal to Ameroid contractor on left 
circumflex coronary artery on systolic wall thickening (WT) at day 1, 
day 20, and day 32 in conscious pigs. Note that CAO induced progres-
sively less of a deficit in systolic WT as the stenosis gradually increased 
and collateral developed (Shen and Vatner, 1995).

FIGURE 6.8 Effects of brief coronary artery occlusion (CAO) using hydraulic occluder placed distal to Ameroid contractor on left circum-
flex coronary artery on regional myocardial blood flow in endo- (ENDO) and epi-(EPI) myocardium systolic wall thickening (WT) at day 1, 
day 20, and day 32 in conscious pigs. Note that CAO reduced blood flow in both layers, and still decreased blood flow at 20 days, indicating that 
coronary artery was not occluded. However, CAO only slightly decreased ENDO but not EPI blood flow at 32 days, indicating that collateral had 
developed extensively (Shen and Vatner, 1995).
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the reduction in perfusion pressure. Based upon this 
well-established concept of autoregulation, it is unlikely 
to keep a sustained reduction in coronary blood flow 
when a hydraulic occluder or fixed diameter device are 
used. Indeed, our prior experiments using a hydraulic 
occluder to maintain coronary stenosis found that coro-
nary blood flow cannot be controlled at a fixed reduction 
level. In fact, the reduction in coronary blood flow dur-
ing short period of time, that is, less than 15 min period, 
varied from 35% to 45% even with repeated and precise 
stenosis adjustments made (Shen et al., 2008b). This was 
also described in the study by St. Louis et al. (2000). De-
spite of the limitation of this model, partial coronary ste-
nosis that does not significantly induce collateralization 
provides a model to study the hibernating myocardium. 
In addition, the difference between these models versus 
human hibernating myocardium is the absence of ath-
erosclerotic vascular disease.

2.3 Prolonged Coronary Artery Occlusion With 
and Without Reperfusion-Induced Myocardial 
Infarction

Myocardial infarction (MI) refers to the interruption of 
coronary blood supply to certain myocardial area which 
leads to irreversible myocardial tissue death. Most com-
monly seen MI in patients comes from complete blockage 
of a coronary artery following the rupture of a vulner-
able atherosclerotic plaque. The extent to which MI is 
developed depends upon duration and location of the 

coronary artery occlusion. Animal models of MI can be 
achieved by direct occlusion of coronary artery using ei-
ther reversible hydraulic occluder or ligation. Numerous 
studies from different species including, mice, rat, rabbit, 
dog, pig, and nonhuman primates, have been reported 
previously. Since the procedure to produce MI seems to 
be straightforward, the detailed description of the proce-
dure in different species is not included in this section. 
Since myocardial infarct size can be easily influenced by 
several factors including assessment of infarct size, these 
areas are particularly emphasized in the current section.

Protocols for induction of MI vary from permanent 
coronary artery occlusion to coronary artery occlusion 
followed by reperfusion. The minimal time required for 
coronary artery occlusion-induced MI in most species 
should not be less than 20–30 min, which provides a clear 
and minimal size of MI. It is well known that the infarct 
size is closely correlated with the duration of coronary 
artery occlusion. However, the relationship does not ap-
pear to be linear, particularly when the time of occlusion 
is beyond 90 min in most species. Our previous studies 
in a conscious dog model showed that a 40- and 90-min 
of coronary artery occlusion resulted in about 16 and 
32% of infarct size, respectively (Shen et al., 1996a), while 
24 h of coronary artery occlusion induced about 45% of 
infarct size (Shen et al., 1988) as shown in Fig. 6.9. The 
relationship between the duration of coronary artery oc-
clusion and infarct size in conscious pig model blunted 
compared to the dog model. Our previous results found 
that the infarct size was 46, 54, and 53% from the 40, 60, 

FIGURE 6.9 Effects of different time of coronary artery occlusion on infarct size, expressed by infarct size/area at risk, in conscious dogs. 
Note that there is a nonlinear relationship between the duration of coronary occlusion and infarct size. Source: Replotted based on data from Shen, 
Y-T., Fallon, J.T., Iwase, M., Vatner, S.F., 1996b. Innate protection of baboon myocardium following coronary artery occlusion and reperfusion. Am. J. Physiol. 
270, H1812–H1818; Shen, Y-T, Knight, D.R., Vatner, S.F., Randall, W.C., Thomas, J.X., Jr, 1988. Responses to coronary artery occlusion in conscious dogs with 
selective cardiac denervation. Am. J. Physiol. 255, H525–H533.
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and 90 min of coronary artery occlusion, respectively 
(Chen et al., 2011; Shen et al., 1996a).

Our prior study demonstrated that there are major 
species differences in infarct size among conscious dogs, 
pigs, and nonhuman primates (Shen et al., 1996a). As 
shown in Fig. 6.10, a 90-min of coronary artery occlu-
sion resulted in a significantly greater infarct size in pigs 
compared to dogs and baboons. It is not surprising the 
difference between dog and pig species, because of the 
difference in preexisting collateral channels. Interesting-
ly, both baboons and pigs are characterized by similar 
collateral circulation, but show a significant difference in 
infarct size (Shen et al., 1996a). Although the mechanism 
of the major difference in infarct size between these two 
species is unclear, the difference could be partially attrib-
uted to natural protective mechanisms and/or less coro-
nary reperfusion-induced myocardial injury in baboon, 
as evidenced by more blood flow in the endomyocardial 
layers during the time of reperfusion in baboons com-
pared to pigs (Shen et al., 1996a). Also, it should be men-
tioned that the same species but different strain could 
also make the difference in infarct size, for example, bea-
gle would have a greater infarct size than mongrel dogs 
(Uemura et al., 1989).

Several other factors are also involved in develop-
ment of infarct size. The site of coronary artery occlusion 
or ligation is an obvious one, that is, the more proximal 
to the origin of coronary artery; the more infarct size 
would be. In larger animal species, it is not difficult to 
identify a similar location for coronary artery occlusion 
in different animals, as coronary branches can be identi-
fied easily. However, this is difficult in small animal spe-
cies, such as mice and rats. More importantly, slight dif-
ference in location for coronary occlusion would result 

in a great difference in infarct size as the heart is very 
small. Because of the importance of location for coronary 
artery occlusion, the infarct size in all species should be 
expressed as a function of area at risk (IF/AAR), rather 
a percentage of left ventricular mass (IF/LV), which rely 
on the anatomic area at risk that is decided by surgeon or 
possibly difference between individual animals.

Another factor that influences infarct size during the 
procedure of coronary artery occlusion is incomplete 
coronary artery occlusion, which has been also dis-
cussed in the section of myocardial stunning. The confir-
mation of complete occlusion before reperfusion is criti-
cal. In larger animal species, this can be accomplished 
by monitoring coronary blood flow and regional myo-
cardial function in the ischemic zone, and comparing 
those with the same measurements at very beginning 
time after coronary artery occlusion. For example, the 
time points at about 5 and 85 min during the coronary 
artery occlusion is often used for a 90 min of coronary 
artery occlusion protocol. If the physiological measure-
ments show difference between these two points, the 
experiment usually should not be considered as valid in 
animals that do not have preexisting collateral channels, 
such as pigs and nonhuman primates. In dog models, 
however, myocardial function could be slightly changed 
at the later compared to the early time points, because of 
collateral channels. This can particularly happen when 
the measurement of regional myocardial function is in 
the risk, but adjacent to boarder zone, which easily re-
cruits blood from the contralateral area via the preex-
isting collateral channels. Accordingly, an ideal method 
for confirmation of coronary artery occlusion should 
include both regional myocardial blood flow, measured 
by either radioactive or colored microsphere techniques, 
and coronary blood flow in the species that have preex-
isting collateral channels. Furthermore, the infarct size 
in those animal species should be expressed by using 
the slope of transmural collateral blood flow versus IF/
AAR, which helps to exclude all influences from collat-
eral channels. Apparently, it is difficult to be performed 
in small animal models.

Our preliminary unpublished data found that coro-
nary occlusion on left anterior descending coronary in 
pig or dog models appears to be much more vulner-
able to ventricular arrhythmias leading to ventricular 
fibrillation compared to those from occlusion on left 
circumflex coronary artery. The left anterior descend-
ing coronary artery occlusion also induced a relative 
larger infarct size as compared to those from left cir-
cumflex coronary occlusion. Consistent with what we 
found, Becker et al. (1983) also reported that permanent 
occlusion of left anterior descending coronary in anes-
thetized dogs produced a significant larger infarct size 
(52%) than those from left circumflex coronary artery 
occlusion (32%) with a similar size of risk area. Using 

FIGURE 6.10 Effects of 90 min of coronary artery occlusion 
(CAO) and reperfusion (CAR) on area at risk (AAR), infarct size (IF), 
and IF expressed as percentage of AAR (IF/AAR) in conscious pigs 
(open bars), dogs (hatched bars), and baboons (filled bar). The IF/
AAR was greatest in pigs and least in baboons (Shen et al., 1996a).
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microsphere technique to measure regional myocardial 
blood flow in this study, the collateral blood flow was 
found to be markedly lower in left anterior descending 
coronary artery perfused area compared to the area of 
left circumflex coronary artery, demonstrating that rela-
tively lower level of collateral blood flow is the factor to 
be responsible for larger infarct size developed (Becker 
et al., 1983).

Another important factor that affects myocardial in-
farct size during coronary artery occlusion is the change 
in myocardial demand. This is important when the coro-
nary artery occlusion is conducted in conscious animals, 
in which heart rate and arterial blood pressure can be 
changed markedly via the intact autonomic control. 
Several previous studies failed to show that the myo-
cardial demand, as expressed by indirect measurement 
of rate pressure product, affected myocardial infarct 
size in anesthetized animals (Miura et al., 1987; Reimer 
et al., 1985), but did affect the infarct size in conscious 
animals (Reimer et al., 1985). Also, different anesthesia 
along with recent surgical trauma not only affects cardio-
vascular control, but also alters the biochemical system, 
as well as, myocardial calcium handling (Li et al., 1993; 
Pagel et al., 1993).

MI can be usually detected within the area at risk 
by gross examination with histochemical tetrazolium 
stains (TTC) for identifying infarcted tissue from sal-
vaged tissue, as well as, the tissue from nonischemic 
area. Thus, it is important and also is the first step to 
identify the area at risk before any staining technique 
is used, as the infarct size should be expressed as a per-
centage of area at risk, rather than total left ventricular 
mass. In larger animal species, a dual perfusion system 
is often used (Shen et al., 1988, 1996a). In order to pre-
vent blood clot in coronary circulation, animal needs to 
be first heparinized prior to euthanasia. Immediately 
after the whole heart is removed, the ascending aorta 
is cannulated (distal to the sinus of Valsalva) and per-
fused retrogradely with blue dye, such as Evans, Al-
cian blue, etc. Simultaneously, the coronary artery at 
the site of occlusion is cannulated and perfused with 
saline. The pressure for the perfusion apparatus should 
be maintained at 100–150 mmHg via a reservoir for 
both cannulas. The simultaneous perfusion should be 
maintained until the nonischemic area is clearly stained 
with blue dye. In small animal species, such as rat and 
mice, a similar concept, but modified procedure can 
be carried out in vivo. After animal is heparinized and 
euthanized, saline should be perfused retrogradely 
via aorta proximal to the heart while its distal to the 
heart is ligated. Once all blood is washed out, the site 
of coronary artery occlusion/reperfusion should be li-
gated again. The blue dye can be delivered via either 
aorta or directly slow injection through the apex of left 
ventricle. After completion of perfusion procedure, the 

heart is sectioned at the atrioventricular junction and 
the right ventricle can be kept or removed. Usually the 
ventricle can be divided into 5–8 rings for larger animal 
species, and 3–5 rings for small animal species. The in-
dividual ring should be carefully labeled, weighed, and 
then imagined using a digital camera for both sides of 
each ring. At this point, the coronary artery perfused 
territory from each ring, that is, anatomical area at risk, 
should clearly show native color, whereas the remain-
der of the areas shows the blue stain. One of example 
from a mouse heart subjected to 60 min of coronary ar-
tery occlusion is shown in Fig. 6.11. After TTC staining, 
the area at risk was no longer detected. Thus, it is ex-
tremely important to perfuse the heart using blue dye 
first before TTC staining in order to obtain the anatomic 
area at risk.

TTC is one of the most popular histochemical stains 
used in the quantification of infarct size; it stains vi-
able myocardium red (TTC positive), but does not re-
act with infarcted myocardium (TTC negative) because 
of lack of dehydrogenase enzymes. The concentration 
of the TTC is about 1% in phosphate buffer to achieve 
the level of pH 7.4. All rings are incubated in the TTC 
solution at 37–38˚C for several minutes until the non-
ischemic myocardial tissue becomes clearly red. TTC 
stain can also be perfused at the same time when the 
heart perfusion is performed. The major advantage of 
this method compared to the incubated rings is that the 
tissue can be stained entirely, rather than the exposed 
surface from each ring. However, it is important that 
the TTC solution can be only perfused in the coronary 
occluded area while the nonischemic areas still need to 
be perfused with either saline or blue dye with equal 
perfusion pressure. This will prevent the tissue from 
nonischemic region from being stained with TTC and 
thus retain a clear area at risk. Due to the technical limi-
tation, the perfusion of TTC is not possible in small ani-
mal species.

Although TTC is sensitive to differentiate the ir-
reversible infarcted myocardium from nonischemic 
myocardium, several factors often result in “false posi-
tive” or “false negative” results. Downey (1990) re-
ported that assessment of MI using TTC often has the 
limitation when tested agents, for example, free radical 
scavenger, are used. Thus, the TTC stain should not be 
used when any agents that may have potential effects 
on cardiac enzymes, which would directly react with 
TTC to cause “false positive.” Early studies utilized 
conventional histological method also found other im-
portant limitations of using TTC. Vivaldi et al. (1985) 
demonstrated that myocardial infarction in rodent spe-
cies can be identified by TTC at 30 min after coronary 
artery occlusion. Six hours after coronary occlusion in 
rodent species, however, the differentiation of revers-
ibly from irreversibly infarcted tissue at the 1–2 mm 
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peripheral margin of the infarct became less sharp. At 
the macroscopic boundary of the infarcted tissue, myo-
cardium not stained with TTC always had irreversibly 
salvaged myocytes, while the myocardial tissue stained 
with TTC often had a narrow zone of mixed salvaged 
and irreversible damaged tissue adjacent to the infarct 
(Vivaldi et al., 1985), indicating that the TTC is ideal for 
the early detection of MI.

The reason why TTC stain should not be used too long 
after occlusion is that myocardial remodeling has com-
menced. The myocardial mass in ischemic area starts to 
shrink within a few days following coronary artery oc-
clusion and reperfusion. As a matter of fact, the infarcted 
tissue can be directly observed from the risk area with-
out any staining methods during the time between 4 and 
7 days following coronary artery occlusion/reperfusion. 
Fig. 6.12 shows a pig heart subjected to coronary artery 
occlusion for 90 min followed by 4 days of reperfusion. 
The irreversible infarcted tissue mixed with hemorrhage 
and necrosis located in endo- and midmyocardial layer 
can be differentiated from salvaged tissue located in epi-
myocardial layer in the risk area, while the nonischemic 
tissue was stained with blue dye. When the reperfusion 
time was extended to 7 days, the infarcted tissue was 
much clearer and sharp as compared to 5 days of reper-
fusion. Fig. 6.13 shows a pig heart 7 days after coronary 
artery reperfusion. The mixed hemorrhage and necrosis 
was a lot less compared to 4 days of reperfusion.

The total weight of infarcted tissue normalized by the 
area at risk for the infarct size (IF/AAR) from each ani-
mal can be calculated using planimetry from all sliced 
rings with or without TTC stain. Numerous computer-
assisted planimetry techniques are now available. Both 

surface areas of each ring of heart should be measured 
and averaged. Based upon the infarct area, areas at risk 
and nonischemic area along with the weight from each 
ring, infarct size can be obtained. In chronic coronary 
artery occlusion and reperfusion animal models, that is, 
longer than 1 week, the infarct size will be difficult to be 
obtained using the earlier method because of myocardial 
remolding. Usually, the infarct size can be determined 
by measuring the circumferences of the left ventricle and 
the infarcted region, and then expressed as a percentage 

FIGURE 6.11 Example of slice of heart from a mouse subjected to 60 min of coronary artery occlusion before (A) and after TTC staining (B). 
Note that the infarct tissue can be easily detected after TTC staining. Anatomic area at risk was no longer clearly visible after TTC (unpublished 
data).

FIGURE 6.12 A slice of heart from a pig subjected to left circum-
flex coronary artery occlusion followed by 4 days of reperfusion. Note 
that the infarct tissue can be differentiated from salvaged tissue within 
the area at risk without any staining procedure (Shen et al., 1996a).
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of the LV perimeter. Fig. 6.14 shows an example of 
one slice of pig heart 6 weeks after coronary artery 
occlusion. Clearly, the remodeling process completely 
changed the ratio between infarcted and salvaged tissue 
within the area at risk. Without knowing the exact area 
at risk, the infarct size could be significantly influenced 
by the site of coronary occlusion. Thus, when a protocol 
for study of a cardioprotective agent involves prolonged 
reperfusion, the results can be affected significantly by 
inconsistency in the site of coronary artery occlusion 
between animals.

3 HYPERTENSION AND LEFT 
VENTRICULAR HYPERTROPHY MODELS

3.1 Hypertension

One in every three adults in the United States has hy-
pertension, a major risk factor for cerebral, cardiac, and 
renal events. More than 90% of cases are categorized as 
essential (primary) hypertension, which does not have a 
clear underlying cause, but has been known to contain 
a significant genetic component. Remaining 5%–10% of 
cases are categorized as secondary hypertension, which 
can be induced by several conditions, such as renal dis-
ease, adrenal gland dysfunction, pregnancy, or medica-
tion. Because of complex and unknown mechanisms of 
hypertension, creating an animal model to mimic clinical 
hypertension is difficult.

Several genetically induced hypertensive models, 
primarily in small animal species have been devel-
oped and characterized. One of the most notable mod-
els is the spontaneously hypertensive rat (SHR) which 
represents the essential hypertension. The SHR strain 
was produced as early as 1960s by Okamoto and Aoki 
(1963). Subsequently, double transgenic mice and rat 
models, for example, the stroke-prone spontaneously 
hypertensive (SHRSP) model, as well as, other geneti-
cally engineered models have been developed. In addi-
tion, mineralocorticoid deoxycorticosterone salt sensi-
tive models have also been developed in rodent, which 
provides another pathway for the study hypertension 
(Johns et al., 1996). Due to the limitation of small animal 
species for comprehensive physiological measurements, 
a larger animal model of hypertension is required. The 
most direct method to mimic the pathological changes 
in hypertensive patients is to use surgical manipulation 
by either kidney wrapping or renal artery stenosis. The 
surgical procedure for perinephritic hypertension can 
be performed via a left flank incision (Kirby and Vat-
ner, 1987; Uemura et al., 1993). After perinephric fat is 
removed, the kidney can be wrapped by an unbleached 
silk pouch. Care should be taken to avoid inadvertent 
stenosis of the renal artery. The procedure for renal vas-
cular stenosis uses either suture or a metal clip to reduce 
diameter of renal artery by approximately 50%. Based 
on our prior experience, both procedures only produce a 
minimal to moderate level of hypertension in dog mod-
els. In conscious nonhuman primates, monkey model, 
however, we found renal artery stenosis produces more 
stable hypertension compared to the dog model. In or-
der to achieve a sustained moderate to severe hyperten-
sion, a contralateral nephrectomy is needed which can 
be performed at the same time or 1–2 weeks after initial 
surgical procedure is completed (Kirby and Vatner, 1987; 
Uemura et al., 1993).

FIGURE 6.13 A slice of heart from a pig subjected to 60 min of 
left circumflex coronary artery occlusion followed by 7 days of re-
perfusion. Comparing with 4 days of reperfusion shown in Fig. 6.12, 
the infarct tissue within the area at rick was much clearer and sharper 
while the mass of entire risk area had not been reduced (unpublished 
report).

FIGURE 6.14 A slice of heart from a pig 6 weeks after left cir-
cumflex coronary artery occlusion. Note that the infarct was clearly 
different from normal myocardium (unpublished report).
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3.2 Pulmonary Hypertension

Like systemic arterial hypertension, pulmonary hyper-
tension is also divided into primary and secondary pul-
monary arterial hypertension. In contrast to systemic ar-
terial hypertension, secondary pulmonary hypertension 
is much more common than primary pulmonary hyper-
tension. The causes of pulmonary hypertension include 
blood clots, artery constriction, and/or heart and lung 
dysfunction. Several animal models have been studied. 
The most commonly used models in small animal species 
are the hypoxia or chemical-induced pulmonary hyper-
tension (Stenmark et al., 2009). More recently, genetically 
manipulated mouse models have been generated which 
provides insight into the role of specific molecules in the 
pulmonary hypertensive process (Stenmark et al., 2009). 
We adapted both hypoxia and thromboxane induced pul-
monary hypertension procedure to a larger animal, pig, 
model in our previous studies (Ho et al., 2012). Briefly, 
hypoxia is induced under anesthesia with ventilation by 
changing fraction of inspired O2 to the level about 0.1% 
via introducing N2 into the inspiratory limb of the ven-
tilator. The mean pulmonary artery pressure is elevated 
by 5–10 mmHg from baseline level in the pig model. 
Chronic infusion of thromboxane-induced pulmonary 
hypertension resulted in a greater increase in pulmonary 
artery pressure compared to hypoxia induced hyper-
tension. The major limitation of these models is that the 
mechanism of hypertension is very different from human 
pulmonary hypertension.

It is known that acute pulmonary embolism is also a 
major cause of pulmonary hypertension which can be 
mimicked by administration of air, blood clots, or syn-
thetic microspheres in animal models (Marsboom and 
Janssens, 2004). We have modified the microsphere in-
jection method and made it possible for direct and re-
peated administration of microspheres directly into the 
pulmonary circulation in a chronically instrumented 
conscious pig model. Under continuous monitoring of 
cardiac output, pulmonary, systemic arterial, right and 
left atrial pressure along with SPO2, glass microspheres 
can be infused multiple times, several hours to days 
apart. The increase in mean pulmonary artery pressure 
and pulmonary vascular resistance can be doubled, but 
it returns toward the baseline level within few hours, 
which is the major limitation of this model. Repeated 
injections for 5–6 times within a 2-week period resulted 
in a chronic elevation of mean pulmonary artery pres-
sure. By using a chronically implanted catheter tech-
nique, this model can be studied under fully conscious 
state. Preliminary results from our pilot study are shown 
in Figs. 6.15 and 6.16. Clearly, systemic hemodynamics 
were not changed significantly, while pulmonary arterial 
pressure, pulmonary vascular resistance, and right atrial 

pressure were elevated markedly compared to control, 
suggesting that pulmonary embolism alone selectively 
causes right ventricular dysfunction, while left ventricu-
lar function was still preserved.

3.3 Left Ventricular Hypertrophy

Left ventricular hypertrophy is an adapted response 
to physiological or pathological stress, such as hyperten-
sion, MI, neurohormonal dysfunction, and valve defec-
tion. Much progress has been recently made in the de-
velopment of left ventricular hypertrophy linked with 
molecular and genetic basis. Most common methods for 
development of left ventricular hypertrophy are through 
MI, chronic hypertension, or aortic stenosis. As described 
in the section of MI, myocardial remodeling occurs fol-
lowing MI. Myocardial wall thickness in the ischemic 
region becomes thinned and also enlarged due to the tis-
sue shrinking, while the contralateral nonischemic region 
gradually hypertrophies via the constantly enhanced 
contractile force to compensate the function loss from 
ischemic region. Fig. 6.17 shows a left ventricular cross 
section from one pig at 6 weeks after left circumflex cor-
onary artery occlusion (Fig. 6.17B) compared to the pig 
with the same protocol but without coronary artery oc-
clusion (Fig. 6.17A). The wall thickness from nonischemic 
region, particularly at the adjacent to ischemic region, 
appears to be greater as compared to the remote area of 
nonischemic region, as well as to control pig.

In nonhuman primates, about 2 months after left an-
terior descending coronary artery ligation, left ventricu-
lar mass/body weight is slightly increased. However, 
given the reduction in myocardial mass in the infarcted 
region, the degree of hypertrophy should be greater than 
observed (Shen et al., 2005). Hypertension is another ap-
proach to induce left ventricular hypertrophy. Using a 
perinephritic hypertension dog model, left ventricular 
mass during developing hypertension, that is, 2–4 week, 
was increased by more than 20% (Uemura et al., 1993). 
Overall, both MI and hypertension induced hypertro-
phy in larger animal species should be considered as a 
physiological response to stress which does not reach a 
pathological alternation in myocardium.

Aortic banding is an optimal approach to induce left 
ventricular hypertrophy which is much more severe 
compared to ischemia and hypertension induced mod-
els. In dogs, aortic banding often produces a moderate to 
severe hypertrophy, that is, more than 40% up to 80% in-
crease in left ventricular weight/body weight (Hittinger 
et al., 1992, 1994). The banding procedure is performed 
in mongrel puppies at 8–10 weeks of age. Briefly, through 
a right thoracotomy at the third or fourth intercostal 
space, the ascending aorta 0.5–1.0 cm above the coronary 



FIGURE 6.15 Effects of pulmonary embolism on heart rate, mean arterial pressure, LV systolic pressure, and cardiac output in conscious 
pigs. There was a slight change in all these indices compared to control (unpublished data).

FIGURE 6.16 Effects of pulmonary embolism on stroke volume, right atrial pressure, mean pulmonary arterial pressure, and pulmonary 
vascular resistance in conscious pigs. There was a marked increase in pulmonary artery pressure and resistance, along with increased right atrial 
pressure, while stroke volume was unchanged compared to control (unpublished data).
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arteries is dissected free of surrounding tissue. A 10-mm 
wide Teflon cuff is placed around the aorta and tight-
ened until a thrill could be palpated over the aortic arch. 
The Teflon band creates a fixed supravascular aortic le-
sion, which produces progressive increasing stenosis as 
the puppies grow. Animals are studied for about 1 year 
after banding (Hittinger et al., 1992, 1994). The left ven-
tricular and aortic pressure gradient in this model could 
reach 100–150 mmHg. Global and regional myocardial 
function and coronary blood perfusion in response to 
stress are clearly impaired (Bishop et al., 1996; Hittinger 
et al., 1994). The aortic banding induced hypertrophy 
can be also used in adult animal, but the degree of aortic 
stenosis should be less than used in puppies. The degree 
of hypertrophy is also much less severe as compared to 
the chronic banding model in puppies. The left ventric-
ular and aortic pressure gradient should be controlled 
to less than 100 mmHg to avoid acute decompensation 
(von Harsdorf et al., 1997). The aortic banding procedure 
can also be used in rodent species for the development of 
left ventricular hypertrophy. Following anesthesia and 

mechanical ventilation in mouse models, a left thoracot-
omy can be performed via the second intercostal space. 
Aortic stenosis is induced by tying a 7-0 polyester braid-
ed suture ligature against an appropriately sized needle, 
to provide a reproducible transverse aortic constriction 
of 65%–70% when the needle is removed. Chronic left 
ventricular hypertrophy also can be induced in nonhu-
man primates via multiple, progressive coronary artery 
occlusion followed by repeated rapid ventricular pacing. 
Detailed experimental protocol and results is shown in 
the section of heart failure.

4 HEART FAILURE MODELS

Heart failure is a final pathway from different cardio-
vascular diseases, which is the leading cause of cardio-
vascular mortality and morbidity in the United States. 
The most common cause of heart failure in patients is 
the ischemic cardiomyopathy resulting from insufficient 
myocardial perfusion associated with complex neuro-
hormonal activation. Heart failure generally can be char-
acterized by a decrease in cardiac function, increase in 
systemic vascular tone, and sodium retention. The most 
extensively used heart failure animal models are the MI 
in all animal species (Ellis et al., 1964; Nuttall et al., 1985; 
Pfeffer and Pfeffer, 1988; Sabbah et al., 1991; Van der 
Giessen et al., 1989) and the rapid ventricular pacing 
(Armstrong et al., 1986; Chow et al., 1990; Hendrick 
et al., 1990; Wilson et al., 1987) in larger animal species. 
Recently, many transgenic knockout or overexpression 
of heart failure models in small animal models has also 
been developed.

4.1 Heart Failure Induced by Ischemia

Previous studies showed that ligation of coronary ar-
tery in rats induce a significant impairment of left ven-
tricular function leading to heart failure. In those stud-
ies, the infarct size can reach to the level of 35%–50% of 
the left ventricle (Pfeffer and Braunwald, 1990; Pfeffer 
and Pfeffer, 1988; Shen et al., 1996b). However, the level 
of infarct size in rats is difficult to reproduce in larger 
animal species, because of sudden death due to uncon-
trolled acute cardiogenic shock or ventricular fibrilla-
tion. Although several previous studies reported that 
chronic heart failure can be induced in pig models a few 
weeks after coronary artery occlusion (Van der Giessen 
et al., 1989; Van Woerkens et al., 1993), there are no sig-
nificant changes in left ventricular contractile function as 
assessed by left ventricular dP/dt in these studies. Since 
the infarct size can be variable, it is reasonable to char-
acterize all animals after MI, and then divide them into 
different subgroups, in order to obtain the animals that 
meet the criteria of the diagnosis of systolic heart failure. 

FIGURE 6.17 Representative left ventricular (LV) cross sections 
from two pigs with (B) and without (A) myocardial infarction. Note 
that the wall thickness, particularly adjacent to myocardial infarction 
is enlarged compared to that without myocardial infarction (Shen 
et al., 1999).
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A prior study shows that left ventricular end diastolic 
pressure was only slightly increased even in the most se-
vere group (Zhang et al., 1996); further indicating that 
heart failure induced by coronary artery occlusion alone 
in larger animal models is different from those observed 
in small animals.

It has been reported that unlike coronary artery oc-
clusion produced by either occluder or ligation, multi-
ple intravascular microembolization in dogs can induce 
progressive myocardial injury that leads to heart failure 
(Nuttall et al., 1985; Sabbah et al., 1991). However, the 
procedure requires intracoronary injection technique 
often conducted under anesthesia in a catheterization 
laboratory or a special catheter chronically implanted in 
coronary artery. Furthermore, it is difficult to find a con-
sistent protocol for the number of injections and amount 
of microembolization. Thus, this model cannot be easily 
produced by most laboratories.

4.2 Heart Failure Induced by Rapid Ventricular 
Pacing

Rapid pacing produces a fast and significant decrease 
in cardiac function which meets the hemodynamic cri-
teria of heart failure. Rapid pacing can be produced 
using pacing leads located at atrium, right or left ven-
tricles. Most prior studies in larger animal species have 
used right ventricular pacing via pacing leads implanted 
in the free wall of right ventricle. The pacing rate, con-
trolled by a programmable internal or external cardiac 
pacemaker, ranges of 200–300 bpm depending on spe-
cies, for example, 220–230 bpm in pigs (Shen et al., 1998), 
230–240 bpm in dogs (Shannon et al., 1993; Shen 
et al., 2000), 280–290 bpm in monkeys (Park et al., 2009; 
Shen et al., 2005, 2008a), and 320–340 bpm in rabbits (Liu 
et al., 2001). The duration of the pacing varies from few 
days to weeks. The severity of cardiac dysfunction de-
pends on both the rate and duration of pacing. The ma-
jor limitation of the pacing model is that the cardiovas-
cular hemodynamics, as well as, biochemical alterations, 
progressively revert to near baseline levels after pacing 
is ceased (Larosa et al., 1993; Shannon et al., 1993), in-
dicating that the mechanisms of pacing model are dif-
ferent from those of the irreversible failing heart seen in 
humans. Thus, the definition of pacing model in general 
should be considered as a severe, but reversible injury 
leading to dilated cardiomyopathy.

4.3 Myocardial Ischemia Super Imposed with 
Pacing

Given the limitation of the reversible nature of rapid 
pacing alone, we developed a pig heart failure model in-
duced by sequential coronary artery occlusion followed 
by rapid ventricular pacing (Shen et al., 1999). Unlike 

either intervention alone, left ventricular dysfunction 
and abnormal systemic hemodynamics are severe and 
do not progressively reverse after cessation of pacing, 
suggesting that the underlying mechanism following 
combined MI and rapid ventricular pacing is different 
from pacing or ischemia alone-induced heart failure. It 
is conceivable that the nonischemic myocardium can 
compensate for the loss of regional function after coro-
nary artery occlusion and maintain global left ventricu-
lar performance. In the presence of MI, rapid ventricular 
pacing increases the energy demand of the nonischemic 
myocardium possibly beyond the range of compensa-
tion. Consequently, compensatory mechanisms presum-
ably operating particular within the border zone may be 
insufficient, resulting in irreversible myocardial damage. 
Thus, MI followed by rapid ventricular pacing should be 
considered as a better mimic of the process of heart fail-
ure observed in human.

Fig. 6.18 shows a schematic illustration of surgically 
implanted instrumentations and the protocol for induc-
tion of heart failure in this model. The progressive MI in 
the pig model can be performed by two left circumflex 
coronary artery occlusions. The first occlusion is per-
formed using the occluder implanted distally to the ori-
gin of its first margin branch, which results in about in-
farct size less than 20% of left ventricle (Shen et al., 1999). 
The second occlusion is performed 48 h after the first oc-
clusion by using the second occluder implanted at the 
proximal circumflex coronary artery, resulting in about 
the infarct size more than 30% of left ventricle. By using 
this stepwise manner, the acute mortality during the cor-
onary artery occlusion can be minimized with maximiz-
ing the infarct size. The rapid right ventricular pacing at 
a rate of 220 bpm usually can be initiated 2 days after the 
second coronary artery occlusion.

Figs. 6.19 and 6.20 show the comparison of cardio-
vascular function in the rapid ventricular pacing proto-
col with and without sequential coronary artery occlu-
sions induced MI. The changes in cardiac function as 
expressed by cardiac output, left ventricular dP/dt, and 
left ventricular fractional shortening are similar with 
pacing, which are clearly depressed. However, during 
the 3 weeks recovery period, that is, cessation of pacing, 
cardiac function returns toward control level in the pac-
ing group without myocardial ischemia. In contrast, in 
the group with myocardial ischemia and pacing, the car-
diac function remained depressed.

Models of heart failure induced by myocardial isch-
emia superimposed with rapid ventricular pacing have 
been studied in other larger animal species, such as dogs 
(Shen et al., 2010) and nonhuman primates, monkeys 
(Park et al., 2009; Shen, 2010). The induction of heart 
failure in conscious monkey model is different from that 
used for pigs and dogs. The detailed experimental pro-
tocol is shown in Fig. 6.21. MI is induced by permanent 
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ligation of the left anterior descending coronary artery 
at half the distance from its origin in combination with 
ligation of all branch vessels via thoracotomy at the 
fourth/fifth intercostal space. In addition to the ligation 
of the coronary artery, instrumentations to record hemo-
dynamics along with pacing leads can be implanted se-
lectively, as needed.

Approximately 2 months after coronary artery liga-
tion surgery, rapid ventricular pacing is applied at ap-
proximately 220–290 bpm for 3–4 weeks. Our previous 
studies (Park et al., 2009; Shen, 2010; Shen et al., 2005) 

demonstrated that before rapid pacing is applied (i.e, 
2 months after coronary ligation), LV dP/dt was slightly 
decreased compared with control, indicating that MI 
even after 2 months does not cause a significant reduc-
tion in left ventricular function. Following rapid ventric-
ular pacing, LV dP/dt was significantly reduced, while 
left ventricular end-diastolic pressure was significantly 
increased. Using this model, left ventricular mass, based 
on the direct measurement of LV/body weight ratios, 
was demonstrated to be increased compared with con-
trol, indicating that left ventricular hypertrophy is also 

FIGURE 6.18 (A) Schematic illustrations of instrumentation implanted for measurements of cardiac and systemic dynamics. One section of 
left ventricle (LV) depicting progressive myocardial infarction after two sequential left circumflex coronary artery occlusions (CAO). RV, right 
ventricle; LA, left atrium; (B) experimental protocol for heart failure model in conscious pigs (Shen et al., 1999).
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produced. Given the reduction in cardiac mass induced 
by scar formation, the degree of hypertrophy is likely 
to be greater than that suggested by the cardiac weight 
alone (Shen, 2010; Shen et al., 2005). Fig. 6.22 shows the 
results of cardiac function and LV /body weight in con-
scious monkey model with heart failure. Clearly, the 
nonhuman primate model enables the investigation of 
all stages of heart failure, from initial myocardial isch-
emia to compensated left ventricular hypertrophy lead-
ing to end-stage of decompensated heart failure. This 
model provides a unique opportunity for elucidation of 
cardiovascular disease mechanisms and also the evalua-
tion of novel interventions.

By using the same concept, the heart failure model can 
also be induced by pressure overloaded, that is, band-
ing aorta, induced left ventricular hypertrophy followed 
by rapid pacing (Shen et al., 2010). Table 6.1 shows that 
left ventricular hypertrophy (LVH), just like MI alone, 
does not reduce baseline cardiac function. However, 
when myocardial ischemia or left ventricular hypertro-
phy combined with pacing, significantly decreased left 
ventricular dP/dt and increased left ventricular end 

diastolic pressure is observed. The combination of two 
different approaches generates a better model for study 
of heart failure.

4.4 Cardio-Renal Syndrome Induced by 
Biventricular Dysfunction

A number of interactions between heart and kidney 
disease have been described and are termed the cardio-
renal syndrome. The interaction is bidirectional, that is, 
heart or kidney can induce acute or chronic dysfunction 
in the other organ. It has been well accepted that this 
cardiovascular disorder is often much worse than iso-
lated heart or kidney dysfunction alone. Despite severe 
left ventricular contractile dysfunction, animal models 
of heart failure are often associated with preserved re-
nal function until the terminal stages of heart failure. 
Clinical studies have demonstrated an association be-
tween renal dysfunction in heart failure and right, rather 
than left ventricular dysfunction (Damman et al., 2009; 
Mullens et al., 2009; Testani et al., 2010). This observation 
is likely explanation why animal models fail to exhibit 

FIGURE 6.19 Time course if changes in mean arterial pressure (A), cardiac index (B), mean left atrial pressure (C), and total peripheral resis-
tance (D) before (C) and after three 1-week periods of pacing (P) separated by 3 days of rest and during a 21-day postpacing recovery period in 
conscious pigs. Note that there were differences in all indices except for mean arterial pressure during the recovery period between pacing alone 
and pacing combined with myocardial ischemia groups (Shen et al., 1999).
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FIGURE 6.20 Time course if changes in left ventricular (LV) systolic pressure (A), LV fractional shortening (B), LV dP/dt (C), and LV end dia-
stolic dimension (D) before (C) and after three 1-week period of pacing (P) separated by 3 days of rest and during a 21-day postpacing recovery 
period in conscious pigs. Note that all indices were stable after cessation of pacing in the pacing combined with myocardial ischemia, compared 
to pacing alone groups (Shen et al., 1999).

FIGURE 6.21 Experimental protocol for heart failure model in conscious monkeys (Shen et al., 2005).
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FIGURE 6.22 Averaged date from monkey model of heart failure. Note that LV function, as assessed by LV systolic pressure, LV dP/dt, and 
LV end diastolic pressure, were significantly altered at the end of stage of heart failure compared to control. LV/body weight was also elevated 
significantly (Shen et al., 2005).

TABLE 6.1  Baseline Values in Conscious Dogs Before Pacing (Normal, MI, and LVH) and in Conscious Dogs After Pacing (MI-sHF and 
LVH-sHF) (Shen et al., 2010)

Before Pacing After Pacing

Normal (n = 4) MI (n = 5) LVH (n = 7) MI-sHF (n = 6) LVH-sHF (n = 5)

Mean arterial pressure (mm Hg) 92 ± 6.6 88 ± 2 93 ± 1.8 87 ± 5.0 89 ± 5.3

Heart rate (bpm) 90 ± 7.2 116 ± 11† 123 ± 3.4* 143 ± 7.1* 142 ± 7.2*

Mean left atrial pressure (mm Hg) 3.4 ± 1.0 6.8 ± 1.5 4.6 ± 0.5 25 ± 0.9*† 22 ± 2.1*†

LV systolic pressure (mm Hg) 115 ± 4.7 110 ± 1.5 188 ± 6.6* 101 ± 5.2 133 ± 11

LV end-diastolic pressure (mm Hg) 7.3 ± 1.7 7.6 ± 0.7 11 ± 0.9 28 ± 2.4* 29 ± 2.5*

LV dP/dt max (mm Hg/s) 2861 ± 180 3425 ± 215 3705 ± 281 1663 ± 111* 1780 ± 93*

* P < 0.05 versus normal.
† There is 1 less animal in this measurement than for all others in this group.
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renal dysfunction, since existing animal models manifest 
predominantly left ventricular dysfunction. According-
ly, we have accomplished and characterized a combined 
microembolization in pulmonary circulation followed 
by rapid ventricular pacing in pig species to induce bi-
ventricular dysfunction which mimics the cardiorenal 
syndrome seen in patients.

A schematic illustration of surgically-implanted 
instrumentations and the experimental protocol are 
shown in Figs. 6.23 and 6.24, respectively. After re-
covery from surgery, repeated infusions of glass mi-
crospheres into the pulmonary circulation via pulmo-
nary artery catheter is performed for about a month. 
The rapid ventricular pacing at a rate of 220–230 bpm 
is initiated after the first week of glass microspheres 
is injected. Cardiac and renal vascular dynamics are 
monitored twice a week during the development of bi-
ventricular dysfunction. Fig. 6.25 shows a representa-
tive waveform record from a conscious pig subjected 
to microsphere injection followed by 3 weeks of rapid 
ventricular pacing. Both left and right ventricular func-
tions, that is, LV dP/dt, right atrial pressure, as well as, 
renal blood flow were significantly changed compared 
to baseline. The average cardiac and renal vascular dy-
namic results are shown in Fig. 6.26 (A and B). These 
data support the notion that right ventricular dysfunc-
tion is important for interaction between heart and 
kidney. One of major limitations for this model devel-
opment is that the amount of microspheres and num-
ber of injections are variable between the individual 
animal. Therefore, adjustment of the injection requires 
the hemodynamic monitoring continuously during the 

FIGURE 6.23 Schematic illustrations of instrumentation im-
planted for measurements of left ventricular (LV) pressure gauge, 
ascending aortic and renal blood flow probes along with catheters 
for different pressure measurements (unpublished data).

FIGURE 6.24 Experimental protocol for biventricular dysfunction induced cardiorenal syndrome in chronically instrumented conscious 
pigs (unpublished data).
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time of each injection and then frequently monitored 
during the entire course of model development. To op-
timize the protocol and achieve a consistent and pre-
dictable result, further studies are needed.

5 MODELS WITHOUT CARDIOVASCULAR 
DISEASES

5.1 Vascular Stiffness in Aging and Gender

It has been recognized increased vascular stiffness 
with aging represents an independent cardiovascular 
risk factor (O’Leary et al., 1999). Although rodent spe-
cies can be served as a useful model for study of aging, 
major limitation is the species difference between rodent 
and human. In addition, due to the size of vessel from 
rodent species, a direct physiological measurement of 
vascular stiffness in conscious animals, which requires 

both pulse pressure and vascular diameter, is not pos-
sible. A schematic illustration of surgically implanted 
instrumentations for study of vascular stiffness in non-
human primates, specifically rhesus monkeys, is shown 
in Fig. 6.27. All instrumentations implanted are similar 
to those described in the previous section. Aortic diam-
eter is measured with miniature piezoelectric ultrasonic 
dimension crystals. Experiments can be conducted in 
fully conscious animals using the same set up system as 
shown in Fig. 6.6.

Aortic strain is calculated as systolic aortic diameter—
diastolic aortic diameter (Dd)/Dd. Pressure strain (Ep) 
is calculated as K  ×  (systolic blood pressure − diastolic 
blood pressure)/aortic strain (K = 1333). Aortic stiff-
ness (β) is computed by In(Ps/Pd)/aortic strain (Qiu 
et al., 2007; Zhang et al., 2016). Baseline of aortic stiffness 
in male young and old, female young and old monkeys 
are shown in Fig. 6.28. Pulse pressure was increased in 

FIGURE 6.25 Phasic waveforms of left ventricular (LV) pressure, LV (dP/dt), aortic, left and right atrial pressure, ascending aortic (cardiac 
output), and renal blood flow, and heart rate in a conscious pig subjected to microsphere injection followed by 3 weeks of pacing. Note that 
both left and right ventricular function was impaired along with a markedly decrease in renal blood flow (unpublished data).



 5 MODELS WITHOUT CARDIOVASCULAR DISEASES 169

C. CARDIAC AND CARDIOVASCULAR

FIGURE 6.26 Averaged cardio and renal vascular dynamic values from conscious pigs with biventricular dysfunction. (A) Cardiovascular 
dynamics in conscious pigs before and after development of biventricular failure. (B) Cardiovascular dynamics in conscious pigs before and after 
development of biventricular failure. Note that both left and right ventricular function along with renal hemodynamic were impaired significantly 
compared to baseline (unpublished data).
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FIGURE 6.27 (A) A chronically instrumented, conscious monkey was connected to a tether system; (B) the aorta was instrumented with de-
scending thoracic aortic catheter for measurement of aortic pressure and ultrasonic dimension crystals on opposing surface of the thoracic and 
abdominal aorta for measurements of aortic diameters. Examples of response to acute phenylephrine-induced hypertension are shown in young 
monkey, (C) and in old monkey (D) (Zhang et al., 2016).

FIGURE 6.28 Baseline aortic stiffness in young and old male, young and old female conscious monkeys. Measurement of pulse aortic pres-
sure (pAoP; A), pulse aortic diameter (pAoD; B), pressure strain elastic modulus (Ep; C), stiffness index (β; D), and ratio of pAoP to pAoD (E) are 
compared in these 4 groups. *P < 0.05 versus corresponding young monkeys; † P < 0.05 versus corresponding old male monkeys (Qiu et al., 2007).



 5 MODELS WITHOUT CARDIOVASCULAR DISEASES 171

C. CARDIAC AND CARDIOVASCULAR

both male and female old monkeys, while mean aortic 
pressure was similar among the four groups. Pulse di-
ameter was greater in old females than old males. These 
differences in pulse diameter account for the greater in-
crease in the pressure strain elastic modulus (Ep) and the 
stiffness index (β) in old male monkeys compared with 
old female monkeys, which reflects the increased stiff-
ness with aging in male monkeys.

5.2 Cardiovascular Denervation

Heart transplantation is an alternative approach for 
patients with end stage of heart failure. It is well-known 
that all nerves from the original heart will be destroyed 
and replaced by donor heart nerves without external 
nerve supply. Therefore, heart transplantation has also 
been considered as a surgical procedure of total cardi-
ac denervation. In patients with severe coronary artery 
stenosis leading to coronary artery occlusion, bypass 
surgery, that is, coronary artery bypass graft, has been 
also extensively used to restore blood supply in patients. 
This surgical procedure, however, also partially or com-
pletely destroys the innervation of myocardium that are 
perfused by the coronary artery, since majority of cardiac 
sympathetic nerve fibers are located subepicardially and 
travel along the routes of major coronary arteries. Thus, 
total or selective cardiac denervated animal models are 
required to model these clinical surgical approaches. In 
addition, it is important to unitize denervated animal 
models to understand the role and mechanism of cardio-
vascular control in preclinical drug research and devel-
opment.

5.2.1 Selective Regional Left Ventricular 
Denervation

Regional ventricular denervation can be performed 
in either posterior or anterior left ventricular wall in 
larger animal species, as long as main and branch of 
coronary arteries can be surgically dissected and sepa-
rated from myocardium. The procedure often requires a 
combination of surgical and chemical techniques (Kudej 
et al., 2006; Randall and Ardell, 1985). There are three 
major steps to complete the procedure, for example, pos-
terior left ventricular denervation. First, the ventrolateral 
cardiac nerve at the point of the left superior pulmonary 
vein needs to be isolated and sectioned completely. Sec-
ond, the left circumflex coronary artery from all is sur-
rounding tissue starting at proximal to the left marginal 
branch and continuing to the posterior descending coro-
nary arteries. The last procedure is to apply phenol to 
the atrioventricular groove above the isolated portion of 
the left circumflex coronary artery, all the way down the 
posterior groove to the apex and also down the marginal 
branch of the left circumflex coronary artery to the apex. 
The phenol can be given by using a small cotton-tripped 

applicator to carefully apply to the surface of dissected 
areas. The procedure for anterior left ventricular wall 
denervation is similar to the posterior wall denervation. 
The confirmation of the regional denervation can be ac-
complished by examination of tissue norepinephrine 
level from the denervated area compared to innervated 
contralateral area. In the tissue from denervated area 
should be essentially depleted compared to contralateral 
area of tissue.

5.2.2 Left Ventricular Denervation
Left ventricular denervation can be performed by us-

ing either a combination of surgical and chemical tech-
niques as described earlier or the surgical technique 
alone (Randall and Ardell, 1985; Shen et al., 1988, 1990a). 
Basically, the surgical procedure consists of dissection 
across the superior surface of the left atrium and section-
ing of the ventrolateral cardiac nerves and then stripping 
the adventitial layers of the main pulmonary artery dis-
tal to its origin on the side facing the left atrial surface. 
The next step is to remove all nerves located between the 
aorta and pulmonary artery that project onto the surface 
of the left ventricle over the left main coronary artery. 
The phenol can be applied around the circumference of 
the atroventricular groove and to the triangular-shaped 
fat pad above the coronary sinus on the posterior wall as 
an optional approach. If the surgical procedure is well 
accomplished, the application of phenol is not neces-
sary. Total ventricular denervation can be confirmed at 
the time of surgery by lack of increase in left ventricular 
contraction and rate during direct electrical stimulation 
of the left and right ansae subclaviae at a 10 Hz, 5 ms 
with 5–7 V, which is completely different from what is 
observed before the surgical denervation procedure is 
started. The denervation can be further confirmed using 
tissue norepinephrine level as described earlier.

5.2.3 Total Cardiac Denervation
Total cardiac denervation can be performed by either 

chronic permanent (Randall et al., 1980; Shen et al., 1990b) 
or acute reversible procedures (Arndt et al., 1981; Dorward 
et al., 1983; Shen et al., 1991). The chronic total cardiac de-
nervation procedure is to use the intrapericardial denerva-
tion technique by surgically stripping the adventitia and 
nerve fibers from the main pulmonary artery, left superior 
pulmonary vein, and right pulmonary artery; sectioning 
the left ventrolateral cardiac nerve and the pericardial 
reflection in the transverse sinus and azygos vein. Fur-
thermore, dissection around the pericardial reflection at 
the bifurcation of the right pulmonary artery needs to be 
completed. The completeness of the total cardiac denerva-
tion can be verified at surgery by confirming the lack of 
ECG response to bilateral stellate ganglion stimulation at 
a 10 Hz, 5 ms with 3–5 Vor bilateral vagal stimulation at 
a 20 Hz, 5 ms with 3–5 V. The denervation can be further 
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confirmed by tissue norepinephrine level from both right 
and left ventricles. Acute reversible total cardiac denerva-
tion is a relatively easy and fast approach for studies to 
compare the presence and absence of total cardiac dener-
vation in same animals. The procedure only requires im-
planting a catheter in the pericardial space and acute de-
nervation can be induced by injection of anesthetics, for 
example, procaine or lidocaine, into the pericardial space 
periodically during the experiment. The amount of anes-
thetics and duration between two injections depend on the 
size of heart and drug half-life.

The total cardiac denervation both chronic and acute 
models can be also examined by a pharmacological ap-
proach, that is, elimination of the reflex heart rate changes 
induced by either efferent or afferent stimulations. Usually, 
a vasodilator and vasoconstrictor, for example, phenyleph-
rine and nitroglycerin, can be administered intravenously. 
Also, injection of veratridine alkaloid via the left atrium 
to determine reflex cardiovascular actions mediated from 
receptors in the myocardium (Shen et al., 1990b).

5.2.4 Sinoaortic Baroreceptor Denervation
Sinoaortic baroreceptor located in aorta and carotid 

arteries plays important role in regulating arterial blood 
pressure and blood volume. The denervation procedure 
needs to be performed in both areas with a combination 
of surgical and chemical approaches. Aortic denervation 
is accomplished by stripping all nerve fibers and con-
nective tissue from the aortic root to the second intercos-
tal artery (Shen et al., 1990b, 1991). The brachiocephalic 
and the subclavian arteries are also stripped from the 
aorta cranially to the second set of branches. After that, 
the carotid sinus denervation needs to be performed in 
both right and left common carotid arteries. Both arter-
ies should be carefully isolated and stripped of nerve 
fibers and connective tissue all the way past the bifur-
cation of the internal and external carotid arteries. Phe-
nol is applied to all stripped surfaces of the vessel. The 
confirmation of sinoaortic baroreceptor denervation can 
be determined by a similar pharmacological method as 
described earlier. The lack of reflex heart rate changes 
in response to alterations of arterial blood pressure can 
be observed when either a vasodilator or vasoconstric-
tor is injected intravenously. However, the response to 
left atrial injection of veratridine alkaloid should remain 
intact, indicating that the cardiac receptor is not affected 
by the surgical procedures (Shen et al., 1990b).

6 FUTURE DIRECTIONS

With advances in molecular and genomic research 
offering novel insights into the cardiovascular diseases, 
many transgenic mouse models have been developed 
and characterized. The major advantage of genetically 

engineered models is that a specific cellular target can 
be manipulated, and its role in pathogenesis established. 
This has led to an explosion of potential targets for ther-
apeutic intervention. In the current chapter, we empha-
size the need to validate novel targets in well-character-
ized, larger animal models that provide better potential 
for clinical translatability. Without this important trans-
lational step, many exciting research discoveries from 
mouse models could fail to translate into improved clini-
cal outcomes in human studies, which has unfortunately 
become the norm rather than the exception. As such, it 
is reasonable to rethink our research strategy to include 
validation in clinically relevant larger animal models 
before proceeding to clinical trials. We have highlighted 
most of the existing larger animal models that can be 
studied in the conscious, chronically instrumented state. 
This unique experimental approach is vital to the accu-
racy and validity of experimental findings. Furthermore, 
advances in the development of larger animal models 
with multiple disorders, rather than single disorders, 
allow the examination of important clinical syndromes, 
such as cardiorenal syndrome and diabetic cardiomy-
opathy.

Importantly, these cardiovascular syndromes are often 
much worse than heart or kidney disease alone. Our pre-
liminary and feasibility studies presented in this chapter 
are to call attention for future direction of translation 
cardiovascular medicine. Thus, while reductionist ap-
proaches are useful identifying cardiovascular targets of 
therapeutic interest, larger animal models of cardiovas-
cular disease and syndromes are essential in the study of 
disease mechanisms, as well as target validation.
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1 THE HEART AND DIABETES MELLITUS

Diabetes mellitus represents a serious medical prob-
lem with increasing prevalence in both developed and 
developing countries that has reached a global epidemic 
level with significant social and economic  consequences. 
Diabetes mellitus may be classified as type 1 diabetes 
(insulin-dependent) or type 2 diabetes (noninsulin-

dependent). Type 1 diabetes is characterized by a com-
plete (or almost complete) lack of endogenous insulin 
due to destruction of β-cells in pancreatic islets of Lang-
erhans. This chapter will be focused on animal models 
of type 1 diabetes mellitus and cardiovascular complica-
tions that accompany the disease. The cardiovascular dis-
eases are the primary cause of death in diabetic patients 
and the prevalence of and mortality from  cardiovascular 
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diseases are several fold higher in patients with diabe-
tes mellitus than in the general population. One of the 
most important cardiovascular complications is a dia-
betic cardiomyopathy characterized by an early diastolic 
and later systolic dysfunctions, (Mahgoub and Abd-El-
fattah, 1998) microangiopathy, hypertrophy of cardiac 
myocytes, (Gargiulo et al., 1998), and finally by heart fail-
ure (Jarret, 1989). The possible mechanisms of diabetic 
cardiomyopathy include metabolic disturbances, myo-
cardial fibrosis, small vessel disease, cardiac autonomic 
neuropathy, and insulin resistance (Fang et al., 2004).

Various experimental models may be used for study-
ing the type 1 diabetes mellitus and associated compli-
cations. Spontaneous hyperglycemia and ketoacidosis 
occur in BB rats, in which pancreatic insulitis rapidly 
followed by selective destruction of β-cells develops be-
tween 50 and 90 days of age (Mordes et al., 1987). An-
other model of spontaneous autoimmune diabetes is the 
nonobese diabetic (NOD) mouse (Makino et al., 1980). 
These mice develop insulitis at the age of 5 weeks and 
by 7 months 80% of female and 20% of male mice be-
come diabetic. Beside these spontaneous models, the β-
cell may be destroyed by experimental viral, surgical, or 
pharmacological interventions. The viral induction of di-
abetes was demonstrated with encephalomyocarditis vi-
rus or Kilham rat virus in rats (Jordan and Cohen, 1987; 
Yoon and Jun, 2006). For pharmacological induction 
of diabetes, usually alloxan or streptozotocin are used 
(Dunn et al., 1943; Rakieten et al., 1963). This chapter will 
further focus on streptozotocin-induced diabetes melli-
tus in laboratory animals with special emphasis on the 
rat model of streptozotocin-induced diabetes mellitus.

2 METHODOLOGICAL ASPECTS

Streptozotocin (2-deoxy-2-(3-methyl-3-nitrosoureido)-d- 
glukopyranose), an antibiotic with antineoplastic effects 
produced by Streptomyces achromogenes bacteria, destroys 

selectively the β-cells of pancreatic islets of Langerhans 
(Fig. 7.1) (Junod et al., 1967). Streptozotocin induces DNA 
strand breaks and DNA alkylation that leads to necrosis of 
pancreatic β-cells (Elsner et al., 2000; Yamamoto et al., 1981). 
Streptozotocin is transported inside the β-cell by the glu-
cose transporter GLUT2 and expression of GLUT2 is there-
fore required for the toxic effect (Elsner et al., 2000; Schnedl 
et al., 1994). The signaling pathways of the toxic effect of 
streptozotocin involve activation of inducible NO-syn-
thase, increase in NO concentration, (Flodström et al., 1999) 
increased H2O2 generation (Takasu et al., 1991).

Development of diabetes mellitus after the application 
of streptozotocin is very fast, especially in the rat. The sen-
sitivity of β-cells to glucose is significantly reduced already 
2 h after application of streptozotocin, the destruction and 
significant reduction of the number of β-cells  occurs in 
several hours after application (West et al., 1996). This is 
accompanied by changes in glucose and insulin plasma 
levels: 2 h after application a hyperglycemia with no 
changes in plasma and pancreatic insulin levels develops, 
followed by hypoglycemia with increased plasma levels 
of insulin but no change in pancreatic insulin level. One 
day after application of streptozotocin, the rats show all 
characteristic symptoms of diabetes including hypergly-
cemia, glycosuria, polyuria, reduced plasma, and pancre-
atic insulin levels (Junod et al., 1969).

Streptozotocin may be applied in a single dose or 
in repeated manner, usually dissolved in citrate buffer 
(pH 4.5), by intravenous, intraperitoneal, or intraarte-
rial injection. In our experiments, diabetes was reliably 
induced by a single intravenous injection of strepto-
zotocin dissolved in citrate buffer in tail vein at dose of 
65 mg/kg body weight. The dose necessary for diabe-
tes induction in rats varies between 40 and 60 mg/kg 
body weight, although higher values are sometimes re-
ported (Ganda et al., 1976). The diabetic symptoms cor-
relate well with the dose used. In general, in doses below 
40 mg/kg body weight only slight changes in glycemia, 
glycosuria, and insulin plasma levels are observed and 

FIGURE 7.1 Histology and immunohistochemistry of the pancreatic islets of Langerhans in control (left panel) and streptozotocin-induced 
diabetic (right panel) rats. In diabetic rats, the number and size of islets was reduced and the immunoreactivity for insulin was diminished.



 2 METHODOLOGICAL ASPECTS 177

C. CARDIAC AND CARDIOVASCULAR

these slight changes tend to normalize spontaneously 
in up to 25% of animals (Junod et al., 1969). With a suf-
ficient dose of streptozotocin, the induction of diabetes 
in rats is easy, fast, and reliable. In a majority of stud-
ies employing this rat model, however, the pathogen-
esis of diabetes and associated symptoms were usually 
studied just for several weeks or months during which 
diabetes is fully developed and maintained. The long-
term effects of streptozotocin and possible recovery from 
streptozotocin-induced diabetes are explored much less. 
In our experiments, we followed the rats with strepto-
zotocin-induced diabetes for one year and a recovery 
was observed in a significant portion of animals. All 152 
rats showed fully blown diabetes for the first 6 months 
of experiment. In the second half of the year, two dif-
ferent groups could be clearly distinguished. In the dia-
betic group (n = 92) the glycemia remained high (above 
18 mmol/L), the body weight did not grow, plasma 
levels of insulin were kept low, and histological analy-
sis revealed reduction in number and size of pancreatic 
islets with a lack of insulin-secreting cells. In contrast, 
the recovery group (n = 60) showed in the second half 
of the year significant differences that were not pres-
ent in the first 6 months of experiment: lower glycemia 
(below 12 mmol/L), steadily growing body weight, 
higher plasma levels of insulin that approached values 
found in control animals (Fig. 7.2). Also, the histological 
structure of pancreatic islets was similar to control ani-
mal with a number of well-preserved β-cells. Therefore, 

after 6 months there was a significant group of animals 
(∼40%) that showed a significant recovery with a num-
ber of parameters approaching values in control, non-
diabetic animals. The only test that was able to reliably 
distinguish the recovery animals from nondiabetic con-
trols was the glucose tolerance test. The glucose toler-
ance test was performed in the 9th and 12th month of 
the experiment and the curve clearly showed pathologi-
cal values similar to the diabetic group and significant-
ly different from those of control nondiabetic animals. 
Both streptozotocin groups responded by a decreased 
secretion of insulin. In conclusion, the streptozotocin-in-
duced diabetes mellitus in rats was stable for 6 months, 
afterward, however, a significant recovery developed 
in ∼40% animals. The functional insufficiency of the re-
covery in this period (7–12 months after streptozotocin 
application) may be uncovered by the glucose tolerance 
test. The insulin secretion in recovery animals is proba-
bly sufficient at rest, however, an increased glucose load 
unmasks the still impaired glucose tolerance (Fig. 7.3). 
In majority of animals (∼60%) no recovery was observed 
and severe diabetes persisted throughout the period of 
12 months. A spontaneous recovery from streptozotocin-
induced diabetes was already described in neonatal rats, 
in which streptozotocin was applied at birth, (Garofano 
et al., 2000) or in adult animals but with low dose strep-
tozotocin (Rakieten et al., 1976; Su et al., 2000).

Beside rat, streptozotocin is used for induction of dia-
betes also in other species. In mice, the type 1 diabetes 

FIGURE 7.2 Body weight (A) and plasma insulin concentration (B) in control and STZ-diabetic rats. Open squares, control rats; filled triangles, 
STZ-diabetic rats having blood glucose level above 18 mmol/L at least 6 month after STZ administration and below 12 mmol/L 9 and 12 months 
after STZ administration (recovery), filled circles, STZ-diabetic rats having blood glucose above 18 mmol/L during the whole experimental period. 
*P < 0.01 compared with control rats, #P < 0.01 compared with animal being hyperglycemic during the whole experimental period.
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may be induced either by a single higher dose of strep-
tozotocin or by repeated application of lower doses, 
both applied intraperitoneally. In case of single dose ap-
plication, a reliable induction is described for doses of 
200 mg/kg (Anderson et al., 1974; Guz et al., 2002). A 
serious disadvantage of single dose application is very 
high immediate lethality (up to 90% for 180 mg/kg in 
our hands). Repeated application of streptozotocin is 
usually performed with doses of 40–50 mg/kg daily ap-
plied for five consecutive days (Carlsson et al., 2000).  
The characteristic diabetic symptoms (hyperglycemia, 
glycosuria, stagnant body weight) develops after ap-
plication of the last dose. The mice typically show sig-
nificant intergender differences: in male mice the plasma 
levels of glucose after streptozotocin application were 
significantly higher than in female mice. Since testoster-
one administration is known to increase the hyperglyce-
mic response in castrated males and females, as well as in 
noncastrated females, it probably contributes to the dia-
betogenic effects of streptozotocin (Rossini et al., 1978).

The diabetogenic effects of streptozotocin in guinea 
pig are controversial. According to some studies, guinea 
pigs are resistant to the diabetogenic effects of strepto-
zotocin (Kushner et al., 1969). In contrast, other studies 
describe a reliable guinea pig model of streptozotocin-
induced diabetes on basis of reduced growth rate, beta 
cell dysfunction, polydipsia, polyuria, and glycosuria 
(Schlosser et al., 1987). Differences in the experimental 
methods of diabetes induction, especially dosing and 

application, may be responsible for these discrepancies. 
The most recommended methods include intracardiac 
application of streptozotocin (200 mg/kg) preceded by 
insulin administration, (Aomine et al., 1990) intracardiac 
injection of streptozotocin (150 mg/kg) without insu-
lin, (Schlosser et al., 1987) or intravenous application of 
streptozotocin (Gorray et al., 1986). Based on differences 
in the method of diabetes induction, also the diabetic 
parameters, the time course of the disease or associated 
lethality differ between the models. In our experimental 
conditions, whereas the intraperitoneal application of 
streptozotocin (300 mg/kg) did not induce any diabetic 
symptoms, the intravenous administration of strepto-
zotocin (150 mg/kg) lead to significant glycosuria. The 
histological analysis of pancreas did not reveal any signs 
of destruction of islets regardless of the method of strep-
tozotocin administration. Even the glycosuria observed 
after intravenous administration of streptozotocin may 
not be the diabetic symptom but rather a result of a di-
rect nephrotoxic effect of streptozotocin that was de-
scribed in patients. This hypothesis is supported by the 
fact that a daily administration of insulin (5 i.u./kg) did 
not prevent the glycosuria.

With regard to the rabbit model of diabetes, the 
studies using the alloxan-induced model clearly pre-
vail. The studies with streptozotocin-induced diabetes 
in rabbit are rare and contradictory. There is some evi-
dence about diabetogenic effects of streptozotocin in 
adult rabbits, as well as fetuses but other studies argue 

FIGURE 7.3 Blood glucose (A) and plasma insulin concentration (B) after intraperitoneal administration of glucose (2 g/kg) 12 month after 
STZ administration. Open squares, control rats; filled triangles, STZ-diabetic rats having blood glucose level above 18 mmol/L at least 6 month after 
STZ administration and bellow 12 mmol/L 9 and 12 months after STZ administration (recovery), filled circles, STZ-diabetic rats having blood glu-
cose above 18 mmol/L during the whole experimental period. *P < 0.01 compared with control rats.
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against this possibility (Chaffin et al., 1995; Kedar and 
Chakrabarti, 1983; Kushner et al., 1969; Lazarus and 
Shapiro, 1972; Lazar et al., 1968).

From large mammals, streptozotocin was success-
fully used to induce diabetes in dog and pig. In dog the 
application of streptozotocin was associated with high 
mortality and therefore several techniques were devel-
oped to reduce the dose of streptozotocin and the as-
sociated mortality. Freyse et al. (1982) combined partial 
pancreatectomy and low dose (2 mg/kg) streptozotocin 
infusion into the superior pancreaticoduodenal artery. 
Other techniques include a combined intravenous ad-
ministration of streptozotocin and alloxan or suprarenal 
intraarterial infusion of streptozotocin and alloxan after 
balloon occlusion of the juxtarenal abdominal aorta (Liu 
et al., 2000; Salis et al., 2001). Another large mammal 
species sensitive to the diabetogenic effects of strepto-
zotocine is pig (and minipig). For a reliable diabetogenic 
effect of streptozotocin in both pig and minipig a dose of 
100–150 mg/kg is needed (Gäbel et al., 1985). In minip-
igs a successful induction of diabetes by two low doses 
(40 mg/kg) was also reported (Rolandsson et al., 2002).

3 EXPERIMENTAL RESULTS IN THE RAT 
MODEL OF STREPTOZOTOCIN-INDUCED 

DIABETES

3.1 Diabetes and Cardiac Contractility

Effects of chronic (16 weeks) streptozotocin-induced 
diabetes on cardiac contractility were investigated 

using the right ventricle papillary muscles (Svíglerová 
et al., 2005). Streptozotocin-induced diabetes decreased 
the contraction force of the papillary muscles consider-
ably. Furthermore, the dependence of the contraction 
force on stimulation frequency was reduced, especially 
at lower rates (<1 Hz). The kinetics of contraction were 
also influenced, diabetes prolonged significantly both 
the time to peak contraction and relaxation time. Next, 
the effects of insulin on cardiac contractility were inves-
tigated in both control and diabetic animals. Surprising-
ly, insulin reduced the contraction force in both control 
and diabetic groups (Fig. 7.4). To elucidate the negative 
inotropic effects of diabetes and of insulin in more detail, 
additional experiments aimed at various stages of excita-
tion–contraction coupling were performed.

First, the rest potentiation of cardiac contraction was 
tested. In rats, the first contraction after a period of rest is 
increased. This phenomenon is called post-rest potentia-
tion of contraction and it mainly reflects function of the 
Na+/Ca2+ exchange and of the sarcoplasmic reticulum 
Ca2+ pump (Bers and Christensen, 1990; Shattock and 
Bers, 1989). Steady-state stimulation (1 Hz) was inter-
rupted by a rest period of variable duration and the first 
postrest contraction was always increased (Fig. 7.5). In 
diabetic myocardium the postrest potentiation of con-
traction was preserved, however, the increase in postrest 
contraction was less pronounced (Fig. 7.5). Furthermore, 
the dependence of potentiation on the duration of the 
resting period was flatter in diabetic rats than in con-
trol rats. Insulin did not influence the postrest poten-
tiation in control rats but it significantly enhanced the 

FIGURE 7.4 The effect of insulin on the contraction force in control and diabetic rats. The dependence of contraction force (CF) on stimula-
tion frequency in control (A) and diabetic rats (B). Values were normalized to the contraction force at 1 Hz in baseline solution. Open squares, base-
line; filled circles, effect of insulin (80 i.u./L). * Significantly different from baseline (P < 0.05). Upper inset: representative examples of contraction 
of the right ventricle papillary muscle in the rat at stimulation rate of 1 Hz. Left, control animal; right, diabetic rat. a.u., arbitrary units.
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phenomenon in diabetic rats. This strongly suggests that 
the negative inotropic effect of insulin is not mediated 
by influencing processes of sarcoplasmic reticulum Ca2+ 
loading.

To verify this further, pharmacological interventions 
with cyclopiazonic acid, a selective blocker of sarcoplas-
mic reticulum Ca2+ pump (SERCA2) and with nifedip-
ine, a blocker of sarcolemmal Ca2+ transport through 
L-type Ca2+ channels (L-type Ca2+ current, ICaL), were 
employed. Cyclopiazonic acid (3 µmol/L) showed a 
negative inotropic effect, this effect being similar in 
both control and diabetic animals. Cyclopiazonic acid 
also slowed down the relaxation, especially the second 
half of it. Administration of insulin on top of cyclopia-
zonic acid further decreased the contraction, again in 
both control and diabetic rats. The insulin-dependent 
decrease of contraction in the presence of cyclopiazonic 
acid was similar to that in the absence of it. This again 
suggests that the Ca2+ uptake to sarcoplasmic reticulum 
by SERCA2 is not a major determinant of the negative 
inotropic effect of insulin and that different mechanisms 
must be involved. Nifedipine (3 µmol/L) diminished the 
contraction force in both experimental groups and this 
effect was strongly dependent on stimulation frequency 
as reported previously being much more pronounced at 
high frequencies (Schouten and ter Keurs, 1991). Admin-
istration of insulin on top of nifedipine did not affect the 
contraction further. This lack of effect of insulin in the 
presence of nifedipine was also observed at low frequen-
cies of stimulation, in which the reduction of contraction 
by nifedipine was only minor. These data suggest that 

insulin inhibits ICaL and the reduction of ICaL leads to 
the negative inotropic effect. In the presence of nifedip-
ine, which binds to ICaL channels, this inhibitory ac-
tion of insulin would be prevented. However, the effect 
of insulin on ICaL was investigated directly using the 
patch-clamp method in rat isolated ventricular myocytes  
(Aulbach et al., 1999). In contrast to the aforementioned 
hypothesis, no inhibition but stimulation of ICaL by insu-
lin was found. If this is also the case in our experimental 
conditions of multicellular preparation, the impairment 
of triggering SR Ca2+ release by ICaL (decreased efficien-
cy of this process) remains as the most likely mechanism. 
The central finding of the negative inotropic effect of dia-
betes corresponds well with other studies that indicate 
a vast number of cellular mechanisms contributing to 
this phenomenon: depression of sarcoplasmic reticulum 
Ca2+-ATPase and its enhanced inhibition by phosphol-
amban, (Ganguly et al., 1983; Teshima et al., 2000; Va-
sanji et al., 2004) defective sarcolemmal Ca2+-ATPase, 
(Heyliger et al., 1987; Makino et al., 1987) depression 
of Na+-Ca2+ exchanger, (Chattou et al., 1999; Makino 
et al., 1987) reduced L-type calcium current, (Chattou 
et al., 1999; Lee et al., 1992) decreased number of sarco-
plasmic reticulum ryanodine-sensitive Ca2+ channels, 
(Teshima et al., 2000; Yu et al., 1994) and alterations of 
contractile proteins, such as diminished Ca2+ sensitivity, 
shifts in myosin isoenzymes (from V1 myosin with high 
ATPase activity to V3 myosin with low ATPase activity), 
(Malhotra and Sanghi, 1997) reduced cross-bridge cycle 
rate, (Ishikawa et al., 1999) altered myosin heavy chain 
isoform expression (Rundell et al., 2004).

3.2 Diabetes and Autonomic Cardiac 
Innervation

Cardiovascular autonomic neuropathy is one of the 
most common diabetes-associated complications and it 
contributes significantly to the increased morbidity and 
mortality of diabetic patients (Kuehl and Stevens, 2012). 
In the rat model of streptozotocin-induced diabetes the 
autonomic neuropathy was demonstrated by functional 
studies, for example, blunted chronotropic responses to 
both nadolol and atropine suggesting diminished vagal 
and sympathetic control, diminished circadian variation 
in the heart rate and altered baroreflex sensitivity (Chang 
and Lund, 1986; Hicks et al., 1998). We have investigated 
how diabetes affects the content, release, and uptake of 
norepinephrine in cardiac sympathetic nerves in early 
and later stages of streptozotocin-induced diabetes in 
female rats (Kuncová et al., 2003). In isolated atria, the 
diabetic state significantly affected norepinephrine con-
centrations. An initial significant increase (1 month after 
onset of diabetes) was followed by a sustained decline 
in tissue noepinephrine concentrations that became sig-
nificantly different 7 months from the onset of disease 

FIGURE 7.5 The postrest potentiation of contraction in control 
and diabetic rats. Open squares, control rats; filled circles, STZ-diabetic 
rats. *, significantly different from control rats (P < 0.05). The upper 
inset: the last steady-state contraction (SS) and the first postrest con-
traction (postrest) of the right ventricle papillary muscle in the rat. Left, 
control animal; right, diabetic rat. a.u., arbitrary units.



 3 EXPERIMENTAL RESULTS IN THE RAT MODEL OF STREPTOZOTOCIN-INDUCED DIABETES 181

C. CARDIAC AND CARDIOVASCULAR

(Fig. 7.6A). Both basal and potassium-evoked releases of 
norepinephrine were significantly increased 4 months 
from the onset of disease. The neuronal uptake block-
er desipramine significantly reduced both basal and 
potassium-evoked releases of norepinephrine 4 months 
from the onset of diabetes suggesting that a substantial 
portion of norepinephrine release was due to a calcium-
independent carrier-mediated process. In experiments 
with calcium-free solution in the presence of desipra-
mine the potassium-evoked release of norepinephrine 
was nearly abolished in control rats. In diabetic rats (4 
and 7 months from the induction) the potassium-evoked 
release was still significantly higher than the basal one. 

Therefore, the norepinephrine-releasing mechanisms 
may remodel in the time course of chronic diabetes and 
may contribute to the decreased norepinephrine concen-
tration in the atria of rats with streptozotocin-induced 
diabetes. The increased potassium-evoked release of 
norepinephrine from the diabetic atria might be attrib-
uted to the abnormal function of neuronal transporter 
(Fig. 7.6B).

Next we focused on the peptidergic innervation of the 
heart. The cardiac sensory nerve fibers may, in addition 
to conveying impulses toward the CNS, upon stimula-
tion directly release neuropeptides from their peripheral 
terminal located within the heart. This mode of action 
has been termed the local effector function of sensory 
nerve terminals (Holzer, 1988). Calcitonin gene-related 
peptide (CGRP) is the major neuropeptide released from 
such nerve terminals in the heart (Franco-Cereceda and 
Lundberg, 1988). CGRP was described to exert a number 
of effects in the heart: CGRP increases heart rate and con-
tractile force in the isolated rat atrium, (Wang and Fis-
cus, 1989) it is a powerful vasodilator increasing coronary 
artery perfusion, (Miyauchi et al., 1987; Saito et al., 1987) 
and it is involved in ischemic preconditioning (Källner 
and Franco-Cereceda, 1998). Diabetes was reported to 
abolish the protective effects of ischemic precondition-
ing and this effect may be related to the reduction in 
CGRP release in diabetic heart (Kersten et al., 2000; Lu 
et al., 2001; Tosaki et al., 1996). We therefore analyzed 
the quantitative changes in cardiac CGRP content and 
expression of its receptor during diabetes development. 
CGRP concentrations in diabetic ventricles increased sig-
nificantly, reaching approximately twofold levels of con-
trol at 16 weeks after application of streptozotocin. Also 
the GRP content of both atria increased in diabetic rats, 
but the increase was less marked. Immunohistochemis-
try revealed the known distribution of CGRP immunore-
active varicose nerve fibers around the ascending aorta 
and coronary vessels, in the atrial myocardium, suben-
docardial layer including valves, papillary muscles, and 
within cardiac ganglia. The distribution was not visibly 
altered by diabetes. The expression of mRNA for the li-
gand-binding subunit of CGRP receptor, the calcitonin 
receptor-like receptor, was increased two- to threefold 
after 4 weeks of diabetes in the right atrium and ven-
tricle and declined thereafter to fall below control levels 
16 weeks from the onset of diabetes. The same pattern, 
although quantitatively less pronounced, was also ob-
served in the left ventricle. The time pattern of the calcito-
nin receptor-like receptor was different in the left atrium 
with a decreased expression in the initial phase of diabe-
tes (4 weeks from induction). In contrast to our findings 
of increased cardiac CGRP content and an unchanged 
innervation pattern of the heart by CGRP-immunore-
active fibers, the rat sensory dorsal root ganglion neu-
rons were reported to respond to streptozotocin-induced 

FIGURE 7.6 The impact of STZ-induced diabetes on norepineph-
rine concentrations in the free walls of the right (RV) and left ventricles 
(LV) expressed in percentage of the respective control values (dashed 
line) (A). Values are means ± SEM (n = 6). *P < 0.05 compared to the 
respective control rats. Norepinephrine (NE) release from the atria of 
STZ-diabetic rats (B). KCl-evoked release of NE in the control atria and 
preparations from STZ-diabetic rats 4 months after the onset of diabe-
tes (KCl), NE KCl-evoked release in the presence of neuronal uptake 
blocker desipramine (10–6 mol/L) (KCl + Des), KCl-evoked release 
of NE in the absence of calcium ions (KCl−Ca2+). Error bars = SEM. 
*P < 0.05 compared to the respective control value, n = 5.
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diabetes with decreased expression of the CGRP precur-
sor (Diemel et al., 1994; Rittenhouse et al., 1996). These 
discrepant observations are best explained by impaired 
CGRP release from nerve terminals, leading to intraax-
onal accumulation of the peptide despite a reduced sup-
ply from the perikaryon. The alterations of the CGRP 
signaling system in experimentally induced diabetic 
 cardiomyopathy that include both the ligand and its re-
ceptor may contribute to functional impairment of car-
dioprotective mechanisms that involve CGRP released 
from sensory nerve terminals.

Another peptide that is present in cardiac innervation 
is neuropeptide Y (NPY). NPY is the most abundant neu-
ropeptide in the cardiac innervation. It is produced by 
cleavage from a large precursor, preproNPY, and its most 
prominent source in the heart are the postganglionic 
sympathetic axons that originate from cell bodies located 
in the cervicothoracic sympathetic chain ganglia like the 
stellate ganglion (Gu et al., 1983). NPY elicits multiple ef-
fects in the heart: induction of vasoconstriction, (Pernow 
et al., 1987) modulation of intracellular calcium in endo-
cardial endothelial cells, (Jacques et al., 2003) regulation 
of protein turnover and of constitutive gene expression 
in hypertrophying cardiomyocytes, (Nicholl et al., 2002) 
presynaptic inhibition of noradrenaline release from 
sympathetic axons, (Lundberg et al., 1984), and induc-
tion of angiogenesis (Zukowska-Grojec et al., 1998).

Our analysis by radioimmunoassay revealed a 
decrease of rat heart NPY content in long-term (6–
12 months) streptozotocin-induced diabetes (Kuncová 
et al., 2005). NPY concentrations in the atria of diabetic 
rats did not differ from those in age-matched control rats 
1, 2, 4, 6 months in the right atria and even 9 months after 
diabetes induction in the left atria. A significant decrease 
in NPY levels in the right and left atria was only ob-
served 9 and 12 months after streptozotocin administra-
tion, respectively. In the ventricles, NPY concentrations 
were significantly decreased 6 months after the onset of 
diabetes. Interestingly, partial spontaneous recovery of 
diabetes was associated with increased NPY levels in the 
atria. These data suggest that the cardiac NPY signaling 
system is affected in diabetes mellitus, which may be 
of relevance for the pathogenesis of the functional and 
structural impairment of the heart during progression 
of the disease. To further test this hypothesis, we inves-
tigated the quantitative changes in ligand (preproNPY) 
and receptor expression within the different chambers 
of the heart, as well as the extrinsic ganglia that supply 
axons to the heart. Since neuronal mRNA expression is 
restricted to the area of the cell bodies, separate analy-
sis of the stellate ganglion and of upper thoracic dorsal 
root ganglia allowed us to discriminate between changes 
in the sympathetic and the sensory nerve supply to the 
heart (Chottová Dvoráková et al., 2008). Ventricular, but 
not atrial innervation density by NPY immunoreactive 

fibers was diminished, and preproNPY expression was 
transiently (26 weeks) reduced in left atria, but remained 
unchanged in sympathetic neurons and was not induced 
in DRG neurons. In all ganglia and heart compartments, 
Y1 receptor expression dominated over Y2 receptor, and 
Y1 receptor immunoreactivity was observed on cardio-
myocytes and neuronal perikarya. Atrial, but not ven-
tricular Y1 receptor expression was upregulated after 
1 year of diabetes. Therefore, at the level of sympathetic 
and spinal sensory neurons, residing in the stellate gan-
glion and upper thoracic dorsal root ganglia, respective-
ly, the capacity to express preproNPY and prejunctional 
receptors (Y1, Y2 receptors) is maintained even 1 year 
after onset of diabetes. Ventricular sympathetic termi-
nals, however, appear to be affected by long-term dia-
betes (6 months to 1 year), as revealed by a diminished 
ventricular NPY content and a reduced innervation den-
sity documented by immunohistochemistry (Kuncová 
et al., 2005). The data indicate that the imbalance of the 
cardiac intrinsic and extrinsic neuronal NPY-Y1/Y2 re-
ceptor signaling system develops slowly in the course 
of streptozotocin-induced diabetes and that the atria 
and ventricles are affected differentially. This is in line 
with a well-known imbalance in diabetic cardiac auto-
nomic neuropathy, in which the parasympathetic branch 
of the autonomic nervous system is affected more than 
the sympathetic one and in which the atria and the ven-
tricles are affected differentially (Pourmoghaddas and 
Hekmatnia, 2003).

3.3 Conclusions and Clinical Implications

In general, the ideal animal model should mimic the 
human subject metabolically and pathophysiologically 
and should develop end-stage disease comparable to 
those in humans (Russell and Proctor, 2006). Obviously, 
with regard to the complexity of the organism and the 
multifactorial nature of the disease, there will always be 
some differences between the animal model and clini-
cal situation and the translation from the model must be 
very careful. With this limitation in mind, the model of 
streptozotocin-induced diabetes corresponds to the hu-
man diabetes prior to the proper diagnosis and therapy. 
It allows obtaining important information about early 
changes developing in various tissues that may later re-
sult in serious impairment/failure of organ function. The 
model is suitable for studying diabetic cardiomyopathy 
in early stages after induction of the disease but less ap-
propriate for investigating diabetic macroangiopathy 
(Tomlinson et al., 1992). The diabetic autonomic neurop-
athy in streptozotocin-induced diabetes resembles the 
diabetic complication in patients; however, the contribu-
tion of underlying mechanisms is probably different: the 
role of the polyol pathway being probably less important 
in patients than in diabetic rat (Nakamura et al., 2002; 
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Pfeifer et al., 1997). With regard to the cardiovascular sys-
tem, a number of differences between man and rat exist 
in physiological conditions and these discrepancies may 
be further accentuated by the disease, for example, in 
contrast with human disease the diabetic rats show a low 
blood pressure, a pronounced bradycardia and increased 
baroreflex sensitivity. In conclusion, the rat model of 
streptozotocin-induced diabetes provides information 
that is relevant for the clinical situation, especially about 
the early stages of diabetes development. However, a 
number of differences in the organ physiology, as well 
as in the pathogenesis of the disease must be considered 
when translating the experimental findings to clinic.

3.4 The Heart and Renal Failure

Renal failure is the inability of the kidneys to excrete 
waste products and to keep water, electrolyte, and ac-
id-base balance under basal conditions. Renal failure is 
divided into two types: acute failure characterized by 
sudden loss of kidney function which can be eventually 
recovered to normal and chronic failure caused by slow 
progressive loss of kidney function. Chronic renal fail-
ure (CRF) is the end stage of many chronic renal diseases 
including glomerulopathy, tubulointerstitial nephritis, 
polycystic kidney disease etc.

CRF is associated with higher risk of cardiovascular 
complications including hypertension, arteriolosclerosis, 
arrhythmia, impairment of the cardiac autonomic inner-
vation, and disorder of ventricular myocardium (mainly 
of the left ventricle). Cardiovascular disorders like isch-
emic heart disease, heart failure, and sudden cardiac 
death resulting from aforementioned complication are 
the leading causes of death in CRF population and ac-
count for approximately 50% of all death (London, 2003). 
The incidence of cardiovascular death in patients with 
CRF younger than 30 years is even 150 times higher com-
pared to general population (Johnstone et al., 1996). Since 
CRF has rising incidence and prevalence (the prevalence 
of CRF in all stages increased from 10% in 1988–94 to 
13.1% in 1999–2004 in US adult population) it has become 
a global health problem (Castro and Coresh, 2009).

3.5 Animal Models of Chronic Renal Failure

To better understand CRF and its complications the 
experimental animal models were introduced into bio-
medical research. CRF can be induced by many methods 
divided into chemical nephrectomy and the remnant kid-
ney model achieved by either vascular ligation (infarction 
model) or surgical nephrectomy in which approximately 
1/6 of the functional renal tissue is preserved. For the 
chemical nephrectomy the immunological techniques 
or the nephrotoxic agents like doxorubicin, (Allison 
et al., 1974; Yoneko et al., 2007) cisplatin, (Heidemann 

et al., 1990) uranyl nitrate, (Fukuda and Kopple, 1980), or 
aristolochic acid are used (Debelle et al., 2004). Vascular 
ligation model is based on the unilateral nephrectomy 
followed by ligation of vessel supplying the renal poles 
of the contralateral kidney (Purkerson et al., 1976). The 
most frequently used model of CRF is a surgical partial 
(usually five-sixth) nephrectomy consisting of the uni-
lateral total nephrectomy followed by contralateral par-
tial nephrectomy, by contralateral unilateral renal cortex 
destruction with electrocoagulation, (Boudet et al., 1978) 
by cryosurgery, (Kumano et al., 1986) or by contralateral 
papillectomy (Kroon et al., 1962). The chemical induction 
of CRF is relatively easy but disadvantages of this meth-
od are obvious—a lot of undesirable effect including car-
diotoxicity, lower reproducibility, and lower similarity to 
the human disease (Chow et al., 2003). On the other hand 
the remnant kidney model is associated mainly with the 
technical difficulties—hemorrhage and higher mortality 
due to operative and postoperative complications in sur-
gical nephrectomy and heterogeneity of ligation model  
due to anatomical variations of the renal artery and pos-
sible formation of collateral vessel that bypass the ligat-
ed vessel (Liu et al., 2003). The advantages of both the 
methods, that is, homogeneity in the surgical model and 
lower mortality of the ligation technique, are connected 
in the method of renal mass reduction by ligation of the 
renal parenchyma (Perez-Ruiz et al., 2006).

The first animal partial surgical nephrectomy was per-
formed by Thodore Tuffier in dog at the end of 19th centu-
ry but no changes in the elimination of urine or urea were 
found despite the loss of kidney mass (Tuffier, 1889). Since 
then the surgical method was refined to achieve a charac-
teristic signs of renal failure and the technique was gradu-
ally applied in other species including mice, (Gagnon 
and Gallimore, 1988) rats, (Chanutin and Ferris, 1932; Liu 
et al., 2003; Platt et al., 1952) rabbits, (Brown et al., 1990) 
cats, (Adams et al., 1994) piglets, (McKenna et al., 1992) 
sheep, (Eschbach et al., 1980) cattle, (Vogel et al., 2011) etc. 
Based on many experiments the surgical partial nephrec-
tomy performed in two steps became a standard method 
for induction of renal failure. In our laboratory, the surgi-
cal 5/6 nephrectomy model in rat was used to study and 
describe the basic features of this model and the progres-
sive changes in cardiovascular functions.

4 EXPERIMENTAL RESULTS IN RAT 
MODEL OF RENAL FAILURE

4.1 Chronic Renal Failure Induced by Partial 
Nephrectomy

Four-months-old Wistar male rats (Velaz, Prague, 
Czech Republic) were randomly allocated into subtotal 
nephrectomy (NX) and control groups. All operations 
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were performed under total anesthesia by intraperito-
neal injection of sodium pentobarbital (100 mg/kg, i.p., 
Sigma Aldrich, Czech Republic) and xylazine (10 mg/kg, 
i.p., Rometar, Bioveta, Czech Republic). In NX group the 
anaesthetized rat was placed on its abdomen with fixed 
limbs and the left dorsolateral incision (approximately 
2–3 cm wide) was made into the skin. The exposed back 
muscles were moved aside and the left kidney was care-
fully pulled out of the retroperitoneal space. The sur-
rounding connective tissue of the kidney was removed 
with special care in the upper pole to prevent damage 
to the adrenal gland. The renal vessels were clamped 
by an atraumatic microvascular clamp and both poles 
(2/3 of the functional kidney mass) were resected by 
cuts perpendicular to the longitudinal axis of the kidney 
(Fig. 7.7). The cut surface was cauterized and then treated 
by hemostat Lyostypt (B. Braun, Germany). After bleed-
ing was stopped the microvascular clamp was removed 
and the renal stump was returned into the retroperito-
neum. Two weeks after the partial nephrectomy the right 
kidney was exposed by the previously described proce-
dure. The renal pedicle was ligated by nonabsorbable 
multifilament suture (PremiCron, B. Braun, Germany) 

and the total right nephrectomy was done to achieve 5/6 
reduction of the total renal mass. The sham operation 
in control rats consisted of renal evacuation, decapsula-
tion, and returning the intact kidney into the abdominal 
cavity performed bilaterally in a two-week interval. In 
both experimental groups the strict aseptic rules were 
respected, the incisions were sutured in two layers by 
monofilament suture (Premilene, B. Braun, Germany) 
and covered by a liquid bandage. After each operation, 
rats were treated by one-time subcutaneous application 
of antibiotic marbofloxacinum (5 mg/kg, s.c., Marbocyl, 
Vétoquinol, Czech Republic) and housed individually 
with free access to food and water. The presented results 
were obtained 10 weeks after the second step of surgery 
if not stated otherwise.

A significant increase of creatinine and urea concen-
trations in serum, polyuria and a decrease in glomerular 
filtration rate measured by creatinine clearance indicated 
a severe impairment of the kidney functions (Table 7.1). 
Functional markers of CRF (appearing already one week 
after the second step of surgery and remaining almost 
unchanged for weeks) were associated with morpho-
logical changes in the remnant kidney. The renal stump 

FIGURE 7.7 Unilateral partial surgical nephrectomy in the adult rat. (A) Clumping of renal vessel by an atraumatic clamp. (B) Renal stump 
after removal of both poles. (C) Cut surface of the kidney after cauterization. (D) Cut surfaces treated by hemostat.
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had an atypical pale color, its wet weight was signifi-
cantly higher than a single kidney of healthy controls 
(Table 7.1) and displayed typical remodeling of the renal 
tissue (Fig. 7.8). The capsular surface of the operated kid-
neys of the partialy nephrectomized rats was depressed 
in several areas. No necrotic areas were found, but the 
medullary pyramids were distorted.

In contrast to the infarction method in which declined 
glomerular filtration rate varies in rather wide range, 
surgical nephrectomy gives more reproducible values of 
glomerular filtration rate probably owing to precise con-
trol of renal ablation (Liu et al., 2003). Moreover, surgical 
nephrectomy enables to induce a standardized, stable 
uremia at predetermined levels—mild uremia (due to 
3/4 nephrectomy), moderate uremia (5/6 nephrectomy), 
and severe uremia produced by 7/8 reduction of the 
functional renal mass (Ormrod and Miller, 1980).

Both systolic and diastolic pressures measured by 
tail-cuff method were significantly increased in NX rats 
3 weeks after surgery and further while no difference 
in blood pressure between sham and nephrectomized 
groups was found 1 week after surgery, for example, in 
the acute phase of renal failure (Fig. 7.9).

TABLE 7.1  Renal Functional Parameters of Control and Partially 
Nephrectomized Rats

sham NX

S-creatinine (µmol/L) 52.1 ± 2.18 146 ± 9.90*

S-urea (mmol/L) 6.7 ± 0.91 25.6 ± 3.08*

S-potassium (mmol/L) 5.57 ± 0.09 6.26 ± 0.07*

U-urea (mmol/24 h) 14.66 ± 0.78 12.26 ± 0.43

U-potassium (mmol/24 h) 3.89 ± 0.17 3.43 ± 0.20

U-sodium (mmol/24 h) 1.44 ± 0.07 1.58 ± 0.12

Urine volume (mL/24 h) 15.67 ± 1.17 39.44 ± 3.15*

Creatinine clearance (mL/min) 2.58 ± 0.18 0.99 ± 0.09*

Body weight (g) 489.6 ± 24.31 431.5 ± 15.42*

(Remnant) kidney weight (g) 1.4 ± 0.03 2.1 ± 0.01*

(Remnant) kidney weight/body 
weight (g/kg)

3.32 ± 0.03 5.57 ± 0.05*

Renal functional parameters in serum (S) and urine (U), body weight 
and absolute and relative kidney weights of control (sham) and partially 
nephrectomized (NX) rats 10 weeks after surgery.
* Significantly different from sham-operated rats, P < 0.05.

FIGURE 7.8 Microscopic changes of the kidney 10 week after partial nephrectomy. Unlike in sham-operated rats (A), the superficial cortex 
of the operated kidneys (B) of the nephrectomized (NX) rats was severely disorganized. The loss of tubules resulted in a crowding together of the 
glomeruli, and the interstitial tissue was considerably expanded, severely fibrosed and heavily infiltrated by chronic inflammatory cells. In the 
deeper and juxtamedullary cortex of the NX rats (C), proximal and distal the tubules were dilated and some of them contained densely eosino-
philic casts. The medullary tubules of the operated kidneys (D) seemed to be recovered. Verhoeff’s hematoxylin and green trichrome stain, scale 
bar 100 µm (A, B, C), and 50 µm (D).
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4.2 Cardiovascular Parameters of the Rat Model

The morphological and functional impairment of the 
myocardium resulting from CRF is called uremic cardio-
myopathy characterized by the left ventricular hypertro-
phy associated with systolic and diastolic dysfunctions 
(Parfrey et al., 1991; Zoccali et al., 2004). The myocardium 
impairment leads to a decrease in cardiac contractility fol-
lowed by a drop in cardiac output caused by the dimin-
ished left ventricular compliance (Johnstone et al., 1996). 
Factors contributing to the pathogenesis of the uremic 
cardiomyopathy are hemodynamic (pressure overload 
due to hypertension and arteriolosclerosis and volume 
overload caused by water and sodium retention, arterio-
venous shunt and anemia), (London and Parfrey, 1997; 
Kalantar-Zadeh et al., 2009) nonhemodynamic or meta-
bolic (activation of renin-angiotensin system, ischemia, 
electrolyte dysbalance, the effect of uremic toxins in-
cluding parathyroid hormone, advanced glycation end 
products, reactive oxygen species, cytokines, asymmetric 
dimethylarginine etc.) (Vanholder et al., 2003).

Structural, contractile, and electrophysiological re-
modeling was also observed in the hearts of partially 
nephrectomized rats. Both absolute and relative heart 
weights were significantly higher in NX rats compared 
to sham-operated ones. Since the weights of the left 
ventricle including septum (LV) and LV weight to body 
weight ratio were significantly increased, the change in 
weight of the uremic heart resulted probably from the 
hypertrophy of LV. The apparent concentric hypertro-
phy of LV (Fig. 7.10) developing already 10 days after the 
surgery was verified by the morphometric immunohis-
tological analysis of cardiac cells showing the increase in 
the cross-sectional area of cardiac myocytes in LV of NX 
group (Table 7.2).

Contraction force (CF) measured on papillary mus-
cles in control Tyrode solution was significantly higher 
in the left ventricle (LV) compared to the right ventricle 
(RV) in control animals at stimulation frequencies 0.5, 1, 
2, and 3 Hz. In NX rats, the contractile remodeling was 
different in LV and RV—CF was significantly augment-
ed in RV but significantly reduced in LV compared to 
age-matched controls at all stimulation frequencies test-
ed (Fig. 7.11A). Fifty percent substitution of extracellular 
sodium with lithium (an intervention stimulating the re-
verse mode of sodium-calcium exchanger), had a signifi-
cant positive inotropic effect only in LV of NX animals 

FIGURE 7.10 The left ventricle (LV) cross sections of control 
(sham) and partially nephrectomized (NX) rats demonstrates the 
considerable concentric hypertrophy of LV in NX group 10 weeks 
after the surgery.

TABLE 7.2  Cardiac Parameters of Control and Partially 
Nephrectomized Rats, 100 Weeks After Surgery

sham NX

Heart weight (g) 0.935 ± 0.033 1.158 ± 0.047*

Left ventricle + septum (g) 0.753 ± 0.022 0.942 ± 0.062*

Right ventricle (g) 0.182 ± 0.012 0.217 ± 0.034

Heart weight/body weight 
(g/kg)

1.92 ± 0.03 2.7 ± 0.17*

Left ventricle/body weight 
(g/kg)

1.55 ± 0.04 2.21 ± 0.19*

Right ventricle/body 
weight (g/kg)

0.37 ± 0.01 0.49 ± 0.07

Cross-sectional area of LV 
myocytes (µm2)

431.32 ± 21.54 597.67 ± 23.56*,#

Cross-sectional area of RV 
myocytes (µm2)

396.01 ± 36.91 460.89 ± 21.29

LV, left ventricle; RV, right ventricle.
* Significantly different from sham-operated rats.
# Significantly different from RV, P < 0.05.

FIGURE 7.9 Systolic (SP) and diastolic (DP) pressures in control 
(sham) and partially nephrectomized (NX) rats. Open symbols, conrols; 
filled symbols, NX, * Significantly different from control rats, P < 0.05.
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but neither in RV nor in both ventricles sham-operated 
rats (Fig. 7.11B).

The rest-potentiation phenomenon reflecting the 
function of Na+/Ca2+ exchanger (i.e., the increase in 
contraction force after period of rest characteristic for 
rat myocardium) was more pronounced in LV than in 
RV. Nephrectomy further enhanced the relative rest-po-
tentiation in LV, but suppressed it in RV (Fig. 7.12A) re-
gardless of the duration of period of rest (10–300 s). The 
rest-potentiation phenomenon compensated the inter-
ventricular changes in steady-state CF described in NX 
group: enhanced rest-potentiation for reduced steady-
state contraction in LV and reduced rest-potentiation for 
increased steady-state contraction in RV (Fig. 7.12B).

Time to peak of contraction (TTP) in LV and time pa-
rameters of relaxation, that is, time from peak of con-
traction to 50% relaxation (R50) and time from peak of 
contraction to 90% relaxation (R90) in both ventricles 
were significantly prolonged due to partial nephrecto-
my at all stimulation frequencies tested. Nephrectomy 
also led to shortening of action potential duration at 
50% (APD50) and 90% (APD90) level of repolarization 
in both ventricles. In contrast to the contractile functions 
the electrophysiological remodeling and the prolonga-
tion of relaxation in NX rats was similar in both ven-
tricles (Table 7.3).

Cardiovascular autonomic dysfunction (CAD) contrib-
utes to higher incidence of arrhythmias, blood pressure 
disturbances and sudden cardiac death in patients suffer 
from CRF (Robinson and Carr, 2002). CAD is character-
ized by decreased baroreceptor sensitivity, increased sym-
pathetic tone but decreased parasympathetic one (Zoccali 
et al., 1982). The sympathetic hyperactivity is explained 
by the abnormal stimulation of sensory renal nerves in-
nervating the affected kidney which is potentiated by cu-
mulation of adenosine in the ischemic renal tissue. These 
afferent signals integrated in central nervous system 
together with stimulation of renin-angiotensin system, 
alteration of NO metabolism, and the effect of uremic 
toxins results in a higher sympathetic outflow (Schlaich 
et al., 2009). In contrast to the sympathetic nervous sys-
tem, little is known about the pathogenesis of the uremic 
impairment of the parasympathetic cardiac innervation.

The resting heart rate values obtained from conscious 
animals by electrocardiography progressively increased 
in NX rats to be significantly different from controls 
10 weeks after surgery (Fig. 7.13A). Cardiac parasympa-
thetic tone measured by an increase in the heart rate after 
application of muscarinic blocker atropine to animal pre-
treated by beta-blocker metipranolol was significantly 
lower in NX rats showing the alteration of cardiac para-
sympathetic innervation due to CRF (Fig. 7.13B).

FIGURE 7.11 Steady-state contraction (CF) of papillary muscles in control (sham) and partially nephrectomized rats (NX). (A) The depen-
dence of CF on stimulation frequency in the right (RV, squares) and left (LV, circles) ventricles in control (open symbols) and NX (filled symbols) rats 
in control Tyrode solution. (B) The effects of lithium substitution on CF: the ratio of CF in solution with 50% Li+ substitution (Li) and in control 
Tyrode solution (NT) in the right (RV, squares) and left (LV, circles) ventricles in control (open symbols) and NX (filled symbols) rats. a.u., arbitrary 
units. * Significantly different from control rats, # significantly different from RV, P < 0.05.



188 7. CARDIOVASCULAR MODELS 

C. CARDIAC AND CARDIOVASCULAR

In vitro experiments, the muscarinic agonist carba-
chol exerted a negative chronotropic effect on the iso-
lated rat heart atria (Fig. 7.14A) and a negative inotro-
pic effect on the papillary muscles in both rat ventricles 
(Fig. 7.14B) without the significant difference between 
control and NX groups. No differences between sham-
operated and nephrectomized rats were also revealed 
in negative chronotropic responses to the stimulation of 

vagus nerve (Fig. 7.15), the relative expression of mus-
carinic M2 receptors in all cardiac chambers and in the 
relative expression of high affinity choline transporter, 
vesicular acetylcholine transporter, and choline acetyl-
transferase in left atria.

Rat uremic myocardium showed the characteristic 
signs of uremic cardiomyopathy—hypertrophy and con-
tractile dysfunction of LV. Occurrence of LV hypertrophy 
prior to hypertension and the absence of RV hypertro-
phy suggest that pressure and volume overloads are not 
the critical contributors to the development of LV hy-
pertrophy in NX rats and the humoral factors should be 
considered. Partial recovery of contractile function of LV 
by rest-potentiation and by lithium substitution of extra-
cellular sodium indicates the role Na+/Ca2+ exchanger 
in the different interventricular cardiac remodeling of 
the heart in partially nephrectomized rats (Švíglerová 
et al., 2012). Cardioacceleration present in rats with CRF 
resulted probably from the decreased tone of cardiac 
parasympathetic innervation what corresponds with 
findings in a number of human studies proving that 
the alteration of parasympathetic division of autonomic 
nervous system more than sympathetic one contributes 
to uremic autonomic neuropathy (Giordano et al., 2001; 
Zoccali et al., 1982). Since the intact intrinsic cardiac cho-
linergic signaling system the impairment of the central 
parasympathetic activity partially nephrectomized rats 
is suspected (Kuncová et al., 2009).

TABLE 7.3  Time Parameters of the Contraction-relaxation 
Cycle and Action Potential Duration

sham NX

LV RV LV RV

TTP (ms) 67.18 ± 1.28# 57.01 ± 4.12 87.33 ± 2.11*,# 63.82 ± 3,54

R50 (ms) 49.35 ± 1.95# 36.18 ± 2.3 67.79 ± 2.92*,# 42.67 ± 2.57*

R90 (ms) 87.12 ± 1.3# 61.58 ± 3.64 125.88 ± 4.64*,# 77.82 ± 4.38*

APD50 (ms) 32.06 ± 1.19# 19.96 ± 3.05 24.62 ± 1.57*,# 12.76 ± 0.63

APD90 (ms) 91.96 ± 5.32# 56.18 ± 4.92 75.76 ± 3.26*,# 41.57 ± 4.92*

Time parameters of contraction-relaxation cycle and action potential duration 
in left (LV) and right (RV) papillary muscles of control (sham) and partially 
nephrectomized (NX) rats at stimulation frequency 1 Hz. TTP, time to peak of 
contraction, R50, time from peak of contraction to 50% relaxation, R90, time from 
peak of contraction to 90% relaxation, APD50, duration of action potential at 
50% level of repolarization, APD90, duration of action potential at 90% level of 
repolarization.
*Significantly different from control rats,
#Significantly different from RV, P < 0.05.

FIGURE 7.12 Rest-potentiation of contraction (CF) of papillary muscles in control Tyrode solution in control (sham) and partially ne-
phrectomized rats (NX). (A) The dependence of rest potentiation (ratio of first postrest CF and steady state CF) on duration of rest period in the 
right (RV, squares) and left (LV, circles) ventricles in control (open symbols) and NX (filled symbols) rats. (B) The dependence of CF of the first postrest 
contraction on duration of rest period in the right (RV, squares) and left (LV, circles) ventricles in control (open symbols) and NX (filled symbols) rats. 
* Significantly different from control rats, # significantly different from RV, P < 0.05.
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4.3 Conclusions

The presented model of 5/6 surgical nephrectomy in 
rat performed in two steps displays the typical features 
of uremia including reduced glomerular filtration rate, 

increased serum levels of urea and creatinine and arterial 
hypertension. The model also simulates cardiovascular 
complications of human CRF—hypertrophy and systolic 
dysfunction of the left ventricle and the impairment of 

FIGURE 7.13 Heart rate in control (sham) and partially nephrectomized (NX) rats. (A) Resting heart rate. (B) Change in heart rate after atro-
pine administration (4 mg/kg of body weight) to animals pretreated by metipranolol (2 mg/kg). Open bars, controls; filled bars, NX; NX3, 3 weeks; 
NX10, 10 weeks after the second step on nephrectomy, * Significantly different from control rats, P < 0.05.

FIGURE 7.14 The chronotropic and inotropic effects of carbachol in control (sham) and partially nephrectomized rats (NX). (A) The effect 
of carbachol on beating rate of the isolated rat heart atria. Open squares—sham, filled squares—NX. (B) The effect of carbachol (10–4 mol/L) on 
contraction force (CF) of papillary muscle from left (LV, empty bars) and right (RV, hatched bars) ventricles measured at stimulation frequency 1 Hz 
in the presence of noradrenaline (10–4 mmol/L) in control (left panel) and NX (right panel) rats. The negative inotropic effect of carbachol was more 
pronounced in LV of both control and NX rats. r.u., relative units (values are normalized to CF in carbachol-free solution with norepinephrine. 
* Significantly different from RV, P < 0.05.
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autonomic cardiac innervation. The advantages of this 
model like similarity to human diseases, homogeneity, 
reproducibility and stability of uremia, precise control of 
renal mass reduction, and minimum undesirable effects 
exceed disadvantages including a higher risk of mortal-
ity, rather fast onset of uremia compared to slow pro-
gression in humans and the difficulty of technique.

In the clinical application of research findings the earlier 
mentioned disadvantages of rat model of partial nephrec-
tomy and presently known differences between rat and 
human myocardium should be considered. Under physi-
ological conditions, shorter duration of action potential, 
inverted force-frequency relationship, insignificant role of 
Na/Ca exchanger in calcium removal from cytoplasma, 
faster heart rate are typical for rat heart (Grossman, 2010). 
Atherosclerosis characteristic for human CRF occurs only 
rarely in rats (Ritskes-Hoitinga and Beynen, 1988). More-
over cardiovascular diseases resulted from CRF develop 
slowly in human patients which are usually older, multi-
morbid and both gender are represented whereas animals 
used in research are usually young and healthy, the onset 
of cardiovascular complications is relatively rapid and 
the majority of experiments is performed on males. Taken 
together, the rat model of CRF induced by 5/6 surgical 
nephrectomy plays important role in the study of chronic 
renal diseases and their cardiovascular complications 

nevertheless the experimental results must be implicated 
in human medicine with caution.

5 THE HEART AND DYSFUNCTIONAL 
SYMPATHETIC INNERVATION

Cardiac sympathetic innervation plays an important 
role in the regulation of the cardiac functions, particularly 
heart rate, contractility, and velocity of conduction. Remov-
ing the sympathetic nerves supplying the cardiovascular 
system could be important for the understanding the heart 
function in clinical conditions affecting the neural control 
of the heart. In the experimental practice, the variety of 
sympathectomy methods is used, including surgical abla-
tion of the sympathetic chains, immunosympathectomy, 
and chemical damaging of the sympathetic neurons. 
Among them, chemical sympathectomy is the most suit-
able method for small laboratory animals, such as rat and 
mice (Picklo, 1997). In the classical view, the only source of 
norepinephrine in the mammalian heart is postganglionic 
sympathetic fibers. However, recent experimental evi-
dence suggests that norepinephrine is distributed in the 
heart in at least three additional sources:

1. Intrinsic ganglion neurons of the cardiac nerve 
plexus that express tyrosine hydroxylase (TH) and 

FIGURE 7.15 Chronotropic effect of the vagus nerve stimulation. The right (A, C) and left (B, D) vagus nerves were stimulated in situ (A, B) 
or after decentralization (C, D). Sham, control rats; NX, subtotally nephrectomized rats.
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dopamine β-hydoxylase (DBH), that is, enzymes 
essential for norepinephrine synthesis (Slavikova 
et al., 2003). In the rat heart, the cell bodies of 
ganglion neurons are located in the atria, particularly 
the left one, but not in the ventricles (Batulevicius 
et al., 2003).

2. Intrinsic catecholaminergic (ICA) cells that 
are diffusely distributed throughout the heart 
including both atria and ventricles contribute to 
the total cardiac content of norepinephrine and 
epinephrine by 18, and 13%, respectively (Huang 
et al., 1996). ICA cells do not have neuronal or 
chromaffin cell ultrastructural morphology on 
electron microscopic analysis and are capable 
of catecholamine uptake and release (Huang 
et al., 2005).

3. Negligible portion of norepinephrine in the atria 
could be localized in two additional cell types: 
small intensely fluorescent (SIF) cells and glomus-
like bodies (GLB) displaying moderate or week 
DBH immunoreactivity, respectively, suggesting 
the presence of norepinephrine (Kummer 
et al., 1986).

In addition, catecholamines dopamine and epineph-
rine could also contribute to the regulation of the car-
diac function in a more complex way than recognized to 
date. Classically, epinephrine is secreted by the adrenal 
medulla and reaches the heart via the circulation. Epi-
nephrine release from the heart after sympathetic nerves 
stimulation was concomitantly attributed to the uptake 
of this catecholamine by norepinephrine transporter and 
its subsequent release (Lameris et al., 2002). However, an 
expression of phenylethanolamine N-methyltransferase 
(PNMT), enzyme decisive in epinephrine synthesis was 
demonstrated in the heart, both in neuronal and non-
neuronal elements (Huang et al., 1996; Ebert and Tay-
lor, 2006).

Finally, dopamine regarded so far as mere norepi-
nephrine precursor, seems to be involved in the cardiac 
catecholaminergic system in a more intriguing manner. 
Dopamine can be detected in the cardiac ganglia and SIF 
cells (Slavikova et al., 2003). Dopamine receptors that are 
distinct from α- and β-adrenoreceptors, are expressed in 
the heart, suggesting that dopamine could mediate car-
diospecific effects (Emilien et al., 1999). Norepinephrine-
independent dopamine release has been already demon-
strated (Ilebekk et al., 1983).

With regard to the novel and complex view on the or-
ganization of the cardiac catecholaminergic system, we 
aimed to review our results of the studies dealing with 
two methods of chemical sympathectomy, that is, neo-
natal administration of guanethidine and 6-hydroxydo-
pamine to rats and the impact of these interventions on 
various cardiovascular parameters.

6 METHODS OF CHEMICAL 
SYMPATHECTOMY

6-hydroxydopamine (6-OHDA) was the first chemical 
recognized to cause selective damage to the noradren-
ergic neurons (Thoenen and Tranzer, 1973). It enters the 
cells via norepinephrine transporter, undergoes a series 
of chemical transformations to reactive quinone com-
pounds that stimulate free radicals production, mem-
brane disintegration, and neuronal death. Guanethidine 
is also a substrate of norepinephrine transporter in the 
sympathetic nerve endings. It replaces norepinephrine 
in the synaptic vesicles, causes swelling of mitochondria 
and increase in protein content in the sympathetic gan-
glia followed by lymphocyte infiltration and concomi-
tant retraction of the whole sympathetic postganglionic 
neurons (Burnstock et al., 1971).

In our studies, both chemicals were applied in doses 
reported to cause permanent loss of the sympathetic 
postganglionic neurons. After birth, rats received subcu-
taneously 6-OHDA (100 mg/kg) dissolved in 0.9% NaCl 
solution containing 0.1% ascorbic acid on postnatal days 
1–7, 14, 21, and 28 or guanethidine sulfate (50 mg/kg) dis-
solved in 0.9% NaCl solution on postnatal days 1–21. The 
control group received equal volumes of solvent at the 
same time points. All rats were used for further experi-
ments at the ages of 20, 40, 60, 90, and 150 postnatal days.

7 EXPERIMENTAL RESULTS IN THE RAT 
MODEL OF CHEMICAL SYMPATHECTOMY

7.1 Concentrations of Norepinephrine, 
Epinephrine, and Dopamine in the Heart

Both sympathotoxins, guanethidine and 6-OHDA enter 
the sympathetic nerve endings via norepinephrine trans-
porter and cause degeneration of the whole sympathetic 
neurons. It is thus interesting that guanethidine sympa-
thectomy was repeatedly reported to be more extensive 
than that using 6-OHDA and that not all cells expressing 
norepinephrine transporter display the same susceptibili-
ty to the toxins (Burnstock et al., 1971; Johnson et al., 1976). 
Therefore, we have determined norepinephrine, epineph-
rine, and dopamine levels in all heart compartments of 
denervated rats at the ages of 20–150 postnatal days to 
compare the efficacy of both regimens. Catecholamines 
levels were assayed in tissue extracts by radioimmunoas-
say using commercial kits (IBL Hamburg, FRG).

In the control animals, all catecholamines concentra-
tions were relatively stable in the whole course of experi-
ment (Table 7.4).

Fig. 7.16 shows the effect of chemical ablation of the 
cardiac sympathetic nerves on norepinephrine con-
centrations in the heart compartments. Guanethidine 
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TABLE 7.4  Norepinphrine, Epinephrine, and Dopamine Concentrations in the Heart of Control Rats

Age (days) RA (ng/g) LA (ng/g) RV (ng/g) LV (ng/g)

20 NE 1263 ± 110 1095 ± 95 791 ± 81 610 ± 54

DA 95 ± 9 102 ± 8 37 ± 5 25 ± 3

EPI 57 ± 6 62 ± 7 44 ± 5 29 ± 4

40 NE 1104 ± 97 1049 ± 110 625 ± 45 520 ± 49

DA 90 ± 8 114 ± 12 38 ± 4 24 ± 3

EPI 68 ± 7 74 ± 8 30 ± 4 20 ± 2

60 NE 1338 ± 111 987 ± 89 735 ± 67 612 ± 59

DA 89 ± 10 98 ± 10 45 ± 6 31 ± 2

EPI 71 ± 8 62 ± 7 44 ± 5 29 ± 4

90 NE 1289 ± 95 1085 ± 104 655 ± 52 541 ± 48

DA 104 ± 6 125 ± 7 56 ± 6 34 ± 4

EPI 56 ± 7 47 ± 6 32 ± 4 27 ± 3

150 NE 1315 ± 121 1225 ± 95 811 ± 62 630 ± 51

DA 95 ± 7 116 ± 12 44 ± 5 29 ± 2

EPI 62 ± 6 45 ± 5 41 ± 5 31 ± 3

DA, dopamine; EPI, epinephrine; LA, left atrium; LV, free wall of left ventricle; NE, norepinephrine; RA, right atrium, RV, free wall of right ventricle. Control rats 
aged 20–150 days. Data expressed as mean ± S.E.M.; n = 5–8 per group and age category.

FIGURE 7.16 Norepinephrine (NE) concentrations in the right and left atria (RA, LA, respectively) and free walls of the right (RV) and left 
(LV) ventricles of 20-, 40-, 60-, 90-, and 150-day-old rats sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN). Data 
are expressed in percentage of the control values as mean ± S.E.M., n = 6–9 per group and age category.
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sympathectomy resulted in more profound depletion 
of norepinephrine in the heart, although catecholamine 
content remained slightly higher in the atria than in the 
ventricles. In addition, partial recovery of norepineph-
rine tissue stores could be observed in rats treated by 
6-OHDA in the atria, but not in the ventricles.

The effects of both treatments on dopamine concen-
trations in the heart are shown in Fig. 7.17. Whereas in 
6-OHDA treated animals, dopamine levels completely 
restored to control values at the age of 90 days, in rats 
denervated by guanethidine, dopamine concentrations 
ranged around 30% throughout the whole experiment. 
However, relative reduction in dopamine concentration 
after both interventions was smaller than that of norepi-
nephrine suggesting dopamine tissue stores not acces-
sible by both neurotoxins.

Epinephrine concentrations in the denervated atria 
restored to control values after 6-OHDA treatment and 

remained significantly lower than in controls after gua-
nethidine administration. In the ventricles, both com-
pounds had similar effect—epinephrine tissue levels 
were significantly lower than in the age-matched con-
trols being more extensively reduced after guanethidine 
(Fig. 7.18).

7.2 Neuropeptide Y and Calcitonin-Gene 
Related Peptide Concentrations

Although norepinephrine is the principal neurotrans-
mitter of the sympathetic postganglionic nerve fibers sup-
plying the heart, neuropeptide Y (NPY), which is costored 
with norepinephrine in most sympathetic nerves, also ex-
erts multiple effects on the heart (Zukowska et al., 2003). 
Besides the true sympathetic neurons, NPY is localized in 
the intrinsic cardiac ganglia that contain nerve cell bodies 
both positive and negative to norepinephrine transporter 

FIGURE 7.17 Dopamine (DA) concentrations in the right and left atria (RA, LA, respectively) and free walls of the right (RV) and left (LV) 
ventricles of 20-, 40-, 60-, 90-, and 150-day-old rats sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN). Data are 
expressed in percentage of the control values as mean ± S.E.M., n = 6–9 per group and age category.
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immunoreactivity (Palomar et al., 2011). Moreover, NPY 
has been recently demonstrated in the endothelial and 
endocardial cells (Abdel-Samad et al., 2007). Contribu-
tion of the individual pools of the peptide to its total con-
tent in the heart is not precisely known. Fig. 7.19 shows 
the time course of NPY concentrations assayed by RIA 
using commercial kits (Phoenix Pharmaceuticals, CA, 
USA, and IBL Hamburg, FRG) after both types of sym-
pathetic denervation. Relatively high NPY levels seem to 
prove NPY localization outside the sympathetic nerves. 
Restoration of catecholamines and NPY concentrations 
after 6-OHDA, but not guanethidine could be at least 
partly explained by the different sensitivity of the intrin-
sic ganglia to both toxins.

Calcitonin gene-related peptide (CGRP) is a principal 
neurotransmitter of the sensory neurons and it exerts 
multiple effects on the cardiomyocytes and coronary 
vasculature (Giuliani et al., 1992). It has been repeatedly 

reported that neonatal sympathectomy is associated with 
an abrupt increase in CGRP levels in the heart (Rubino 
et al., 1997). Table 7.5 shows CGRP concentrations in the 
individual heart compartments after 6-OHDA and gua-
nethidine treatments. Administration of both toxins led 
to significant increase in CGRP levels in both atria and 
ventricles. However, in 6-OHDA treated rats, there could 
be observed a trend of decreasing CGRP levels with age.

8 FUNCTIONAL PARAMETERS

8.1 Resting Heart Rate and Chronotropic 
Responses to Atropine and Metipranolol

The rats were placed in a small chamber with elec-
trodes in the floor that were connected to an electrocar-
diograph. (EKG Seiva Praktik, Prague, Czech Republic). 

FIGURE 7.18 Epinephrine (EPI) concentrations in the right and left atria (RA, LA, respectively) and free walls of the right (RV) and left 
(LV) ventricles of 20-, 40-, 60-, 90-, and 150-day-old rats sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN). Data 
are expressed in percentage of the control values as mean ± S.E.M., n = 6–9 per group and age category.
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FIGURE 7.19 Neuropeptide Y (NPY) concentrations in the right and left atria (RA, LA, respectively) and free walls of the right (RV) and 
left (LV) ventricles of 20-, 40-, 60-, and 90-day-old rats sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN). Data 
are expressed in percentage of the control values as mean ± S.E.M., n = 5–8 per group and age category.

TABLE 7.5  Relative CGRP Concentrations in the Rat Heart

Age (days) RA (% controls) LA (% controls) RV (% controls) LV (% controls)

20 GUAN 119 ± 9 252 ± 12 452 ± 11 548 ± 32

6-OHDA 563 ± 60 366 ± 40 432 ± 35 392 ± 25

40 GUAN 307 ± 25 261 ± 26 703 ± 15 588 ± 45

6-OHDA 306 ± 32 226 ± 29 340 ± 31 460 ± 31

60 GUAN 260 ± 23 204 ± 12 550 ± 19 452 ± 32

6-OHDA 231 ± 25 205 ± 19 351 ± 29 248 ± 19

90 GUAN 312 ± 31 230 ± 18 502 ± 44 410 ± 21

6-OHDA 293 ± 31 186 ± 14 183 ± 18 197 ± 21

LA, left atrium; LV, free wall of left ventricle; RA, right atrium; RV, free wall of right ventricle. Rats sympathectomized by 6-hydroxydopamine (6-OHDA) or 
guanethidine (GUAN), aged 20–90 days. category. Data are expressed in percentage of the control age-matched values as mean ± S.E.M.; n = 6 per group and age 
category.
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To estimate the tonic influence of the cardiac sympathetic 
innervation on the heart rate, the β-adrenergic receptor 
antagonist metipranolol (Hoechst-Biotika, Martin, Slo-
vac Republic; 2 mg/kg, s.c.) was administered subcuta-
neously after pretreatment with the muscarinic  receptor 
blocker atropine (atropine sulphate, Sigma Aldrich, 
Prague, Czech Republic; 4 mg/kg of body weight).

As shown in Fig. 7.20, the resting heart rate was sig-
nificantly higher in the sympathectomized animals at 

the ages of 20 and 40 days and then it did not signifi-
cantly differ from the age-matched controls.

The effect of metipranolol after previous administra-
tion of atropine suggested that estimated tonic effect of 
the sympathetic nerves on the heart rate was lower after 
both types of sympathectomy and that chemical abla-
tion of the sympathetic nerves resulted in lower but not 
negligible tonic β-adrenergic effect (Fig. 7.21). This find-
ing cannot be explained by an expected increase in the 

FIGURE 7.20 Resting heart rate in the rats sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN) and the age-
matched controls aged 20–150 days. Data are expressed as mean ± S.E.M., n = 8–10 per group and age category, *P < 0.05, compared to the respec-
tive control value.

FIGURE 7.21 The net effect of metipranolol (MP) after previous atropine (ATR) administration estimating the “sympathetic tone” in the 
control rats and animals sympathectomized by 6-hydroxydopamine (6-OHDA) or guanethidine (GUAN) aged 20–150 days. Data are expressed 
as mean ± S.E.M., n = 8–10 per group and age category. *P < 0.05, compared to the respective control value.
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density and/or sensitivity of cardiac beta-adrenergic re-
ceptor signaling system following chemical sympathetic 
denervation, since denervation supersensitivity could 
be observed when ablation of the sympathetic nerves 
is performed in adult, but not neonatal animals (Slotkin 
et al., 1995).

8.2 Beating Rate of the Isolated Right Atria

The heart rate was further analyzed on the isolat-
ed right atria of 6-OHDA rats in the modified Tyrode 
 solution without and with tyramine, substrate of nor-
epinephrine transporter that replaces it in the synap-
tic  vesicles causing its release (Sulzer et al., 2005). As 
shown in Fig. 7.22, tyramine had no or significantly 
lower effect in the sympathectomized atria of all age cat-
egories. However, at the age of 90 days, tyramine had 

 significant positive chronotropic effect that was blocked 
by β-adrenergic blocker propranolol.

8.3 Contraction Experiments

Inotropic properties of the denervated cardiac tissue 
were measured on the isolated papillary muscles in an 
experimental chamber with Tyrode solution using an 
isometric force transducer F30 (Hugo Sachs, Germany). 
The resting tension was set so that the developed twitch 
tension reached 90%–95% of maximum at stimulation 
frequency of 1 Hz. After a stabilization period, steady-
state contractions at various stimulation frequencies (3, 
2, 1, 0.5, 0.3, 0.2, and 0.1 Hz) were recorded. Contractions 
were measured in arbitrary units (a.u.). Time course of 
contraction was characterized using time-to-peak (time 
from resting tension to the peak of contraction, TTP) 

FIGURE 7.22 The effect of tyramine on the beating rate of the isolated right atrium (SA rate) in the control and sympathectomized rats 
aged 20–90 days. Data are expressed as mean ± S.E.M., n = 8–10 per group and age category.
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and half-maximal relaxation time (R/2) parameters. 
The resting tension was taken as zero. Chemical sympa-
thectomy significantly decreased the contraction force 
of the papillary muscle in all age categories in the left 
ventricle and in 20- and 40-day-old rats in the right ven-
tricle and (Fig. 7.23). At day 60, however, this reduction 
disappeared and the contraction force of the right papil-
lary muscle was comparable to control. The effect of the 
chemical sympathectomy on the contraction force was 
well expressed at all stimulation frequencies tested (0.1–
3 Hz), that is, the force of contraction of papillary mus-
cles in denervated rats was always significantly lower 
than in control rats except the right ventricle papillary 
muscles at the age of 60 days.

In both control and denervated rats, time to peak of 
contraction (TTP) shortened with increasing frequency 
of stimulation in all age groups. Neither chemical sym-
pathectomy nor age of animals affected TTP. Similarly, 
half-maximal relaxation time shortened with increasing 
frequency of stimulation and there was no difference be-
tween the intact and sympathectomized rats at any age 
(data not shown).

In the control rats, administration of tyramine signifi-
cantly increased the contraction force of papillary mus-
cles from both ventricles independent of age. The values 
of the contraction force of the right and left ventricu-
lar papillary muscles after application of β-adrenergic 
blocker propranolol (10–4 mol/L) on top of tyramine 
(10–4 mol/L) were not significantly different from values 
in tyramine-free solution in any age group. In contrast, 

both right and left ventricle papillary muscles of sympa-
thectomized rats were insensitive to both tyramine and 
propranolol in all age groups (Fig. 7.24).

8.4 Experimental and Clinical Implications

Taken together, neonatal chemical sympathectomy 
leads to profound, but differential changes in concen-
trations of catecholamines and neuropeptides in the rat 
heart compartments. Guanethidine-induced sympa-
thectomy seems to have long-term effect on the norepi-
nephrine tissue stores. However, with regard to novel 
findings in the organization of the catecholaminergic 
system in the heart, the precise cell types attacked by the 
compound could be better analyzed by quantitative im-
munohistochemical analysis. Norepinephrine and NPY 
tissue content was completely or partially restored in the 
atria of 6-OHDA treated rats and the same trend could 
be observed in the ventricles. In contrast, guanethidine 
effect on the cardiac levels of sympathetic neurotrans-
mitters was stable and no tendency to recovery could be 
observed. It is thus tempting to speculate that intrinsic 
ganglion cells containing norepinephrine and NPY and 
displaying norepinephrine transporter immunoreactivity 
could serve as a source of these recovering tissue stores in 
6-OHDA treated rats and that the stable and profound ef-
fect of guanethidine might occur due to its more complex 
toxic effect not only on extrinsic postganglionic neurons 
but also on noradrenergic and NPY-ergic nerve structures 
of the intrinsic ganglion plexus of the rat heart.

FIGURE 7.23 The contraction force of the control and sympathectomized (6-OHDA) rats aged 20, 40, and 60 days. (A) Contraction force 
(CF) of papillary muscles from the right ventricles (RV) in control (n = 6) and sympathectomized rats (n = 5). (B) Contraction force (CF) of papil-
lary muscles from the (LV) ventricles in control (n = 6) and sympathectomized (n = 5) rats. Stimulation frequency was 1 Hz. a.u., arbitrary units. 
*P < 0.01, compared to the respective control value, #P < 0.01, compared to the respective value in the right ventricle.
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Neonatal chemical sympathectomy seems to be an 
excellent tool to analyze neurotransmitter equipment of 
individual cell types; it could help to study mutual tro-
phic effects of cardiac neurons and myocardial cells. It is 
also a simple method to study the impact of neuronal ac-
tivity on the postnatal development of chronotropic and 
inotropic properties of the heart. However, with regard 
to various clinical conditions affecting the sympathetic 
nerves (diabetes mellitus, amyloidosis, Parkinson dis-
ease, drug and alcohol abuse etc.), the results of these 
studies should be interpreted with caution, since the ear-
ly postnatal degeneration of the sympathetic nerves or 
even some intrinsic ganglion neurons leads to an exces-
sive growth of the sensory nerves, which is not finding 
typical for the previously listed diseases. Nevertheless, 
the ability of the heart to restore its catecholaminergic 
system after previous denervation and at least some 
functional parameters could be important in the investi-
gation of various degenerative and hereditary autonom-
ic neuropathies and the regulation of the heart function 
after the transplantation.
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Animal Models of Atherosclerosis

Godfrey S. Getz, Catherine A. Reardon
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In this chapter, we will primarily focus on models of 
atherosclerosis and myocardial infarction.

Atherosclerosis is a complex vascular inflammatory 
disease that underlies most clinical cardiovascular dis-
eases. This includes coronary artery disease with compli-
cating myocardial infarction, many subtypes of stroke, 
peripheral vascular disease, and aortic aneurysms. For 
coronary arterial disease, the risk factors are many; fore-
most of which are elevated LDL cholesterol levels, re-
duced HDL cholesterol levels, increased inflammation 
as measured by plasma levels of C-reactive protein and 
serum amyloid A, and leukocytosis, especially monocy-
tosis. In some cases, it is unclear to what extent the fac-
tors are biomarkers as distinct from etiologic mediators. 
In what follows we pay attention to how one can modify 
these and other potential risk factors in the variety of 
animal models to determine the answer to the preceding 
question. Each model has advantages and disadvantag-
es, though we recognize that no animal model can faith-
fully duplicate the situation in human patients. Recent 
development of advanced technologies can however, 
mitigate some but not all of the differences, especially 
those that are reflective of the fundamental physiological 
features of the model (species). Regardless, animal mod-

els are of particular value for the preclinical testing of 
potential therapeutic agents. Atherosclerosis is often en-
hanced in obese and diabetic subjects. These additional 
risk relationships, which may or may not operate via the 
traditional risk factors mentioned earlier, will not be dis-
cussed in this chapter, as they will be taken up in other 
chapters of this collection.

Atherosclerosis is a complex, focal, chronic inflamma-
tory reaction of the intima of large and medium sized ar-
teries. The features of the atherosclerotic plaque depend 
upon the maturation state of the lesion. The focality of 
lesion development is determined by the local hemody-
namic pattern. Lesions preferentially develop in areas 
of disturbed flow, with regions of vessels experiencing 
laminar flow being relatively protected from lesion de-
velopment. Lesion development depends on the interac-
tion of global factors, for example, hyperlipidemia, with 
the focal environment in susceptible areas of vessel wall. 
The endothelium in the atherosclerosis prone and ath-
erosclerosis protected regions of the vessel wall exhibits 
differences in barrier function and gene expression. An 
established risk factor that mediates the initiation of ath-
erogenesis is high plasma levels of LDL. The near wall 
concentration of LDL is higher in the areas of disturbed 
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flow than it is in areas of laminar flow. Atherogenesis is 
initiated by the influx of plasma LDL into the intima at 
the susceptible sites where the lipoprotein is retained by 
interaction with intimal proteoglycans. ApoB100 on the 
LDL has a specific binding site for proteoglycans. The 
retained LDL in the intima may be modified by digestion 
with acid sphingomyelinase resulting in aggregation of 
the lipoprotein or by oxidation. Oxidized LDL initiates 
a number of proinflammatory processes. Its interaction 
with endothelial cells alters gene expression, including 
the upregulation of adhesion molecules resulting in the 
influx of monocytes that differentiate into macrophages 
within the intimal microenvironment. The macrophages 
take up the modified LDLs via their scavenger receptors 
or by macropinocytosis of aggregates of lipoproteins and 
in the process becoming lipid laden foam cells. The li-
poprotein cholesterol liberated from the lipoprotein in 
the endosomal compartments traffics to the endoplas-
mic reticulum or to cell membranes where it may con-
tribute to enhanced signaling. Most of the sterol in the 
endoplasmic reticulum is esterified by acyl cholesterol 
acyl transferase and is stored in the lipid droplets of the 
foam cells. There is a notable change in gene expression 
and protein levels in the lipid loaded cells. This includes 
upregulation of proteins that promote cholesterol efflux 
and proinflammatory cytokines and chemokines that 
among other things attract lymphocytes to the plaque. 
The result is a soup of cytokines and chemokines that 
are responsible for communication among the cells of 
the plaque microenvironment. The accumulation of free 
cholesterol in the endoplasmic reticulum of the macro-
phage foam cell can elicit the unfolded protein response 
and then apoptosis of these cells, which are removed by 
other macrophages by a process known as efferocytosis. 
However, with inefficient efferocytotic removal of these 
apoptotic cells, they undergo secondary necrosis (Tabas 
et al., 2015), which among other effects results in the 
liberation of the stored lipid droplets, creating a pool of 
extracellular lipid. The modified LDL may also function 
as a neoantigen eliciting an adaptive immune response. 
Macrophages in the plaque may function as antigen pre-
senting cells, presenting modified peptides derived from 
the endocytosed LDL, eliciting an immune response to 
such potential autoantigens.

Among the consequences of macrophage signaling 
is the production of growth factors that promotes the 
proliferation of lesion macrophages. Other factors act on 
smooth muscle cells to promote their migration from the 
media into the intima where they proliferate and pro-
duce matrix and fibrous proteins that contribute to the 
formation of the fibrous cap over the intimal plaque. 
This contributes to the stable plaque phenotype. The 
plaque may be destabilized by the action of a variety of 
proteases secreted from macrophages and other inflam-
matory cells in the plaque. Disruption of the fibrous 

plaque can result in platelet aggregation and activation, 
which can lead to occlusion of the lumen and the inter-
ruption of the blood supply. This atherothrombosis is the 
critical unfavorable clinical sequelae of atherosclerosis. 
Prior to such an event, most of the features of the evolv-
ing atherosclerotic plaque are clinically silent. Thus most 
preventive approaches to dealing with atherosclerotic 
cardiovascular disease are directed at lowering the risk 
factors. Although the earlier description suggests a lin-
ear progression of lesion development, this is not neces-
sarily the case in vivo.

It is 103 years since Anitschkov in his seminal stud-
ies first drew attention to cholesterol in eliciting arterial 
lesions in the rabbit (Steinberg, 2013). His studies were 
surprisingly thoughtful and perceptive. As it turns out 
the rabbit is particularly sensitive to a dietary cholesterol 
load. These observations could not be duplicated in ro-
dents or dogs, which required the addition of cholate or 
thiouracil, respectively, to elicit both hypercholesterol-
emia and modest arterial lesions. With the subsequent 
large volume of work in animal models, our under-
standing of the process of atherogenesis has advanced 
immensely. This has involved both large animal models 
and murine models, especially the genetic manipulation 
of the mouse (Table 8.1).

1 PRIMATE MODELS

With the goal of understanding the human disease, 
one might expect many studies of the species that are 
closest in evolutionary distance, namely nonhuman pri-
mates, to have been undertaken. Indeed atherosclerosis 
in baboons, chimpanzees, rhesus monkeys, Cynomolgus 
monkeys, and African green monkeys has been studied 
(Getz and Reardon, 2012; Phillips et al., 2014). Nonhuman 
primates have a lipoprotein profile that closely resembles 
that of humans, with significant baseline concentrations 
of VLDL and LDL and heterogeneous HDL particles. 
Their hemodynamic profile and heart rate resembles that 
in humans. Upon the feeding of fat and cholesterol en-
riched diets, these animals develop lesions in the major 
arteries, including coronary arteries. Cynomolgus mon-
keys have been employed to explore the role of gender 
on the development of coronary artery atherosclerosis. 
As with humans, coronary artery lesions in Cynomolgus 
monkeys are more frequent in males than in females, but 
ovariectomy restores the equivalence of lesion frequency 
between the genders. The social behavior of these ani-
mals also allows for the analysis of social stress on coro-
nary artery lesions. When subject to recurrent reorgani-
zation of social groups, dominant males have increased 
coronary lesions compared to subordinate males. How-
ever when in stable social groups, dominant males have 
fewer lesions, though not significantly so. On the other 
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hand, dominant females always have fewer lesions than 
subordinate females (Kaplan et al., 2009).

Primates have the further advantage of their size al-
lowing for the examination of arterial tissues and cells. 
However, there are several disadvantages to the use of 
these animals. Recently there has emerged a moral and 
ethical concern about whether these sentient animals 
should be used for experiments requiring their sacrifice 
as the endpoint of the study. The expense of the hus-
bandry is substantial and few laboratories can bear this 
expense. Their life cycle and thus time line for develop-
ment of atherosclerosis is long compared to that for other 

animal models and their susceptibility to genetic modu-
lation is very limited, although modern technologies are 
beginning to overcome this particular barrier to experi-
mentation (Niu et al., 2014).

2 PORCINE MODELS

A more tractable large animal model that does not 
pose the moral or ethical problems of the nonhuman pri-
mates is the pig, which has both similarities and mod-
est differences from humans. Pigs have a similar cardiac 

TABLE 8.1  Animal Models of Atherosclerosis

Species Advantages Disadvantages

Nonhuman primates Human-like lipoprotein profile Ethical considerations of using this species, including 
genetic manipulations

Human-like atherosclerotic lesions, including in 
coronary artery

Long time frame for lesion development

Capable of sampling tissues/cells from vessels Expense

Pigs Human-like lipoprotein profile except for HDL 
subclasses

Currently few genetically modified models, although 
through the development of new techniques this 
limitation may be reduced

Human-like atherosclerotic lesions, including in 
coronary artery

Expense

Capable of sampling tissues/cells from vessels

Can be imaged noninvasively

Rabbits—wild type

Cholesterol sensitive Largely foaming lesions

Express CETP (all rabbits) β-VLDL is primary lipoprotein

Hepatic lipase deficient (all rabbits)

Can be imaged noninvasively Currently few genetically modified models, although 
through the development of new techniques this 
limitation may be reduced

Rabbits—WHHL Human-like lipoprotein profile

Spontaneously develop human-like lesions, including 
coronary lesions

Mice—wild type Multiple inbred strains with different susceptibility to 
atherosclerosis

Development of atherosclerosis requires a cholesterol and 
cholate containing diet

Lipoprotein profile is significantly different from humans

Mice—genetically 
modified

More human-like lipoprotein profile in Ldlr−/− mice 
except for HDL subclasses

Apoe−/− mice accumulate remnant particles

Atherosclerosis develops over a relatively short period 
of time

Lack of complex human-like atherosclerotic lesions

Ease of breeding to generate transgenic/knockout/
knockin or conditional knockout of specific genes on 
atherogenic background

Seldom observe coronary lesions except in complex 
models

Limited ability to sample tissues/cells from vessel wall

Limitations for noninvasive imaging



208 8. ANIMAL MODELS OF ATHEROSCLEROSIS 

C. CARDIAC AND CARDIOVASCULAR

anatomy and develop atherosclerosis in a distribution 
similar to that seen in humans, including the coronary 
arteries. The pig resembles humans in having an apoB 
dependent lipoprotein profile. However, the pig does 
not express either cholesteryl ester transfer protein 
(CETP) or apo(a) and its HDL is homogeneous. Unstable 
plaques are also not characteristic of the arterial lesion in 
this species, perhaps related to differences in the throm-
botic systems in pigs and humans (Vilahur et al., 2011). 
In seminal studies, Ross Gerrity (1981) followed the tra-
jectory of monocytes into the atherosclerosis sensitive 
areas and their conversion to macrophage foam cells in 
the intima of swine using scanning electron microscopy. 
The ratio of monocytes to macrophage foam cells in the 
intima declined as the lesion matured. Atherosclerosis 
sensitive areas of increased permeability were defined 
by their ability to take up Evans blue dye.

Initial reports on the genetics of the lipoprotein sys-
tem of the pig came from the laboratory of Jan Rapacz. 
First was the report of an apoB epitope change that led 
to hypercholesterolemia with elevated buoyant LDL 
and increased atherosclerosis in the coronary, iliac, and 
femoral arteries (Prescott et al., 1991). A later report 
concerned the finding of a point mutation in the li-
gand-binding domain of the LDL receptor (R84C) lead-
ing to recessive hypercholesterolemia (Hasler-Rapacz 
et al., 1998). The advent of recent genetic technologies 
involving the transplant of mutated somatic nuclei into 
the zygote have shown the proof of principle for the 
creation of new strains of Yucatan minipigs with spe-
cific genetic alterations. One of these involved the use 
of the Sleeping Beauty transposition system to create a 
somatic cell bearing a gain of function mutation in the 
proprotein convertase subtilisin/Kexin type 9 (PCSK9) 
gene that leads to reduced surface presentation of the 
LDL receptor in the liver and consequent reduced clear-
ance of LDL (Al-Mashhadi et al., 2013). With high fat, 
high cholesterol diet, LDL levels were significantly in-
creased and atherosclerosis formed in coronary arteries, 
aortic arch, and abdominal aorta in the PCSK9 mutant 
expressing pig, with lesion histology resembling human 
lesions. The atherosclerotic plaques in the pigs could be 
noninvasively imaged, suggesting that this transgenic 
pig may be useful model for preclinical testing of drugs 
or devices in an atherogenic environment. A second ex-
ample is the use of AAV8 to reduce the expression of 
the LDL receptor in a somatic cell followed by nuclear 
transplant into zygote. The resultant minipig had ele-
vated LDL levels and consequent atherosclerosis (Da-
vis et al., 2014). Peter Davies has taken advantage of 
the size of the minipig to isolate endothelial cells from 
atherosclerosis sensitive aortic regions, including in the 
coronary artery, and atherosclerosis resistant aortic re-
gions within the same vessel to define the endothelial 
transcriptome (Civelek et al., 2011). Perhaps not surpris-

ingly, the transcriptomes differ significantly from one 
another.

3 RABBIT MODELS

As mentioned earlier, the feeding of cholesterol to rab-
bits, which are very sensitive to dietary cholesterol, has 
been fairly widely used for atherosclerosis research. In-
deed until the description of mice deficient in apoE or the 
LDL receptor, rabbits, were the most frequently used ani-
mal models for atherosclerosis research (Fan et al., 2015). 
This includes cholesterol fed rabbits, particularly New 
Zealand White (NZW) rabbits and Japanese White rabbits, 
and the Watanabe Heritable Hyperlipidemic (WHHL) 
rabbits that develop atherosclerosis on a chow diet. The 
rabbit is a medium sized animal that is relatively inex-
pensive, easily bred, and housed, and shares advantages 
with larger animals with respect to tissue sampling and 
analysis of lesions. The WHHL rabbits were described in 
the early 1980s (Tanzawa et al., 1980). These rabbits have 
defective LDL receptor function due to a 12 nucleotide 
deletion (four amino acids) in the region of the gene en-
coding the cysteine rich ligand binding domain of the 
LDL receptor (Kita et al., 1982) and thus are defective in 
clearance of plasma LDL. But the receptor plays no role in 
the clearance of methylated LDL (Bilheimer et al., 1982). 
The lipoprotein profile of cholesterol fed NZW rabbits 
is distinct from that of the WHHL rabbits. The predomi-
nant lipoprotein in WHHL rabbit plasma is LDL, while 
in cholesterol fed rabbits this is β-VLDL. HDL levels are 
low in the WHHL rabbit. Comparing human and rabbit 
lipoprotein, there are similarities and differences. In both 
species, apoB is not edited in the liver, CETP is present 
in the plasma and HDL is heterogeneous, but the rabbit 
HDL does not contain apoA-II (Fan et al., 2015). Athero-
sclerotic lesions in cholesterol fed rabbits are largely foam 
cell lesions, although advanced lesions with calcification 
are also present. On the other hand, in the WHHL lesions 
are more like the complex lesions seen in human arteries. 
The advanced lesions in the aorta of the WHHL rabbit 
aged about 1 year have necrotic and lipid cores overlaid 
with a fibrous cap. While lesions develop in the coronary 
arteries of cholesterol fed rabbits, their distribution is not 
the same as in the WHHL rabbits and only in the WHHL 
rabbits do the coronary artery lesions advance to an ob-
structed artery resulting in myocardial infarction (Fan 
et al., 2015). The analysis of the whole genome of NZW, 
Japanese White, and WHHL rabbits has just been report-
ed along with an analysis of the transcriptome in the liver 
and aorta of control and cholesterol fed NZW animals 
(Wang et al., 2016). Despite the differences in lipoproteins 
discussed earlier, the transcriptome of the aorta of choles-
terol fed NZW and WHHL was surprisingly similar. One 
needs to note a caveat that this may not be found in older 
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animals with more advanced lesions. In the liver tran-
scriptome, however, many more differentially expressed 
genes were noted in the cholesterol fed rabbits than in 
the WHHL rabbits, in keeping with previous reports that 
cholesterol was deposited in several tissues of the fed ani-
mals in contrast to the WHHL rabbits (Buja et al., 1983).

The range of plasma cholesterol levels is much nar-
rower for the WHHL rabbits than for the cholesterol 
fed NZW rabbits. This makes the former rabbits very 
valuable for the assessment of therapeutic approaches, 
particularly for hypercholesterolemia. Additional ge-
netic models have been created. At least 16 transgenic 
lines have been established affecting apoproteins, and 
enzymes influencing plasma lipoprotein metabolism, 
as well as a few genes affecting the vascular wall (Fan 
et al., 2015). This review points out the potential for cre-
ating gene knockouts in rabbits using modern target-
ing technologies, such as ZFN (zinc finger nucleases), 
TALEN (Transcription Activator Like Effector Nucleas-
es), and CRISPR/Cas9 (Clustered Regularly Interspaced 
Palindrome Repeats/CRISPR Associated nucleases).

4 MOUSE MODELS AND 
ATHEROSCLEROSIS

4.1 Cholesterol and Lipoproteins

Unlike rabbits, rats and mice are relatively resistant 
to dietary cholesterol induced hypercholesterolemia, 
probably because of the capacity of their liver to readily 
convert cholesterol to bile acids, which are excreted into 
the bile. This process can be attenuated by the feeding 
of the bile acid cholate or by the administration of thio-
uracil. Thus, feeding rats a cholate containing cholesterol 
enriched diet resulted in modest lesions in rats (Wissler 
et al., 1954). Beverly Paigen used a similar diet in mice. 
The diet contains 15% fat derived either from milk fat 
or cocoa butter, 1%–1.25% cholesterol and 0.5% cholic 
acid or sodium cholate (Ishida et al., 1991; Paigen, 1995) 
and is often referred to as the Paigen diet. Inbred strains 
of mice fed the Paigen diet showed considerable vari-
ability in their susceptibility to diet induced aortic si-
nus atherosclerosis, which did not correlate with the 
plasma lipid responses to the diet. Among the strains 
studied, C57BL/6 was the most susceptible and this is 
the strain most widely employed in the experimentation 
on murine atherosclerosis. Indeed fully backcrossing 
genetically manipulated mice onto this background to 
evaluate its role in atherosclerosis is important, except 
in those instances when evaluating genetic differences 
across inbred strains is the goal of the study. The mouse 
has important advantages and disadvantages as a suit-
able model for atherosclerosis studies. It is small, easily 
bred and housed, inexpensive and highly susceptible to 

genetic manipulation. However, it’s small size makes it 
difficult to sample arterial tissue for analysis. Its lipopro-
tein profile is also distinct from humans. In mice, HDL is 
their major lipoprotein and it is relatively homogeneous 
compared to human HDL. The atherosclerosis that de-
velops in mice on the Paigen diet is limited and is con-
fined to the apex of the aortic sinus. To induce robust 
atherosclerosis in mice, the lipoprotein profile must be 
substantially altered genetically to one in which there is 
a predominance of apoB containing lipoproteins. How-
ever, mice do not express CETP. But even in these ge-
netically modified mice, atherosclerosis is not identical 
to that seen in primates. The distribution of the athero-
sclerotic lesions is different. Lesions are readily induced 
in the aortic sinuses in mice but not humans. This is 
probably related to the rapid heart rate in mice and the 
consequent flow disturbance around the aortic valves. 
Obstructive coronary lesions are very rarely seen except 
in certain complex genetic models to be discussed later. 
Also the lesions are relatively stable, seldom revealing 
the instability that is seen in advanced human lesions 
and that accounts for the clinical sequelae, including 
thrombosis that is so characteristic of human atheroscle-
rotic heart disease.

Preclinical atherosclerosis research was greatly stimu-
lated by the description of mice lacking either apoE or 
the LDL receptor in the early 1990s (Ishibashi et al., 1993; 
Plump et al., 1992; Zhang et al., 1992). These two mod-
els have been widely employed to gain understand-
ing of the cells and genes/proteins that are important 
participants in atherogenesis (Hopkins, 2013; Tabas 
et al., 2015). As useful as are these two models, they nev-
ertheless exhibit important differences especially in their 
lipoprotein composition and the mechanism by which 
the absence of the proteins promotes atherosclerosis. 
We have recently reviewed these differences (Getz and 
Reardon, 2016). Many cell types produce apoE and its 
absence impacts several metabolic processes. In lipopro-
tein metabolism, apoE is an important ligand for the up-
take of lipoproteins by cell surface receptors on hepato-
cytes. Intestinally derived chylomicrons acquire apoE in 
the plasma, primarily from HDL. During the lipolysis of 
the triglycerides in chylomicrons in the circulation, chy-
lomicron remnants are formed. Their clearance is medi-
ated by apoE binding to three hepatic receptors; the LDL 
receptor, the LDL receptor related protein (LRP1), and 
heparan sulfate proteoglycans. The three receptors have 
some modest measure of functional redundancy. Hence, 
Apoe−/− mice are hyperlipidemic, whether on chow or 
high fat diets, primarily due to the accumulation of cho-
lesteryl ester rich apoB48-containing chylomicron rem-
nants. On the other hand, Ldlr−/− mice have profoundly 
elevated LDL levels with apoB100 as its major apopro-
tein that is increased on high fat diet fed animals along 
with an increase of triglyceride-rich VLDL.
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Apoe−/− mice develop extensive atherosclerotic le-
sions even when fed chow, though of course lesion 
development and maturation are accelerated with the 
feeding of a high fat, high cholesterol Western type diet 
(in the absence of cholate). The more advanced lesions 
resemble human lesions. On the other hand, very little 
lesion development occurs in Ldlr−/− mice fed standard 
chow. A high cholesterol diet is required, with or without 
high fat, to elicit significant lesions. With added dietary 
fat Ldlr−/−mice are insulin resistant. Mice are unusual in 
that the apoB100 mRNA is edited in the liver to produce 
hepatic apoB48, which is produced only in the intes-
tine in other species. The global removal of this activity, 
coupled with LDL receptor deficiency results in another 
model (Ldlr−/−Apobec−/−) that develops atherosclerosis 
while being fed a standard chow diet (Powell-Braxton 
et al., 1998).

It is very difficult to assess the comparability of athero-
genesis in these two models because of the differences in 
their lipoprotein classes, size, and lipid and protein com-
position. In order to assess the relative atherogenicity of 
these particles, Stephen Young and coworkers created 
animals that express only apoB100 in both the Apoe−/− 
and the Ldlr−/− backgrounds (Veniant et al., 2008). For-
tuitously, female animals of each of these genotypes had 
very similar total plasma cholesterol levels. In the apoE 
deficient background the cholesterol was carried in a 
smaller number of cholesterol rich large particles, while 
in the LDL receptor deficient background, the cholesterol 
was transported in a larger number of smaller particles, 
each of which carries a lower load of sterol. When fed 
a standard chow diet the Ldlr−/−apoB100/100 animals had 
more atherosclerosis. Increased permeability of these 
smaller lipoproteins across the vascular endothelium 
may be the mechanism.

4.2 Endothelial Cells

The major cell types that have been implicated in the 
atherogenic process are endothelial cells, monocyte/
macrophages and their subsets, and a variety of lympho-
cytes. The endothelial cells represent the cellular barrier 
to the influx of macromolecules and cells into the suben-
dothelial space in the arterial wall. Endothelial cells are 
activated by hyperlipidemia and exhibit distinct gene 
expression profiles depending upon their flow exposure 
patterns. As pointed out earlier, atherogenesis localizes 
to sites of blood flow disturbance in the macrovascular 
arteries. The atherosclerosis resistant areas express im-
portant flow dependent genes, such as endothelial ni-
tric oxide synthase (eNOS) with the production of high 
levels of nitric oxide and flow dependent activation of 
the transcription factors KLF4 and KLF2 that integrate 
antiinflammatory and antithrombotic gene expression 
in the endothelium at these sites. Thus the knockout of 

these molecules in atherogenic mouse models results in 
an increment in atherosclerosis (Tabas et al., 2015). The 
atherosclerosis sensitive areas are distinct from their ath-
erosclerosis resistant counterparts in that they express 
adhesion molecules that participate in the temporary se-
questration of the cells in the blood, for example, mono-
cytes on the surface of the endothelial cells. Such mol-
ecules include vascular cell adhesion molecule (VCAM) 
and platelet endothelial cell adhesion molecule (PE-
CAM), although the role of this latter molecule in ath-
erosclerosis is complex (Getz and Reardon, 2016).

4.3 The Monocyte/Macrophage

The macrophage is the core cell of the atherosclerot-
ic plaque. Crossing of Apoe−/− mice with the Mcsf1−/− 
mice reinforced this. M-CSF1 (op) is the prime growth 
factor for monocytes and macrophages and the double 
knockout mice have a lower blood monocyte level and 
significantly lower atherosclerosis, especially in female 
mice, despite markedly elevated plasma cholesterol 
levels (Smith et al., 1995). Bone marrow transplanta-
tion has been employed to elucidate the contribution 
of bone marrow derived cells, especially monocyte/
macrophages, to atherogenesis. Transplantation of wild 
type bone marrow (expressing apoE) into apoE deficient 
hosts repairs the hyperlipidemia and atherosclerosis 
phenotype of Apoe−/− mice (Boisvert et al., 1995; Linton 
et al., 1995). Macrophage derived apoE is not unique in 
its ability to reduce the atherosclerosis phenotype. This is 
accomplished with transgenic expression of apoE at low 
levels in the adrenals, even with little effect on the hyper-
lipidemia (Thorngate et al., 2000). However, comparable 
plasma levels of apoE derived from adipose tissue is inef-
fective in repairing either the hyperlipidemia or the ath-
erosclerosis (Huang et al., 2013). In contrast to the results 
with apoE expressing bone marrow, the transplantation 
of wild type bone marrow (expressing the LDL receptor) 
into Ldlr−/− recipients has virtually no effect on the ath-
erosclerosis or the hyperlipidemia (Herijgers et al., 1997).

The adherent cells are attracted into the underlying 
intima by chemotactic gradients, the most important of 
which is that between CCL2 (MCP-1) and CCR2, a recep-
tor highly expressed on major subsets of monocytes, no-
tably the Ly6chi or inflammatory monocytes, which are 
the major monocyte subset involved in atherogenesis. 
The monocytes sequestered in the intima differentiate 
into macrophages, which participates in both the oxida-
tive modification of the retained lipoproteins and their 
uptake by the scavenger receptors of the cells, forming 
foam cells. The loading of macrophages with cholesterol 
results in a variety of responses. These include the activa-
tion of cells to produce a variety of cytokines and chemo-
kines that regulate the activation of endothelial cells and 
smooth muscle cells in the vessel wall. The chemokines 
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include CCL2 that attracts further monocytes from the 
blood, growth factors that promote the proliferation of 
macrophages, and others that stimulate the migration 
of smooth muscle cells into the intima. With the loading 
with cholesterol, some of this sterol may crystallize, and 
these crystals have been shown to activate the inflamma-
somes, which promotes the activation of caspase 1 and 
the production of IL-1β (Duewell et al., 2010).

Cholesterol loading results in changes in the expression 
of a network of proteins designated in the macrophage 
cholesterol responsive network (Becker et al., 2010). This 
network was identified by mass spectrometry using peri-
toneal macrophages from Ldlr−/− mice fed a Western type 
diet or standard chow. The proteins in this network be-
longed to several functional groups, including immune 
function, proteases, and complement proteins. The nu-
clear receptor liver X receptor (LXR) is also activated in 
cholesterol-loaded cells. Among the LXR stimulated pro-
teins are several involved in reverse cholesterol transport, 
for example, ABCA1 and ABCG1, which may contribute 
to the limitation of cholesterol overload. It is evident that 
the cholesterol homeostasis in macrophages is complex, 
in which feedback mechanisms play an important regu-
latory role. One aspect of this regulation is the balance 
between incoming total cholesterol and the extent of its 
reesterification. Some free cholesterol is transported to 
the plasma membrane of the cell, where it can promote 
lipid raft formation, a microdomain important for signal 
transduction. Enrichment of the endoplasmic reticulum 
with free cholesterol in cholesterol-loaded macrophages 
can activate the unfolded protein response and subse-
quent apoptosis (Tabas et al., 2015). In the early stages 
of atherosclerosis, the apoptotic cells are removed by the 
efferocytotic activity of neighboring macrophages. The 
phagocytosed apoptotic cells contribute to the cholester-
ol load of the phagocytosing macrophage, so setting in 
motion a complex feed forward mechanism. If and when 
efferocytosis is no longer effective, for example, when 
Mertk, the apoptotic receptor on the cell surface of the ef-
ferocyte, is cleaved by the macrophage secreted proteas-
es, the apoptotic cells may undergo secondary necrosis, 
forming the necrotic core of the more advanced plaques.

The enrichment of lipid rafts results in the concen-
tration within these membrane microdomains of many 
enzymes and signaling molecules, including growth fac-
tor receptors and Toll Like Receptors (TLR), especially 
TLR2 and 4. The latter can serve as a receptor for mini-
mally modified LDL, that is, LDL with modest extents 
of oxidative modification. The polyunsaturated fatty 
acids in minimally modified LDL are oxidized by the 
macrophage lipoxygenase. It’s binding to TLR4 signals 
to the cell to produce inflammatory cytokines and to re-
fashion the actin cytoskeleton, resulting in the macropi-
nocytosis of the LDL products in the microenvironment 
(Miller et al., 2011). TLR4 signaling may also stimulate 

the production of reactive oxygen species. Growth factor 
receptor enrichment facilitates the proliferation of mac-
rophages within the plaque.

Recent work has highlighted the importance of mono-
cytosis and neutrophilia as positive risk factors for the 
development of atherosclerotic heart disease (Tall and 
Yvan-Charvet, 2015). One of the major influences on the 
production of these white blood cells is cholesterol ho-
meostasis in their progenitor cells. The enrichment of 
cholesterol in these progenitor cells leads to increased 
expression of the common β subunit of IL-3/GM-CSF re-
ceptor and increased levels of these growth factor recep-
tors and M-CSF receptor in lipid rafts. This results in the 
proliferation of the hematopoietic stem progenitor cells 
(HSPC) in response to IL-3, GM-CSF, and M-CSF giving 
rise to GMP and CMP cells, precursors of monocytes 
and granulocytes, respectively (Murphy et al., 2014). 
Monocytosis is more profound in Apoe−/− mice than in 
Ldlr−/− mice, probably due to apoE functioning in a cell 
autonomous fashion to promote cholesterol efflux in the 
HSPCs by its binding to cell surface heparan sulfate pro-
teoglycans (Murphy et al., 2011). In this location, apoE 
serves as an acceptor for the efflux cholesterol.

4.4 Smooth Muscle Cells

As atherosclerotic plaques progress, smooth muscle 
cells migrate from the media into the intima, where 
they are responsible for the production of matrix pro-
teins and the formation of the fibrous cap that provides 
a barrier against the activation of platelet by interaction 
with matrix proteins. One of the disadvantages of the 
Apoe−/− and Ldlr−/− models of atherosclerosis is that it 
is rare to observe unstable lesions with accompanying 
thrombosis as a result of the disruption of the fibrous cap 
that is seen in humans and several larger animal models. 
The basis for the lesion stability is not clear. These are 
the general views of the role of smooth muscle cells in 
atherogenesis. However, recent work with Apoe−/− ani-
mals has cast some ambiguity about this description (Ta-
bas et al., 2015). This is because of the apparent ability 
of both smooth muscle cells and possibly macrophages 
to undergo phenotypic switching, so that the origin of 
the foam cells and smooth muscle like cells in the intima 
is uncertain. Thus smooth muscle cells that migrate into 
the intima may lose some of their characteristic markers 
and acquire macrophage markers and may become lipid-
loaded. In addition, some apparent smooth muscle cells 
seem to be derived from the bone marrow. The ambigu-
ity of these identifications awaits more definitive work.

4.5 Lymphocytes

The earlier discussion relates to the participation of 
the innate immune system in atherogenesis. The striking 
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increased incidence of cardiovascular diseases in pa-
tients with autoimmune diseases, such as systemic lu-
pus erythematosus and rheumatoid arthritis suggests a 
strong involvement of the adaptive immune system as 
well (Witztum and Lichtman, 2014). The adaptive im-
mune system is composed of a variety of T cell and B cell 
subsets. Some T cell subsets are found in atherosclerotic 
plaques. Th1 cells are proinflammatory, produce IFNγ 
and may provide help for antibody production. The in-
flammatory contribution of Th2 and Th17 cells is less 
clear. The action of the proinflammatory cells is coun-
tered by the antiinflammatory regulatory T cells (Tregs), 
which produce IL-10 and/or TGFβ. There is an exten-
sive literature on the complex participation of T and B 
cells in atherogenesis, which we cannot detail here (Wit-
ztum and Lichtman, 2014). The atherosclerotic effect of 
the elimination of these adaptive immune cells depends 
upon the balance between the proinflammatory cells 
and their antiinflammatory counterparts, so that the out-
come may not be predictable and straightforward. Both 
Apoe−/− mice and Ldlr−/− mice have been crossed with 
Rag−/− (recombination activating gene) mice that lack T 
and B cells. Both Apoe−/−Rag−/− and Ldlr−/−Rag−/− mice 
have reduced plasma cholesterol and reduced aortic root 
atherosclerosis but not innominate artery atherosclerosis 
(Reardon et al., 2001, 2003). The latter findings suggest 
that the balance between pro- and antiinflammatory im-
mune cells may differ in different arterial beds. The spe-
cific removal of FOXP3+ Tregs in the Ldlr−/− background 
(Getz and Reardon, 2014; Klingenberg et al., 2013) leads 
to an increment in plasma cholesterol, mainly in the 
VLDL fraction, and also an increase in aortic sinus ath-
erosclerosis. A model of autoimmune disease is seen in 
Ldlr−/− Apoa1−/− mice that manifests as skin inflamma-
tion, lymphadenopathy, and a relative depletion of Tregs 
(Wilhelm et al., 2010; Zabalawi et al., 2007). This may 
contribute to the enhanced atherosclerosis observed in 
these mice.

A minor subset of T cells are natural killer T (NKT) 
cells, which bridge the innate and adaptive immune sys-
tem, but are relevant because of they respond to lipid anti-
gens. There are two classes of NKT cells. The major subset 
has relatively invariant T cell receptors, which in mice are 
Vα14Jα18 and a restricted set of β-chains. These are desig-
nated invariant NKT cells (iNKT). A second less frequent 
subset have a more diverse set of T cell receptor chains. 
The iNKT cells recognize glycosyl sphingolipid antigens 
presented by CD1d, a MHC class 1-like molecules, that is 
expressed on dendritic dells and macrophages and even 
on epithelial cells. The activating antigen may be endoge-
nous or be derived from microorganisms, including those 
in the gut microbiome, though the precise nature of the 
endogenous antigen is not clear. These cells are readily 
activated without the necessity for prior education. Upon 
activation, they secrete IL-4 and IFNγ.

The liver and adipose tissue are enriched in iNKT 
cells. In the liver, iNKT cells make up as much as 40%–
50% of the total T cells under “normal” conditions but 
the level of iNKT may vary quite widely depending 
upon the physiological circumstances. The adoptive 
transfer of splenocytes from Vα14 transgenic mice that 
are enriched in iNKT cells into immune deficient recip-
ients (Ldlr−/−Rag−/− mice) shows these cells to be pro-
atherogenic (VanderLaan et al., 2007). This observation 
is consistent with findings using CD1d or Jα18 deficient 
mice crossed with either Ldlr−/− or Apoe−/− mice (Getz 
et al., 2011). Vα14tg/Ldlr−/− mice fed a high fat, high su-
crose, cholesterol containing diet develop increased obe-
sity, and atherosclerosis (Subramanian et al., 2013). A re-
cent study indicates that the atherogenic activity of NKT 
cells is dependent on the cytotoxicity of the perforin and 
granzyme B secreted by the NKT cells (Li et al., 2015). 
IL-4 and IFNγ are not required for this effect. The perfo-
rin/granzyme B induces apoptosis in the lesional cells 
resulting in increased secondary necrosis in the lesion.

Like T cells, there are multiple subclasses of B cells. 
B2 cells are conventional antibody producing B cells that 
are probably proatherogenic, though their role is not 
without controversy (Tsiantoulas et al., 2014). Perhaps 
their precise activity depends on whether they are mar-
ginal zone or follicular B2 cell subsets. B1a cells produce 
germ line encoded natural antibodies of the IgM subtype 
and are found in the peritoneal cavity and spleen. A ma-
jor set of B1a cells recognizes phosphocholine of bacte-
rial cell wall and the phosphocholine head group of oxi-
dized phosphatidylcholine. This antibody, designated 
T15/EO6, is found at high levels in Apoe−/− mice. These 
natural antibodies are thought to be atheroprotective, as 
exemplified by the increased atherosclerosis in Ldlr−/− 
mice that have cell surface IgM that is not secreted (i.e. 
soluble IgM deficient)(Lewis et al., 2009). It is notewor-
thy that these mice have an otherwise intact immune 
system. This may be relevant since the adoptive transfer 
of B1 cells producing “normal ” levels of IgM to immune 
deficient Ldlr−/− Rag−/− mice has no effect on atheroscle-
rosis (Reardon CA, unpublished). Another minor subset 
of B cells is the B regulatory cells whose impact on ath-
erosclerosis is unexplored.

4.6 Murine Models of Atherosclerosis Based on 
Expression of ApoE Variants

There are three common allelic variants of human 
apoE with the three protein isoforms designated as 
apoE2, apoE3, and apoE4. The isoforms differ by the 
amino acids at residues 112 and 158. Cysteine is pres-
ent in both these positions in apoE2, while arginine 
occupies both positions in apoE4. ApoE3, the most fre-
quent, “normal” isoform, has cysteine at position at 112 
and arginine at 158. These amino acid variations result 
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in different protein conformations, which contributes to 
their functional differences. This has been reviewed by 
Mahley et al. (2009). In humans, some individuals homo-
zygous for APOE2 exhibit type III hyperlipoproteinemia 
and atherosclerosis, as well as xanthomatosis. This phe-
notype is thought to be attributable to the poor interac-
tion of apoE2 with the LDL receptor and the consequent 
accumulation of VLDL remnants in the plasma. The rea-
son why all APOE2 homozygotes do not manifest this 
phenotype is not clear and is thought to require some ad-
ditional genetic or environmental factor or factors. In hu-
man plasma, apoE3 preferentially associates with HDL, 
while apoE4 preferentially associates with VLDL. The 
differential lipoprotein association is primarily due to 
the interaction between residues 255 (glutamic acid) and 
61(arginine) in apoE4, an interaction that is permitted 
by the presence of arginine at position 112. ApoE4 has 
a higher affinity for the LDL receptor than does apoE3. 
As a result, cholesterol-rich lipoproteins are more readily 
taken up by hepatocytes leading to the downregulation 
of the synthesis of the LDL receptor. Thus APOE4 ho-
mozygotes tends to be hypercholesterolemic and more 
susceptible to atherosclerosis than APOE3 homozygotes. 
In order to further explore the function of the isoforms, 
Maeda and coworkers created isoform replacement mice 
(Pendse et al., 2009), that is, mice expressing each of the 
human apoE isoforms in place of endogenous murine 
apoE. The APOE2 replacement mice manifest a pheno-
type very similar to that seen in human subjects with 
type III hyperlipoproteinemia, including increased ath-
erosclerosis. The APOE4 replacement mice have a com-
plex phenotype that also manifests an increased tenden-
cy to develop atherosclerosis. Thus, these replacement 
mice offer further opportunities for the exploration of 
the functions of the isoforms in a tractable experimental 
context.

Mouse apoE has an amino acid sequence similar to 
human apoE4 with respect to the amino acid at positions 
112 and 158, but unlike the latter it has threonine at posi-
tion 61 rather than arginine. Weisgraber and Raffai at-
tempted to humanize mouse apoE by converting Thr61 
to Arg61 (Raffai et al., 2001). In the course of this muta-
tion they inserted a neomycin gene between two loxP 
sites in intron 3 of the apoE gene. This construct resulted 
in low expression of apoE (2%–5% of normal levels), 
so the resultant mice were designated “hypomorphic.” 
Hypomorphic apoE mice fed chow exhibited a normal 
lipoprotein profile, but they were particularly sensitive 
to diet induced (containing cholate) hyperlipidemia and 
atherosclerosis (Raffai and Weisgraber, 2002). When the 
neomycin gene was excised by inducing Cre-mediated 
recombination, the mice had normal lipoproteins even 
on the atherogenic diet. Apoe−/− mice and hypomorphic 
apoE mice were crossed with Ldlr−/− mice. The resulting 
strains of mice were equally hypercholesterolemic on 

chow diet and developed atherosclerosis, but the small 
amount of apoE in the hypomorphic cross was sufficient 
to reduce atherosclerosis (Gaudreault et al., 2012).

An additional atherogenic model based on a vari-
ant of apoE is the APOE*3 Leiden transgenic mouse 
(Lutgens et al., 1999; van Vlijmen et al., 1994). ApoE*3 
Leiden has low affinity for the LDL receptor. The mice 
are less hyperlipidemic than Apoe−/− mice but develop 
atherosclerosis when fed an atherogenic diet.

4.7 Gene Identification by Strain Crosses

As mentioned earlier in this chapter, inbred strains 
of mice vary greatly in their susceptibility to develop 
atherosclerosis. In attempts to identify genes that might 
regulate atherosclerosis, Apoe−/− or Ldlr−/− mice in a 
sensitive genetic background (e.g., C57BL/6) have been 
crossed with Apoe−/− or Ldlr−/− mice in a resistant back-
ground (e.g., FVB). Several quantitative trait loci (QTL) 
were found from such crosses (Stylianou et al., 2012). 
However, after many studies, a single risk gene has been 
positively identified, Raetle, a major histocompatibility 
gene (Rodriguez et al., 2013). Given the advance in recent 
genetic technologies, it is not clear that this is the most 
cost effective approach. That said, a few crosses have 
been informative. Comparing C57BL/6 Apoe−/− with 
129 Apoe−/− mice, aortic root lesions develop much more 
rapidly in the C57BL/6 strain, while aortic arch lesions 
develop more quickly in the 129 Apoe−/− strain. An inter-
cross between these two strains identified a QTL that is 
associated with the increased aortic arch lesions that is 
also associated with the angle of the aortic arch bend in 
the 129 strain, likely producing different hemodynam-
ic profiles at this aortic site in the two strains (Maeda 
et al., 2007; Tomita et al., 2010). An intercross of DBA 
Apoe−/− and 129 Apoe−/− revealed different QTLs for aor-
tic root and aortic arch lesion development (Kayashima 
et al., 2014, 2015).

4.8 Experimental Myocardial Infarction in Mice

The most clinically important outcome of unstable 
atherosclerosis is coronary artery thrombosis and myo-
cardial infarction. The most straightforward method to 
experimentally induce myocardial infarction is by the 
ligation of the left coronary artery, which is easily ac-
complished in the mouse because of its distinct coro-
nary anatomy (Kumar et al., 2005). Myocardial infarc-
tion has been studied in Apoe−/− mice, in which it was 
shown that the healing of the infarct takes place in two 
stages. The first stage involves the influx of inflamma-
tory monocytes (Ly6chi), followed by a predominance of 
healing monocytes (Ly6clo) at the infarct site. However, 
this switch may not be by influx of Ly6clo monocytes, but 
rather by the conversion of Ly6chicells to Ly6clo cells in 
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situ (Dutta and Nahrendorf, 2015). The use of Apoe−/− 
mice for these experiments enabled the investigators to 
assess the effect of myocardial infarction on ongoing ath-
erosclerosis. They showed that the cardiac injury indeed 
increased atherosclerosis, perhaps by the promotion of 
monocytosis, a known risk factor for atherosclerosis 
(Dutta et al., 2012). The increment in blood monocytes 
probably derives from the bone marrow under the in-
fluence of the stimulation of the sympathetic nervous 
system signaling (Dutta et al., 2012) and also the spleen, 
where extramedullary hematopoiesis is promoted (Rob-
bins et al., 2012; Swirski et al., 2009). It is noteworthy 
that unlike the monocytosis induced by cholesterol load-
ing of hematopoietic stem cells in the bone marrow (see 
earlier) when there was an accompanying neutrophilia, 
the response to myocardial infarction only involved the 
monocytes.

One of the striking features of the two models of mu-
rine atherosclerosis (Apoe−/− and Ldlr−/−) is that they do 
not develop significant lesions in the main coronary ar-
teries. However, more complex genetic models based on 
these two backgrounds do in fact develop these lesions 
(Table 8.2). This was first seen dramatically in mice de-
ficient in both apoE and the B type scavenger receptor, 
SR-BI (Braun et al., 2002). These double knockout mice, 
even when fed standard chow, survived only to about 
8 weeks of age. They had occlusive coronary artery le-
sions, evidence of platelet activity, myocardial fibrosis, 
and left ventricular cardiac dysfunction. SR-BI promotes 
the selective uptake of cholesteryl ester from HDL. It is 
widely expressed including on HSPC and this expres-
sion is required for the regulation of monocytosis and 
leukocytosis by apoA-I and HDL (Gao et al., 2014). The 
biogenesis of platelets is influenced by hypercholester-
olemia, in part by promoting the conversion of mega-
karyocyte progenitors to mature platelets and by activat-
ing platelets (Wang and Tall, 2016). The ABC transporter 
ABCG4 is involved in the regulation of platelet pro-
duction. In its absence, cholesterol accumulates in the 

platelet and the thrombopoietin receptor is more highly 
expressed on the surface of megakaryocytes (Murphy 
et al., 2013). Elevated HDL reduces platelet biogenesis 
by promoting cholesterol efflux via ABCG4. SR-BI me-
diates the increase in eNOS activity in endothelial cells 
induced by HDL. SR-BI deficiency also leads to a change 
in the ratio of free to ester cholesterol in HDL and may 
not be as efficient in promoting cholesterol efflux. It is 
not possible to be certain which of the actions of SR-BI 
is most important in determining the phenotype seen in 
the Apoe−/−Srb1−/− double knockout mice.

Variations on the SR-BI double knockout approach 
have also been associated with coronary artery occlusion 
and myocardial infarction. The binding of HDL to SR-
BI initiates the activation of the downstream signaling: 
the adaptor protein PDZK1 (PDZ domain containing 
protein), Akt1 (Protein kinase B serine threonine kinase), 
and eNOS are activated. In fact when any of these pro-
teins is eliminated in association with apoE deficiency, 
a very similar cardiac phenotype is observed as in the 
Apoe−/−Srb1−/− mice, but only when an atherogenic diet 
is fed (Trigatti and Fuller, 2015). SR-BI deficiency has 
also been coupled with the hypomorphic apoE model. 
Such double mutant mice are normal when fed chow, 
but develop the coronary artery and cardiac phenotype 
when fed an atherogenic diet containing cholate (Zhang 
et al., 2005). In this model, transplantation of bone mar-
row expressing SR-BI rescues the coronary artery ath-
erosclerosis, fibrosis, and cardiomegaly but not the lipo-
protein dyslipidemia, underlying the importance of the 
receptor on some of the bone marrow derived cells (Pei 
et al., 2013). Srb1−/−Ldlr−/− mice also develop occlusive 
coronary artery atherosclerosis and myocardial infarc-
tion (Fuller et al., 2014). This model is sensitive to the diet 
composition, being most obvious with diets enriched in 
cholesterol. The frequency of platelet markers in the oc-
cluding lesion was highest in mice fed the Paigen diet 
that contains cholate. There is little correlation between 
the atherosclerotic lesions in the coronary arteries and 
the aortic root.

Apoe−/− Ldlr−/− mice also exhibit coronary artery ath-
erosclerosis and myocardial infarct when fed a Western 
type diet (Caligiuri et al., 1999). The overexpression of 
urokinase in macrophages on an Apoe−/− background 
leads to coronary artery lesions and myocardial infarc-
tion (Cozen et al., 2004). Thus, it is possible to generate 
murine models of coronary artery atherosclerosis and its 
consequent myocardial infarction by a variety of com-
plex pathways based on either the Apoe−/− or the Ldlr−/− 
models. Both the ligation approach and genetic approach 
to coronary artery atherosclerosis and myocardial infarc-
tion provide models for preclinical testing of various 
therapies, though the latter has the virtue of working in 
the context of ongoing atherosclerosis which both con-
tributes to and results from the therapeutic strategy.

TABLE 8.2  Mouse Models that Develop Coronary Artery 
Atherosclerosis and Myocardial Infarct

Genetic mouse model Comments

Apoe−/−Srb1−/− Survive only until 8 weeks of age

Apoe−/−Pdzk1−/− Requires atherogenic diet

Apoe−/−Akt1−/− Requires atherogenic diet

Apoe−/−Enos−/− Requires atherogenic diet

Ldlr−/−Srb1−/− Requires diets enriched in 
cholesterol

Apoe−/−Ldlr−/− Requires atherogenic diet

Hypomorphic apoE, Srb1−/− Requires atherogenic diet with 
cholate
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5 CONCLUDING COMMENTS

In this chapter, we have described a variety of large 
and small animal models that are used for the study of 
atherosclerosis. Each of these models has its unique ad-
vantages and limitations, not the least of which relates 
to husbandry issues. None of them fully duplicates the 
human condition and no doubt investigators appreciate 
this. The development of the new genetic technologies 
briefly referred to in this narrative will in the near future 
greatly expand our capacities to fashion new models 
based on what has been learned from analyses of disease 
related variations in the human genome of patients with 
cardiovascular disease. The limitations notwithstand-
ing, the mouse models in particular have been of great 
value in uncovering potential mechanisms of atherogen-
esis, a very complex inflammatory disease that changes 
substantially over time. In the earlier narrative, we have 
tended to emphasize aspects of the cell biology of ath-
erogenesis rather than the detailed biochemical interac-
tions between cells and lipoproteins and their respective 
cross talk. Details of the latter can be found in excellent 
reviews (Hopkins, 2013; Tabas et al., 2015).
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1 INTRODUCTION AND OVERVIEW

The metabolic syndrome (MetS) is a suite of metabolic 
complications including central obesity, hypertension, 
insulin resistance, impaired fasting glucose, dyslipid-
emia, and inflammation that, in some combination, in-
creases an individual’s risk of developing type-2 diabe-
tes (T2D) and/or cardiovascular disease (CVD). Each of 
these metabolic complications is rising worldwide due 
to factors such as increasing population size, popula-
tion aging, urbanization, excess caloric intake, and de-
creased physical activity. Prevalence of MetS currently 
exceeds 20% in the United States (for a review, see Eckel 
et al., 2005 and references within). While aspects of most 
expert definitions of MetS overlap, there is no single 
internationally accepted clinical definition because di-
agnostic criteria used to identify individual risk factors 

vary among populations, Table 9.1 (Einhorn et al., 2003; 
Grundy et al., 2005; International Diabetes Federation 
(IDF), 2006; Parikh and Mohan, 2012; The European 
Group for the study of Insulin Resistance (EGIR), 2002; 
World Health Organization (WHO), 1999). For example, 
intraabdominal fat deposits can lead to severe insulin 
resistance and T2D in some South Asian populations 
at body mass indexes that are not considered obese in 
Western populations (Spiegel and Hawkins, 2012). Vari-
ations in diagnostic criteria make it difficult to compare 
results of studies across populations, and worldwide 
prevalence of MetS per se is not well quantified. The lack 
of a single accepted definition has led some investiga-
tors to favor keeping individual metabolic complications 
separate for clinical management. However, others be-
lieve that identifying individuals with an aggregation 
of metabolic complications provides information that 
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should guide clinical management (Eckel et al., 2005; 
Grundy, 2008; Kahn et al., 2005; Simmons et al., 2010).

Although clinical definitions of MetS are disputed, 
the frequent clustering of certain metabolic complica-
tions has been a recognized phenomenon since the 
1920s (Kylin, 1923). Over time, this clustering has been 
referred as syndrome X, the deadly quartet, and the insulin 
resistance syndrome and represents a premorbid condition 
that is a substantial biomedical and public health chal-
lenge. Knowing how and why multiple metabolic com-
plications cluster in some individuals and not in others 
will greatly improve clinical prevention, management 
and therapy of TD2 and CVD. To this end, research us-
ing animal models has provided key insights into MetS 
etiology and pathophysiology with the goal of uncover-
ing potential therapeutic targets.

Animal models provide complex biological systems 
that can be controlled, manipulated, sampled, and stud-
ied under conditions and at scales that are not ethical 

or practical for human studies. While some physiologi-
cal features of MetS components vary among species, 
the units of research translation are the underlying 
genes, biological processes, and/or physiological path-
ways that can alter normal metabolic phenotypes (Kraja 
et al., 2008). MetS is complex, involving nonlinear inter-
actions among multiple organs such as adipose tissue, 
brain, gut, liver, pancreas, and skeletal muscle. Animal 
models provide an opportunity to examine interorgan 
cross talk in a whole organism and to directly sample rel-
evant tissues. Even when an animal model does not faith-
fully mimic the human disorder, novel biological insights 
can be gained from an in vivo approach. For example, the 
mouse- and rat-based characterizations of the genes en-
coding the hormone leptin, Lep, and the leptin receptor, 
Lepr, identified mutations affecting lipid metabolism that 
result in extreme obesity in rodents (Chung et al., 1998; 
Cool et al., 2006; Kurtz et al., 1989; Varga et al., 2009). In 
humans, mutations in the orthologous genes LEP and 
LEPR represent extremely rare cases of obesity (Bergman 
et al., 2006; Gesta et al., 2007). Yet this animal-based re-
search was essential to further research characterizing 
leptin metabolism and to identify the hypothalamic 
pathways controlling signals of satiety and the neural 
pathways in the brain’s striatal region that control per-
ceptions of reward associated with food intake (Belgardt 
et al., 2009; Elmquist et al., 1999; Konner et al., 2009).

This chapter provides an overview of animal models 
of MetS that are used to understand etiology and patho-
physiology to inform potential therapies. Research aimed 
at understanding MetS etiology can identify and protect 
at risk individuals. Research aimed at understanding 
pathophysiology can shed light on how the clustering of 
different MetS components increases an individual’s risk 
of developing T2D and CVD. It is important to note that 
these two broad categories —etiology and pathophysi-
ology—are not mutually exclusive. Rather each informs 
the other and each is used to develop further research 
efforts aimed at testing therapeutic strategies to guide 
appropriate clinical interventions. Animal models of 
MetS tend to focus on specific metabolic components al-
though, as is seen in humans diagnosed with MetS, indi-
vidual metabolic complications will often cluster in any 
given model. For example, obesity and insulin resistance 
generally coincide in most rodent models, and increased 
adiposity is associated with dyslipidemia and insulin re-
sistance in both nonhuman primate and porcine models.

2 CHOOSING AN ANIMAL MODEL 
OF MetS

Rodents, especially mice, are the most commonly 
used animal model for studying MetS, particularly 
for genetic studies, because they are relatively easy to 

TABLE 9.1  Multiple Expert Definitions of the Metabolic 
Syndrome (MetS)

Group Diagnostic criteria

American Association 
of Clinical 
Endocrinologists 
(AACE)

Based on clinical judgment, some 
combination of the following:

•	 Central	obesity
•	 High	blood	pressure
•	 Hypertriglyceridemia
•	 Impaired	glucose	tolerance
•	 Inflammation
•	 Low	HDL-C

American Heart 
Association/National 
Cholesterol Education 
Program Adult 
Treatment Panel III 
(AHA/NCEP ATP III)

Three or more of the following:
•	 Central	obesity
•	 High	blood	pressure
•	 High	fasting	glucose
•	 Hypertriglyceridemia
•	 Low	HDL-C

European Group for 
the Study of Insulin 
Resistance (EGIR)

Elevated plasma insulin plus two or 
more of the following:

•	 Central	obesity
•	 High	blood	pressure
•	 High	fasting	glucose
•	 Hypertriglyceridemia

International Diabetes 
Federation (IDF)

Central obesity plus two or more of 
the following:

•	 High	blood	pressure
•	 High	fasting	glucose
•	 Hypertriglyceridemia
•	 Low	HDL-C

World Health 
Organization (WHO)

Glucose intolerance, impaired glucose 
tolerance or diabetes and/or insulin 
resistance plus two or more of the 
following:

•	 Central	obesity
•	 High	blood	pressure
•	 Hypertriglyceridemia
•	 Microalbuminuria
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breed and maintain, have highly standardized pheno-
typing protocols, and high-coverage whole-genome se-
quences are available for the most commonly studied 
inbred strains. Table 9.2 lists the most frequently used 
mouse metabolic phenotyping tests and the data col-
lected for each test. When studying MetS, multiple tests 
are performed on the same animal to study correlations 
among different phenotypes that mimic the clustering 
of metabolic complications in humans. An exciting new 
technology for assaying multiple measurements simul-
taneously in rodents is the PhenoMaster system (TSE 
Systems, Germany). The system uses intrahome-cage 
technology, and is capable of indirect calorimetry, as 
well as measurement of food consumption, fluid in-
take, and activity.

Several obese, diabetic, and hypertensive mouse 
strains are well characterized and have been used for 
decades of biomedical research. Further, transgenic and 
knockout mouse resources are commercially available 
(these are discussed in Section 4.1). Other species, in-
cluding nonhuman primates and larger mammals, such 
as dogs, pigs, and sheep have also made important con-
tributions to understanding MetS. In some cases these 
other species may be more appropriate animal models 
than rodents (Varga et al., 2009). For example, rodent fat 
depots are not directly translatable to humans (Pond and 
Mattacks, 1987). Thus the most common measurements 
used in human anthropometric studies (e.g., waist cir-
cumference) are not equivalent in mouse studies of obe-
sity and adiposity. Additionally, there are important bio-
chemical distinctions in adipose tissue between humans 
and mice. For example, levels of the adipokine adipsin 
are low in obese mice, but high in obese humans. High 
levels of the adipokine resistin impairs glucose toler-
ance in mice, but does not appear to do so in humans 
(Arner, 2005). Further, mouse lipoprotein profiles are 
composed mainly of high-density lipoprotein (HDL), 
which is atheroprotective, whereas humans carry mostly 
low-density lipoprotein (LDL). Pigs have similar LDL 
levels to humans, develop atherosclerotic plaques at 
the same sites as humans (in the aorta and carotid ar-
tery), and have similar hemodynamic parameters (Kalt 
et al., 2008; Turk and Laughlin, 2004). Pigs are frequently 
used to model CVD and atherosclerosis because their 
cardiovascular system is morphologically and function-
ally similar to humans (Litten-Brown et al., 2010). Cer-
tain breeds of pigs (namely the Ossabaw minipigs and 
domestic Piebalds) develop obesity, hypertension, and 
insulin resistance that fit some definitions of MetS in 
humans (Spurlock and Gabler, 2008).

Precise criteria to diagnose T2D in mice are not es-
tablished, however, many aspects of blood glucose 
control are similar between mice and humans, so mice 
are frequently used to model glucose homeostasis and 
regulation of glucose metabolism. Notably, nonhuman 
primates develop T2D with similar pathological fea-
tures as humans, including increased plasma triglycer-
ide levels and total cholesterol concentrations (Wagner 
et al., 2006). Increased levels of adiposity in both ba-
boons and rhesus macaques is associated with insulin 
resistance and dyslipidemia, similar to humans diag-
nosed with MetS (Comuzzie et al., 2003). Further, obe-
sity and its associated metabolic complications have 
been extensively studied in dogs, since domestic dogs 
have experienced their own obesity “epidemic.” There 
exists a wealth of pathological data available for many 
different breeds, and dogs exhibit variation in metabolic 
traits similar to that seen among human populations. 
Thus dog represents a potentially fruitful large animal 
model for testing biomedical hypotheses because of the 

TABLE 9.2  Common Mouse Phenotyping Tests for MetS

Phenotyping test Data collected

Euglycemic-
hyperinsulinemic clamp

Insulin action and glucose metabolism

Intraperitoneal insulin 
sensitivity test (IPIST)

Insulin resistance, glucose tolerance, 
glucose disposal

Intraperitoneal glucose 
tolerance test (IPGTT)

Insulin secretion, glucose tolerance, 
glucose disposal

Oral glucose tolerance test 
(OGTT)

Insulin secretion, glucose tolerance, 
glucose disposal

Fasted bleed (4–6 h) Glucose, insulin, blood biochemistry, 
other hormones (e.g., leptin, 
glucagon, peptide-YY)

Metabolic caging Food intake, water intake, urine and 
feces production, urine biochemistry 
and glucose

Noninvasive intestinal fat 
absorption

Fecal fat absorption

Echocardiography Myocardial performance

Cardiac telemetry Blood pressure, heart rate, pulse 
pressure, activity

Indirect calorimetry Metabolic rate (oxygen consumption, 
carbon dioxide production, 
respiratory quotient)

Meal pattern analysis Food intake

Lipid profiles Triglycerides, total cholesterol, 
phospholipids, free fatty acids

Fast protein liquid 
chromatography

Lipoproteins, lipids, apolipoproteins

Quantitative magnetic 
resonance

Fat mass, lean mass, water content

Tail cuff Blood pressure

Running wheels Energy expenditure, circadian activity

Measuring animal Body weight, body length, fatpad and 
organ weights (at necropsy)
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abundant physiological information available through 
veterinary data (Edney and Smith, 1986). Additionally, 
canine models provide a resource for longitudinal data 
collection that is not possible in smaller animal models 
(Ionut et al., 2010; Zheng et al., 2010).

Larger mammals may represent more physiologically 
faithful models of the individual metabolic complica-
tions comprising MetS. However, the expense, housing 
requirements, longer lifespan, relatively less standard-
ized phenotyping protocols, and species-specific ethical 
considerations, particularly with nonhuman primates, 
make large scale studies using these animal models im-
practical. Thus when choosing an animal model of MetS, 
one must consider its relevant strengths and, when pos-
sible, integrate multiple lines of evidence. For example, 
results identified through discovery research using a ro-
dent model can inform, be integrated with, and ideally 
validated by, small-scale follow-up studies using a larger 
mammalian system, which can then be a bridge toward 
designing relevant human studies.

3 ANIMAL MODELS OF MetS ETIOLOGY

Understanding MetS etiology is important for imple-
menting prevention strategies, as well as for prescribing 
appropriate therapeutic interventions. The rising preva-
lence of metabolic complications among human popula-
tions is environmental in origin yet there is clearly an 
important genetic component reflected in variations in 
prevalence between the sexes and among ethnic groups 
(Eckel et al., 2005). Given the same environment, some 
individuals will develop metabolic complications while 
others will not, indicating that standing genetic variation 
modifies the effects of the environment on phenotype. 
In some cases, but not others, metabolic complications 
will cluster resulting in MetS. For example, common 
complications that cluster with obesity (and in some 
combinations define MetS, as discussed earlier) include 
insulin resistance, dyslipidemia, and increased blood 
pressure. Data from 1994 to 2004 of National Health and 
Nutrition Examination Survey (NHANES) found that 
approximately 32% of obese adults were “metabolically 
healthy” based on measures of blood pressure, homeo-
stasis model assessment of insulin resistance (HOMA-
IR), and plasma triglycerides and HDL-cholesterol con-
centrations (Wildman et al., 2008). Heritability estimates 
for individual MetS components are up to 70% for body 
mass index (BMI), 50%–90% for T2D, 22%–62% for sys-
tolic blood pressure, 20%–66% for diastolic blood pres-
sure, 8%–72% for total cholesterol, and 19%–72% for 
total triglycerides (Bogardus, 2009; Clee and Attie, 2007; 
Elder et al., 2009; Permutt et al., 2005; Song et al., 2006; 
Walley et al., 2009). Clearly much phenotypic variabil-
ity in these metabolic parameters can be attributed to 

heritable genetic variation, and animal models are fun-
damental in discovering the genetic underpinnings of 
these parameters and of their relationships to each other. 
Animal models of MetS etiology allow both genetic and 
environmental factors to be controlled for, manipulated, 
and monitored in study populations of known origin 
(Lawson and Cheverud, 2010). This facilitates the dis-
covery of genetic mechanisms, the testing of environ-
mental influences, and the investigation of how these 
two factors—genetics and environment—sometimes in-
teract and result in MetS.

4 GENETIC FACTORS

4.1 Common Rodent Genetic Models

Genetic studies using classic rodent models of obesity, 
such as the ob/ob and db/db mice and the Zucker fa/
fa rats have identified single genes, namely leptin, Lep 
(ob/ob and Zucker fa/fa rats), and the leptin receptor, 
Lepr (db/db), with major variants leading to extreme 
obesity and other metabolic complications. Leptin is an 
adipose tissue derived protein hormone that binds to, 
and decreases the activity of, neuropeptide Y neurons. 
This signals satiety, and mutated forms of leptin results 
in an inability to feel sated leading to hyperphagia and 
obesity (for a comprehensive review of leptin biology, 
see Havel, 2004). In addition to extreme obesity, each 
of these animals to some degree are hyperinsulinemic, 
insulin resistant, and exhibit defective thermogenesis 
(Chung et al., 1998; Cool et al., 2006; Kurtz et al., 1989). 
The leptin-deficient mouse model, Lepob/ob, arose from a 
spontaneous mutation at the Jackson Laboratory (Ingalls 
et al., 1950). These mice are obese by 4 weeks of age, and 
can weigh up to 4 times that of their littermate controls 
on a standard chow diet. In addition to hyperphagia, re-
duced energy expenditure and extreme obesity, Lepob/ob 
mice have elevated serum cholesterol levels. However, 
this elevation is in HDL-rather than in LDL-cholesterol, 
so they are actually protected from developing diet-
induced atherosclerosis (Nishina et al., 1994). An addi-
tional metabolic abnormality in Lepob/ob mice involves 
disregulation of the hypothalamic-pituitary-adrenal 
axis, of which leptin is an important regulating hormone 
(Malendowicz et al., 2007). A complication with this 
model is that Lepob/ob are infertile, which impedes col-
lecting appropriate samples sizes (Kennedy et al., 2010). 
Leptin receptor-deficient mice, LepRdb/db, have nearly 
identical metabolic profiles and hypothalamic-pituitary-
adrenal axis and reproduction problems as Lepob/ob mice. 
The significant difference between the two models is 
that LepRdb/db mice have pronounced concentrations of 
circulating leptin while the Lepob/ob mice have none at 
all. Thus the LepRdb/db model is frequently used to study 
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how leptin concentrations affect different cell types in 
metabolic studies (Surmi et al., 2008). Finally, the leptin 
receptor-deficient obese Zucker fa/fa rat model is sig-
nificantly hyperphagic compared to its lean littermates 
by as early as 17-days old (Kava et al., 1990). These rats 
are hyperlipidemic and hyperinsulinemic, but are rela-
tively normoglycemic. They are frequently used to study 
adipose tissue in obesity and the physiological effects of 
disregulation of leptin signaling (Miranville et al., 2012; 
Pico et al., 2002).

The Agouti lethal yellow mouse model, Ay/a, has sev-
eral spontaneous mutations affecting expression of the 
agouti protein, transcribed by the agouti gene, A. The 
agouti protein acts as an antagonist of the melanocortin-
signaling pathway, which mediates leptin action. These 
mice display variation in coat colors and develop adult 
onset obesity and insulin resistance due to hyperphagia 
and hypoactivity. Obese Ay/a mice are hypertensive but 
they do not form atherosclerotic lesions on high fat di-
ets (Burgueno et al., 2007). It is easier to obtain offspring 
and appropriate sample sizes from Ay/a than from either 
Lepob/ob or LepRdb/db because Ay/a remain fertile until ap-
proximately 4 months of age (Kennedy et al., 2010). Oth-
er commonly used single-gene rodent models of obe-
sity and insulin resistance include the fat/fat (variants 
responsible for the phenotype have been characterized 
in carboxypeptidase E, Cpe) and tub/tub (variants re-
sponsible for the phenotype have been characterized in 
the tubby candidate gene, Tub) mice (Carroll et al., 2004; 
Coleman and Eicher, 1990; Naggert et al., 1995).

The low-density lipoprotein receptor-deficient 
mouse, LdlR−/−, is a model of hyperlipidemia that has 
elevated atherogenic LDL lipoprotein levels similar to 
that seen in humans with hypercholesterolemia (Ishi-
bashi et al., 1993). These mice will become obese and 
develop insulin resistance in response to high fat diets 
(Wu et al., 2006). The apolipoprotein E-deficient mouse, 
apoE−/−, is another frequently used model that develops 
severe hyperlipidemia, but generally does not become 
obese and insulin resistant, even on a high fat diet (Hof-
mann et al., 2008). APOE is a lipoprotein ligand that is 
recognized by multiple receptors in the liver. Mutant 
forms of APOE result in elevated very low-density li-
poprotein (VLDL). To better approximate the clustering 
of metabolic complications of MetS, Ay/a, Lepob/ob, and 
LepRdb/db mice can be crossed with LdlR−/− or apoE−/− 
mice (Hasty et al., 2001).

When designing an experiment using these classic 
monogenic models it is important to consider strain 
background (Coleman and Hummel, 1973). Each strain 
has a unique combination of alleles and therefore of 
disease susceptible loci. Different mouse strains vary 
for different phenotypic traits and when considering 
complex, polygenic traits, such as those comprising 
MetS, genetic background—that is, strain effects—can 

confound results. This is because of epistatic and/or 
compensatory interactions among loci. For example, 
when the Lepob mutation is bred into a BTBR (black and 
tan, brachyuric strain) background, the Lepob/ob mice de-
velop severe diabetes (Clee et al., 2005). However, in the 
C57BL/6J (the most widely used of all inbred strains and 
the Mus musculus reference genome strain) background, 
Lepob/ob mice present as mildly hyperglycemic between 
8 and 12 weeks of age, but then glucose levels return to 
near normal (Coleman and Hummel, 1973). In contrast 
to other strains, BALB Lepob/ob mice are fertile (Clee and 
Attie, 2007). FVB (friend virus B strain) LepRdb/db mice 
have more severe hyperinsulinemia and hyperglycemia 
than C57BL/6J LepRdb/db mice (Chua et al., 2002). Ay/a 
mice are generally studied on C57BL/6J or KK (origi-
nally generated from wild-derived ddY mice in Japan) 
backgrounds, and the MetS phenotype is more extreme 
in the KK strain, with KK Ay/a animals exhibiting age-on-
set obesity, hypertension, insulin resistance, and diabetic 
nephropathy (Okazaki et al., 2002).

The models described previously represent some of 
the most commonly used monogenic rodent models of 
metabolic complications. However, single-gene muta-
tions account for a very small percentage of the overall 
heritable variation of any MetS component, and account 
for a negligible percentage of MetS cases in human 
populations (Bogardus, 2009). Polygenic rodent models 
have also been developed that include, but are not lim-
ited to, the NZO, TallyHo, and KK inbred mouse strains 
and the OM, WOKW, and SHR rats (Bielschowsky 
and Goodall, 1970; Clee and Attie, 2007; Dulin and 
Wyse, 1970; Fisler et al., 1993; Kloting et al., 2006; Noda 
et al., 2010; Song et al., 2006). Each of these models is 
frequently used to study the genetic inheritance of in-
dividual MetS components and how these components 
correlate. NZO, the New Zealand obese strain, is a spon-
taneous model of polygenic obesity and insulin resis-
tance. It is frequently used as a model of MetS because 
in addition to being obese, animals are hyperinsulin-
emic, show reduced insulin-stimulated glucose uptake 
in muscle and adipose tissues, have high serum triglyc-
eride levels, and present with elevated blood pressure. 
TallyHo is a naturally occurring model of obesity and 
diabetes that also displays hyperlipidemia. KK mice (of 
which there are many substrains) are obese, hyperlepti-
nemic, severely hyperinsulinemic, and animals display 
insulin resistance in both adipose and muscle tissues. 
OM, the Osborne–Mendel rat, is susceptible to dietary 
obesity and develops cardiac hypertrophy and hyper-
insulinemia (Fitzgerald et al., 2001). WOKW, the Wistar 
Ottawa Karlsburg W rat, is obese and exhibits decreased 
insulin sensitivity and insulin-stimulated glucose up-
take in adipose tissue. WOKW animals also display 
dislipidemia and hyperleptinemia and are frequently 
crossed with disease-resistant rat strains for studying 
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MetS (Kovacs et al., 2000). SHR, the spontaneously hy-
pertensive rat, is the most frequently used animal model 
of blood pressure and hypertension, but it is commonly 
used to study MetS because these animals also display 
insulin resistance, hypertriglyceridemia, and obesity 
(van den Brandt et al., 2000). Recently, a new rat model of 
MetS, the UCD-T2DM, was generated by researchers at 
the University of California-Davis by crossing the obese 
Spraugue-Dawly rat with lean Zucker diabetic fatty rats. 
The UCD-T2DM rat develops polygenic obesity with in-
sulin resistance, impaired glucose tolerance and beta-cell 
decomposition (Cummings et al., 2008).

Polygenic models may be better suited than mono-
genic models for studying the genetic underpinnings of 
MetS etiology, because most of the metabolic compli-
cations comprising the individual MetS components 
are the result of many interacting genes of individu-
ally small effects. The Jackson Labs provides a compre-
hensive catalog of mouse models of MetS components 
including both monogenic and polygenic models for 
CVD, T2D, and obesity (http://www.jax.org). Their 
catalog provides information on strain history, pheno-
types, health and husbandry, as well as their suscepti-
bility to diseases. Further, the Jackson Labs provides an 
online version of the book “Biology of the Laboratory 
Mouse,” which provides information on mouse biology, 
as well as husbandry (http://www.informatics.jax.org/
greenbook/). Additionally, the Mouse Phenome Da-
tabase provides phenotypic information across mouse 
strains. The Rat Genome Database (http://rgd.mcw.
edu/) provides genotypic and phenotypic information 
on rat models, and provides multiple tools for research-
ers to mine rat-generated genomic and phenotypic data. 
These resources include valuable information for de-
signing and executing rodent model studies, which are 
not only aimed at understanding MetS etiology, using 
the aforementioned described monogenic or polygenic 
models, but also aimed at identifying the genetic under-
pinnings of MetS components through targeted candi-
date gene approaches or through genetic mapping stud-
ies that identify quantitative trait loci (QTL) and novel 
genes associated with variation in metabolic parameters.

Recently, the number of whole genome sequences for 
individual mouse strains has expanded immensely. The 
Wellcome Trust’s Mouse Genomes Project has made the 
complete genomes of 36 inbred strains available for the 
scientific community’s use (http://www.sanger.ac.uk/
science/data/mouse-genomes-project). Their database 
includes raw sequence data in addition to characterized 
polymorphisms, such as SNPs, indels, and structural 
variants. Additionally, whole genome sequences for the 
FVB/NJ (Wong et al., 2012), LG/J, and SM/J (Nikol-
skiy et al., 2015) inbred strains are available, including 
strain specific variants relative to the reference C57BL/6J 
strain. Further, the Mouse Diversity Array measures 

∼600,000 genotypes and has been applied to several 
hundred laboratory strains (Yang et al., 2009). These data 
significantly improve researchers’ ability to relate geno-
type to phenotype and elucidate underlying molecular 
mechanisms (Keane et al., 2011).

4.2 Candidate Gene Approaches: Testing 
Biological Hypotheses

Candidate gene approaches can be used to test hy-
potheses about the genetic basis of a trait, based on a pri-
ori knowledge of that trait and some biological evidence 
that a focal gene of interest affects phenotype. Candidate 
genes are usually studied in animal models by targeted 
manipulation using genetic engineering technologies in 
embryonic stem cells to knockout (to remove or disrupt 
transcription of the gene of interest) or to knock-in (to 
mutate or to insert a variant of the gene of interest), and 
then to monitor any phenotypic consequences in mice 
heterozygous and/or homozygous for the targeted 
gene. Knockout (KO) models can provide key insights 
into target gene actions, and knock-in (KI) mice are use-
ful for assessing subtle effects of mutations on protein 
structure or function. KO and KI mice are produced by 
incorporating the modified embryonic stem cells into the 
germ line, and then by interbreeding animals that de-
velop with one copy of the targeted gene in their cells to 
generate animals that are homozygous for the manipu-
lated gene. A key problem with genetic manipulation 
approaches is that manipulation of the targeted gene 
may result in embryonic death, preventing study of its 
effects on offspring or adult phenotype. Another prob-
lem is that genetic manipulations can induce compen-
satory changes, where other mechanisms take over the 
targeted gene’s action and the targeted gene appears to 
have little phenotypic effect, even if it is important. Still, 
targeted manipulation of candidate genes is a powerful 
way to test biological hypotheses because mutations can 
be selectively targeted to specific tissues, cells, and/or 
particular developmental stages allowing physiologi-
cal, developmental and/or behavioral complications 
to be studied. Manipulation of the mouse genome has 
been possible for over 20 years, and there are many re-
sources available for planning and executing such ex-
periments (Capecchi, 1989a,b; Nadeau et al., 2001). For 
example, The International Mouse Phenotying Consor-
tium (http://www.mousephenotype.org/) is working 
to mutate every protein-coding gene in the mouse, and 
Mouse Genome Informatics (http://www.informatics.
jax.org/) provides a collection of phenotypes and muta-
genesis community resources (Collins et al., 2007).

Recently, CRISPR/Cas9 technology has allowed for 
generation of null, conditional, precisely mutated, re-
porter, or tagged alleles in mice (Jinek et al., 2012; Singh 
et al., 2015). This gene-editing technique is being used 
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to generate new KO mice, via a CRISPR (clustered regu-
larly interspersed short palindromic repeats) mediated 
nonhomologous end joining approach. This approach 
utilizes single guide RNAs, which are directly injected 
into embryos along with Cas9 mRNA. This results in 
mice bearing frame-shifting mutations (insertion/dele-
tions) that disrupt target genes. KI mice use CRISPR me-
diated homology directed repair. This approach utilizes 
a single-stranded oligonucleotide or a plasmid template, 
which is coinjected with single stranded RNAs and Cas9 
mRNA. Generation of Cre-recombinase-dependent Cas9 
allows tissue-specific or conditional gene editing (Yang 
et al., 2013). The Jackson Labs has generated close to 
200 CRISPR/Cas9 mediated mouse models on multiple 
genetic backgrounds (www.jax.org/mouse-search).

4.3 Thrifty Genes

One hypothesis proposed to explain the genetic un-
derpinnings of MetS, and which has motivated many 
candidate gene studies, is the “thrifty genotype hypoth-
esis”. The thrifty genotype hypothesis proposes that for 
most of evolutionary history, high-caloric foods were 
rare relative to the energy that was required to acquire 
them (Neel, 1962). Genetic variation that was efficient 
at stowing away excess calories in adipose tissue may 
have led to survival and fertility advantages that were 
advanced by natural selection over time. This hypoth-
esis assumes that these “thrifty” genetic variants predis-
pose an individual to metabolic complications in an en-
vironment where high-caloric foods are easily obtained. 
Candidate gene approaches testing the thrifty genotype 
hypothesis focus on genes involved in physiological pro-
cesses necessary for energy balance, storage, and nutri-
tion partitioning.

For example, the peroxisome proliferator-activated 
receptors (PPARs) are lipid-activated nuclear receptors 
that are necessary for multiple physiological processes 
important for energy balance (Lodhi and Semenkov-
ich, 2014; Wang, 2010). These include fatty-acid catabo-
lism (PPARα), thermoregulation and insulin homeostasis 
(PPARδ), and lipid metabolism and glucose homeosta-
sis (PPARγ) (Barbier et al., 2002; Grimaldi, 2005; Wahli 
et al., 1995). Pparα−/− mice have decreased expression of 
fatty-acid oxidation genes and have a fatty liver pheno-
type indicating that Pparα regulates hepatic lipid catabo-
lism (Akiyama et al., 2001; Aoyama et al., 1998; Sugden 
et al., 2002). Pparδ adipose-specific knockout mice have 
compromised thermoregulation. Analysis of Pparδ de-
ficient brown fat cells generated from mice containing 
floxed [a method of conditional targeting wherein one 
or more of a candidate gene’s exons are flanked by lox 
P sites, allowing the gene to be manipulated by Cre re-
combinase action (reviewed in Brault et al., 2007)] Pparδ 
alleles show downregulated expression of fat-burning 

genes, indicating that Pparδ is important in brown fat 
metabolism (Pan et al., 2009). Additionally, Pparδ skele-
tal muscle-specific knockout mice have increased weight 
and insulin resistance relative to controls (Schuler 
et al., 2006). Pparγ adipose-specific knockout mice show 
lipodystrophy, high serum free-fatty acids and triglycer-
ide levels, and decreased leptin and adiponectin levels 
(He et al., 2003). Pparγ muscle-specific knockout mice 
show increased adiposity and insulin resistance (Heven-
er et al., 2003; Norris et al., 2003). These studies have 
demonstrated that the PPARs play a substantial role in 
energy balance and metabolism, and that disruption of 
normal PPAR transcription can contribute to multiple 
metabolic complications clustering as MetS. These genes 
have been implicated in human association studies for 
both obesity and T2D (Kunej et al., 2012). However, more 
research is required to understand the detailed molecu-
lar mechanisms by which the PPARs interact with each 
other and with other genes in their transcriptional path-
ways.

Another candidate gene studied to test the thrifty 
gene hypothesis is the melanocortin-4 receptor, MC4R. 
The central melanocortin system mediates leptin ac-
tion and plays an important role in energy homeostasis 
(Cone, 2005). Variations in MC4R cause obesity in hu-
mans (Marti et al., 2003; Willer et al., 2009). Mc4-R−/− 
mice develop the obese, hyperglycemic, and hyperinsu-
linemic phenotypes that are typical of MetS; however, 
their triglycerides appear to be normal and they tend 
to be hypotensive (Tallam et al., 2005). The obesity in 
these mice is behavioral, resulting from hyperphagia, 
but the hyperinsulinemia is only partially due to obesity 
as young Mc4-R−/− animals have elevated circulating in-
sulin levels prior to becoming obese (Fan et al., 2000). A 
final example of this candidate gene approach tested the 
thrombosponin receptor, CD36. CD36 first identified as 
associated with insulin sensitivity and hypertension in 
SHR rats discussed earlier (Aitman et al., 1999; Pravenec 
et al., 2001). Insulin sensitivity affects the body’s ability 
to use stored fat for energy and reduced insulin sensitiv-
ity or insulin resistance is a precursor for T2D. Further 
studies in Cd36 knockout mice revealed that this gene 
plays an important role in lipid processing, in insulin ac-
tion, and atherogenesis (Drover et al., 2005; Goudriaan 
et al., 2005; Varga et al., 2009). Follow-up studies in hu-
man populations confirm that mutations affecting CD36 
expression play a role in MetS risk (Griffin et al., 2001; 
Ma et al., 2004; Miyaoka et al., 2001).

Mouse models focused on testing biological hypoth-
eses about candidate genes have advanced the study of 
MetS etiology by identifying a large number of physi-
ologically plausible genes and pathways. However, as 
discussed earlier, strain background is important for as-
sessing phenotypic consequences of candidate gene ef-
fects. For example, 85% of C57BL/6J mice heterozygous 
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for the insulin receptor knockout (InsR+/−) and heterozy-
gous for the insulin receptor substrate-1 (Irs-1+/−) devel-
op apparent diabetes by 6 months of age. However, only 
64% of DBA mice and only 2% of 129Sv mice with the 
same mutations do (Kulkarni et al., 2003). Thus strain 
background must be considered along with the use of 
appropriate controls when designing candidate gene ex-
periments.

4.4 Candidate Gene Approaches: Translating 
Human GWAS Results

Related to the candidate gene approach to test spe-
cific hypotheses about thrifty genes is the use of mouse 
models to directly test hypotheses about variants that 
were identified in human genome-wide association 
studies (GWAS). The idea is to translate variants that are 
significantly associated with common diseases in hu-
man studies to an animal model, with the goal of iden-
tifying the disease-causing gene within a GWAS linkage 
block. Variants identified in GWAS are part of linkage 
blocks, or sequences that are nonrandomly inherited 
together, and the disease-associated variant is usually 
not obvious and can often be found in noncoding se-
quence far from annotated genes (Wellcome Trust Case 
Control Consortium, 2007). An example of this candi-
date gene approach used mouse models to test the fat 
mass and obesity associated FTO locus. Multiple GWAS 
identified FTO as associated with T2D (although the as-
sociation with T2D was lost once body mass index was 
controlled for) (Cox and Church, 2011; Dina et al., 2007; 
Frayling et al., 2007; Scuteri et al., 2007). Fto knockout 
mice showed a lean phenotype, reduced adipose tissue, 
and increased energy expenditure, despite being hyper-
phagic relative to controls. These animals also exhibited 
increased postnatal lethality and growth retardation 
(Fischer et al., 2009). An experiment that incorporated a 
missense mutation into the gene, causing loss of fto de-
methylase function, resulted in mice with reduced adi-
pose tissue but without the additional phenotypic com-
plications of the knockout (Church et al., 2009). Finally, 
over expression of the fto gene in mice resulted in ex-
treme obesity due to hyperphagia (Church et al., 2010). 
Targeted manipulation of fto in these mouse models 
suggests FTO plays a role in energy homeostasis. This 
supports the GWAS results indicating that certain vari-
ants in human populations put an individual at risk for 
developing obesity and other obesity-related metabolic 
complications of MetS.

Another focused candidate approach targeted a link-
age peak (containing multiple genes) on human chromo-
some 3 that is associated with a combined obesity-insu-
lin factor in multiple human studies (Kraja et al., 2012). 
The researchers integrated the human linkage results 
with results from a mouse genetic mapping study that 

identified a significant association with serum insulin 
and glucose levels in the syntenic region of mouse chro-
mosome 6. The researchers then performed a targeted 
association analysis in the focal human chromosome 3 
region. By using the mouse results to “protect” the fo-
cal region in the human data from the extreme burden 
of multiple tests correction (essentially using the mouse 
results as an a priori hypothesis), novel genetic associa-
tions with multiple MetS components were identified.

The National Center of Biotechnology Information 
(NCBI) provides a database of genotypes and pheno-
types (dbGaP) that both archives and distributes results 
of GWAS and other human genotype to phenotype 
studies, including many studies focused on metabolic 
complications (http://www.ncbi.nlm.nih.gov/sites/
entrez?db=gap). As discussed in Section 1, the exact 
same variant is unlikely to affect humans and other 
species in the exact same way, but the units of research 
translation are the underlying genes, biological process-
es, and/or physiological pathways the genes interact 
in that can alter normal metabolic phenotypes. An as-
sumption of this candidate approach is that these units 
of research translation have a similar function in humans 
and other species with respect to the disease process. De-
veloping animal models that target variants underlying 
GWAS loci represents a powerful translational tool for 
identifying potential causal genes and elucidating how 
they function in disease and/or disease risk. Addition-
ally, because human/mouse homology is well defined, 
using mouse results to protect homologous regions in 
these archived human data for correlated phenotypes 
will increase statistical power and identify new variants 
in candidate regions associated with disease and/or dis-
ease risk. Incorporating the candidate gene approach 
with GWAS results is a powerful method of identifying 
potentially relevant variants associated with MetS and 
rodent, especially mouse, models have proven invalu-
able tools for characterizing function and deconstructing 
molecular mechanisms (Fig. 9.1). Other genetic studies 
using animal models aim to identify novel MetS associ-
ated variants through hypothesis-free genetic mapping 
studies.

4.5 Identifying Quantitative Trait Loci and 
Novel Genes

Genetic mapping studies in animal models allow 
large numbers of offspring to be generated from rela-
tively few founders of known genomic background. 
When the founders crossed differ in the trait of interest, 
for example, in levels of adiposity, phenotypic varia-
tion in the offspring can be correlated with genotypic 
variation in markers scored in the same individuals to 
identify QTL. Common markers used in QTL mapping 
are single-nucleotide polymorphisms, SNPs, but other 
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markers that vary within the experimental population, 
for example, microsatellites, can be used. In QTL stud-
ies, smaller sample sizes are required to find associations 
that can explain more than 50% of the heritable varia-
tion of a trait. In humans, thousands of individuals are 
required and findings typically explain a very small 
portion of the heritable variance. QTL represent physi-
cal locations on a chromosome in which genetic variants 
associate with phenotypic variation that was measured 
in the experimental population, illustrated in Fig. 9.2. As 
with candidate gene approaches, most QTL associated 
with MetS components have been identified and char-
acterized in rodent, especially mouse, models (reviewed 
in: Lawson and Cheverud, 2010).

For rodent QTL mapping studies, the general ex-
perimental design is to first cross two inbred strains 
that are phenotypically distinct for the trait of interest 
(appropriately distinct strains can be identified using 
the Mouse Phenome Database and the Jackson Labs 
catalog as discussed earlier). The F1 offspring are then 
either bred to each other to generate an F2 intercross 
population, or bred back to one or both parental strains 
to generate a backcross population. An intercross be-
tween two genetically identical F1 animals will result 
in F2 animals with recombination on both transmitted 
chromosomes. An F2 intercross, by having all possible 
combinations of genotypes represented at each locus, 
can provide information on both additive and domi-
nance genetic effects. One-half of the chromosomes in 

backcross offspring will be recombinants from the F1 
parents. Backcross offspring are either heterozygote or 
homozygote for one parental allele at each locus, and 
can therefore provide information on alleles acting in a 
dominant fashion. In addition to using backcross or in-
tercross experimental populations, QTL are commonly 
mapped in recombinant inbred (RI) strains, chromo-
some substitution strains or outbred stocks (for detailed 
discussion on these types of mice, refer to the Jackson 
Labs’ “Biology of the Laboratory Mouse” online refer-
ence: http://www.informatics.jax.org/greenbook/). In 
a QTL study, mapping resolution (the power to localize 
an association) is a function of the number of recombi-
nation events that occur between genotyped markers. 
For example, an F16 Advanced Intercross population has 
8 times the recombination of an F2 intercross and QTL 
support intervals will be much smaller, containing 10s 
rather than 100s of genes to interrogate, as illustrated in 
Fig. 9.3 (Lawson and Cheverud, 2010).

Mouse Genome Informatics (http://www.informat-
ics. jax.org/) archives and maintains a database of mouse 
QTL under their Genes and Markers Query form. This 
resource can be used to determine if intervals identified 
in a QTL mapping study replicate (have been identified 
in mapping studies using other strains of mice), lend-
ing higher confidence to the region. There are currently 
326 QTL associated with obesity, 212 with T2D, 340 with 
serum lipid traits, and 33 with hypertension listed in the 
database (Lawson and Cheverud, 2010). For studying 

FIGURE 9.1 A candidate gene approach for translating human 
GWAS results. Associations identified in human studies can be direct-
ly tested in a mouse model to determine if the candidate gene affects 
the phenotype. Alternatively, mouse QTL regions can be used to mine 
GWAS results for correlated phenotypes and protect human syntenic 
regions from strict genome-wide multiple tests corrections. Candidate 
genes that are significant in the protected region (but that may have 
only been suggestive at the genome-wide level) can then be tested for 
functional relevance by going back to the mouse.

FIGURE 9.2 An example QTL. LOD scores (limit of detection, y-
axis) are plotted along a chromosome (illustrated here in centiMorgans, 
x-axis) and represent the strength of a genomic association with pheno-
typic variance in a population. A higher LOD score indicates a lower 
probability that the association is by chance. A significance threshold 
is determined based on the number of genomic markers tested. The 
highest LOD score indicates the peak of the QTL and a support interval 
is defined (generally a 1-LOD drop from the peak position) to identify 
a physical region of the genome that can be interrogated for candidate 
genes. Note the cartoon chromosome refers to a generic mouse chro-
mosome. All mouse chromosomes are acrocentric.
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MetS, the most relevant QTL will be those associated 
with variation in multiple metabolic components.

For practical reasons the mouse is the animal model 
of choice for QTL mapping, but other studies have iden-
tified QTL associated with MetS components using ped-
igreed populations of baboons and pigs. The Southwest 
National Primate Research Center (SNPRC) at the Texas 
Biomedical Research Institute (San Antonio, TX) hous-
es a large captive, pedigreed and genotyped baboon 
population (http://txbiomed.org/primate-research-
center/). Baboons are used extensively in biomedical 
research and there are many physiological and genetic 
similarities between old-world monkeys and humans 
that make baboons an ideal model for MetS. SNPRC col-
lects multiple metabolic data on their pedigreed colony 
(which is a mixture of yellow, Papio hamadrayas cyno-
cephalus, and olive, Papio hamadrayas anubis, baboons) 
including measures of body composition (e.g., fat mass, 
fat-free mass, and waist circumference) and blood se-
rum parameters. Approximately 10% of these animals 
become obese despite the population’s uniform envi-
ronment. Studies have found that increased adiposity in 
these baboons is significantly associated with dyslipid-
emia and insulin resistance, indicating this population 
is a good model for MetS (Comuzzie et al., 2003). Similar 
clustering of metabolic complications is also observed 
in studies of the rhesus macaque, another old-world 
primate frequently used in biomedical research (Bod-
kin et al., 1993). The SNPRC baboons have been used 

to quantify heritabilities of multiple metabolic traits 
(Cai et al., 2004; Cole et al., 2003; Comuzzie et al., 2003). 
Research integrating the rich phenotype and genotype 
data collected in this pedigreed population have identi-
fied QTL associated with metabolic traits, such as HDL 
cholesterol (Cox et al., 2007), LDL cholesterol (Kammer-
er et al., 2002), adipocyte volume (Bose et al., 2010), and 
cholecytokinin, a major satiety signaling protein (Voru-
ganti et al., 2007).

Pigs have been studied for fat and meat production 
in agriculture for decades, and pigs are becoming more 
frequently used animal models in biomedical research. 
The Ossabaw minipig and the Pietrain domestic pig are 
particularly promising porcine models for MetS research 
because obesity, insulin resistance and hypertension 
cluster in these two breeds. Combining metabolic phe-
notypes with genotyped markers in pig mapping stud-
ies has identified QTL for lipid metabolism in a Duroc 
x Pietrain intercross (Uddin et al., 2011), for obesity in a 
Meishan x Large White intercross (Bidanel et al., 2001), 
and for serum glucose and lipid levels in a White Du-
roc x Erhualian intercross (Chen et al., 2009). The Animal 
QTLdb (http://www.animalgenome.org/QTLdb/app) 
has a searchable pig QTL database that stores published 
pig QTL results and phenotypic parameters for different 
breeds, including phenotypes that are biomedically rel-
evant to MetS (fat and adipose traits are listed as “meat 
quality traits”) (Hu et al., 2005).

QTL mapping is powerful in that it requires no a 
priori knowledge of genes that may be involved in the 
trait. This is important for multifactorial conditions, 
such as MetS, which have complex etiologies and likely 
result from interactions of many genes of individually 
small effects. QTL mapping can thus lead to discovery 
of novel genes and genetic variants associating with 
phenotypic variation that can subsequently become tar-
gets of focused candidate gene studies. The UCSC Ge-
nome Browser has multiple mammalian genomes avail-
able to query, including low-coverage assemblies, such 
as the pig (Sus scrofa). Genes located in a QTL interval 
submitted to the browser can be identified (http://ge-
nome.ucsc.edu/index.html) and interrogated. The hu-
man genomic position homologous to the QTL region 
identified in an animal model study can be evaluated 
using NCBI Homology tools (http://www.ncbi.nlm.
nih.gov/guide/homology/). Once a QTL is identified 
in an animal model mapping study, genes within the 
support interval can be interrogated using public da-
tabases, such as the National Center For Biotechnol-
ogy Information: Entrez Gene (http://www.ncbi.nlm.
nih.gov/gene) and PubMed (http://www.ncbi.nlm.
nih.gov/pubmed) to identify and rank order the most 
plausible candidate quantitative trait genes for further 
interrogation of function (using methods discussed in 
Sections 4.2 and 4.4).

FIGURE 9.3 Recombination increases the power to identify can-
didate genes. When designing a QTL mapping study, the F1 offspring 
will be genetically identical. Brother-sister mating in the F1 will re-
sult in recombination and QTL can be identified in an F2 population. 
However, support intervals can be enormous, composed of hundreds 
of genes. Further interbreeding will increase recombination in every 
subsequent generation, which will narrow QTL support intervals and 
reduce the number of candidate genes to interrogate.
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4.6 GWAS in Model Organisms

GWAS in model organisms can deconstruct the genet-
ic underpinnings of metabolic disorders with improved 
power of detection and resolution over QTL mapping. 
GWAS are now feasible in mice given the breadth of vari-
ants characterized across phenotypically diverse strains 
as discussed earlier in Section 4.1. New strains, such as 
those generated by the collaborative cross, as well as 
commercially available outbred strains, such as the di-
versity outbred mice, provide gene-level resolution for 
mapping complex traits (Churchill et al., 2004; Svenson 
et al., 2012). GWAS in mice have identified loci involved 
in MetS components including lipids and blood pres-
sure (Bennett et al., 2010; Zhang et al., 2012). Incorpora-
tion of additional phenotypic information, for example, 
of metabolites, has allowed researchers to place GWAS 
associated genes into specific metabolic pathways and 
identify correlations among metabolic parameters. For 
example, researchers were able to establish that insulin 
resistance and plasma arginine levels are related in mice 
(Parks et al., 2015). Identifying such correlations could 
help establish biomarkers for the complex relationships 
among MetS components.

A proposed approach for using GWAS in dogs is to 
identify loci associated with obese and lean dogs within 
breeds prone to obesity, followed by crossbreed com-
parison of variants (Switonski and Mankowska, 2013). 
In swine, there is a spectrum of fatness and body size 
phenotypes bred for agriculture. Selective genotyping of 
animals at the far ends of the phenotypic spectrum al-
lows a reduction of sample size and an increase in cost 
efficiency (Fowler et al., 2013). As dogs and pigs are both 
appreciated models for human disease, any advance-
ment in our understanding of their genetic susceptibility 
to MetS is beneficial to medical research.

4.7 Identifying Epigenetic Signatures Associated 
with MetS Components

Imprinting is defined as the unequal expression of 
an allele depending on its parent-of-origin. Over 80 im-
printed genes have been identified in humans, and ≈30% 
of these genes overlap with genes demonstrated to be im-
printed in mice (Herrera et al., 2011). Bioinformatic stud-
ies predict that several hundred more genes are likely 
to be imprinted in both species (Luedi et al., 2005, 2007). 
Most direct observations of imprinting have been car-
ried out through analysis of monoallelic expression in 
reciprocal matings of inbred mouse strains. Imprinted 
genes are known to be involved in metabolic functions 
(Rampersaud et al., 2008), and failures in imprinting 
can result in metabolic complications by altering ex-
pression of growth and cellular differentiation factors. 
Genomic imprinting failures have been associated with 

rare genetic syndromes having extreme forms of obe-
sity (e.g., Prader–Willi syndrome) and mapping studies 
have identified imprinted genes (e.g., GNAS) affecting 
metabolic complications, such as obesity and insulin re-
sistance in both humans and mice (Butler, 2009; Dong 
et al., 2005). QTL mapping studies in mice have identi-
fied loci having parent-of-origin effects on multiple MetS 
components, and some of these loci may be imprinted 
(Cheverud et al., 2011; Lawson et al., 2011a,b; Lawson 
et al., 2010). A striking result from these murine mapping 
studies is that parent-of-origin effects on metabolic traits 
is complex: in addition to the better characterized pater-
nal and maternal patterns, polar and bi-polar dominance 
patterns were frequently observed. Polar dominance oc-
curs when there are no additive genetic effects, so the 
two homozygote trait values are the same, yet there is 
a difference in the trait values between the two hetero-
zygotes such that one class of heterozygote is in line 
with the homozygotes and the other is not, depending 
on parent of origin. In bi-polar dominance, again there 
is no significant difference between the two reciprocal 
homozygotes, but a pronounced difference occurs be-
tween the two reciprocal heterozygotes such that one 
class of heterozygote has the highest trait value of any 
other genotype class and the other class of heterozygote 
has the lowest trait value of any other genotype class as 
illustrated in Fig. 9.4 (for a detailed explanation of com-
plex parent-of-origin patterns, including mathematical 
derivation, see Wolf et al., 2008). This complex pattern 
is rarely documented in human studies due to lack of 
sufficient genotypic information or statistical power, but 

FIGURE 9.4 An example of a bi-polar dominance parent-of-or-
igin effect In this example, trait value is the y-axis (trait value can be 
weight, cholesterol level, etc.) and the genotype classes are depicted on 
the x-axis. Parent-of-origin of alleles is known with red indicating a ma-
ternally derived allele and blue indicating a paternally derived allele. 
At this locus, there are no additive genetic effects (no difference in trait 
value between individuals belonging to the two homozygote classes), 
but there is a difference between the two reciprocal heterozygotes such 
that one class has the lowest trait value of any other genotypic class 
and the other has the highest trait value. Thus the same allele can be 
both protective and a potential risk factor depending upon parent-of-
origin.



232 9. ANIMAL MODELS OF METABOLIC SYNDROME 

D. OBESITY, DIABETES, METABOLIC, AND LIVER

it does occur. For example, a study using the Icelandic 
genealogy database showed that the same genetic vari-
ant increases T2D risk when paternally inherited but 
decreases T2D risk when maternally inherited (Kong 
et al., 2009). This is consistent with a bipolar dominance 
parent-of-origin effect.

Epigenetic modifications, cell-specific changes in 
DNA chemistry that do not alter the DNA sequence it-
self, can affect gene expression and may underlie some 
of the parent-of-origin effects associated with MetS com-
ponents found in mouse mapping studies. Commonly 
studied molecular epigenetic signatures include DNA 
methylation, histone modification, and small noncoding 
RNA interference. Tissue and T2D disease-stage specific 
altered methylation patterns were found in the Zucker 
diabetic fatty rat model relative to controls (Williams and 
Schalinske, 2012). A genome-wide methylation analysis 
in pig adipose and muscle tissues identified methyla-
tion patterns that segregated by breed (the researchers 
compared methylomes among three breeds: Landrace, 
Rongchang, and Tibetian), by sex, by tissue, and by fat 
depot (Li et al., 2012a). This work also identified regions 
that were “differentially methylated,” meaning one al-
lele is methylated while the other allele is not. This pat-
tern is suggestive of parent-of-origin methylation, which 
may affect expression of genes in a parent-of-origin man-
ner, and is a signature of imprinting (Harris et al., 2010). 
An exciting direction for future research is to combine 
results identified in animal QTL mapping studies with 
whole-genome epigenetic profiling.

4.8 Mouse ENCODE

The Mouse ENCODE Consortium was developed as 
a counterpart to the human Encyclopedia of DNA Ele-
ments (ENCODE). Using similar technologies and pipe-
lines, Mouse ENCODE maps functional elements of the 
mouse genome, such as transcription, transcription fac-
tor binding, chromatin modifications, and replication 
domains. These data were mapped in a wide range of 
mouse tissues and cell types, mostly generated from 
C57BL/6J and are available to the research community 
at www.mouseencode.org.

The public availability of these data sets has signifi-
cantly impacted comparative studies of mouse and hu-
man genomes. Studies have revealed conservation of 
some basic regulatory systems between humans and 
mice, as well as high levels of divergence in gene expres-
sion and regulation (Yue et al., 2014). Washington Uni-
versity in St. Louis houses an epigenome browser with 
which researchers can explore these existing datasets, or 
upload their own data to visualize a candidate region’s 
genomic context (http://vizhub.wustl.edu/). Identifica-
tion of patterns of epigenetic effects in animal models 
can be translated to human studies and will provide a 

framework for clarifying the relationship between DNA 
sequence variation and metabolic complications. This is 
a step toward development of better therapeutic strate-
gies for MetS.

5 ENVIRONMENTAL FACTORS

5.1 Fetal Programming

Maternal developmental environment has been 
shown to affect not only fetal and early postnatal growth, 
but also adult susceptibility to MetS (Barker, 2007). Com-
promised nutrition during fetal and early postnatal life 
increases susceptibility to metabolic complications later 
in life because of “fetal programming” during critical 
periods of development and a mismatch between ear-
ly and adult nutritional environments. The precise 
mechanism(s) through which this phenomenon occurs 
is unknown, but recent work suggests that epigen-
etic modifications of DNA affect many molecular pro-
cesses related to intrauterine growth and development 
(Aagaard-Tillery et al., 2008; Heerwagen et al., 2010). Re-
search in guinea pigs found that mothers fed moderately 
restricted diets throughout their pregnancies (70% of ad 
libitum intake/kg body wt.) gave birth to small pups 
and their adult male offspring were hyperinsulinemic 
(Kind et al., 2003). A similar study in guinea pigs found 
that mildly restricting maternal diet (85% of ad libitum) 
increased both total cholesterol and LDL cholesterol 
levels in male offspring (Kind et al., 1999). Maternal un-
dernutrition is associated with increased arterial blood 
pressure in offspring that persists into adulthood in both 
sheep and rat models (McMillen and Robinson, 2005). 
Offspring of rat mothers fed restricted protein diets 
(50% less protein than standard chow-fed controls) had 
poor pancreatic beta-cell proliferative capacity at birth. 
When the low protein diet was maintained, weanlings, 
pancreatic islet morphology, and insulin content was 
found to be reduced (Bertram and Hanson, 2001). Recent 
rodent models have shown that maternal high fat diet, 
or overnutrition, also increases offspring susceptibil-
ity to developing adult metabolic complications (Liang 
et al., 2009; Morris and Chen, 2009; Odaka et al., 2010). 
When mothers consume a high fat diet their offspring 
tend toward obesity as adults, regardless of offspring 
diets. However, other research suggests that it is ma-
ternal adiposity and not dietary fat consumed that af-
fects offspring susceptibility to adult metabolic compli-
cations (White et al., 2009). In sheep, maternal obesity 
and overnutrition results in metabolic complications in 
adult offspring (Long et al., 2011). Further, ovine models 
suggest that overnutrition affects adult offspring risk in 
two stages: first during the periconceptional period and 
second in late pregnancy (George et al., 2010). Studies 
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in nonhuman primates support findings from rodents 
and sheep. In baboons, preweaning overnutrition re-
sulted in permanently increased adiposity in females 
(Lewis et al., 1986). In macaques, maternal high fat diet 
predisposed adult offspring to adult nonalcoholic fatty 
liver disease, which is highly correlated with MetS (Mc-
Curdy et al., 2009). Additionally in macaques, maternal 
overnutrition before and during pregnancy resulted 
in increased postnatal adiposity in offspring (Grayson 
et al., 2010). Thus the pattern of susceptibility to adult 
metabolic disease resulting from fetal programming 
is U-shaped, with both maternal undernutrition and 
overnutrition affecting offspring MetS risk (Taylor and 
Poston, 2007). Work in the rhesus macaque also showed 
that offspring of high fat fed mothers had increased 
proopiomelanocortin mRNA expression and decreased 
agouti-related protein mRNA expression, suggesting 
that maternal overnutrition during pregnancy may acti-
vate proinflammatory cytokines that could alter melano-
cortin activity (Grayson et al., 2010). Evidence in rodent 
models suggest molecular epigenetic mechanisms, such 
as those discussed in Section 4.7, underlie at least some 
of these effects (Lillycrop et al., 2005; Vickers et al., 2005). 
Identifying variation in epigenetic marks that associate 
with variation in maternal effects on fetal programming 
is a fruitful avenue for further research.

Maternal effects on fetal programming are generally 
considered environmental because they are not a func-
tion of the offspring’s genome. Rather they result from 
the maternally produced developmental environment. 
Nearly all studies in mouse model systems have focused 
exclusively on maternal environmental effects using 
genetically uniform C57BL/6J mothers and offspring. 
But maternal genetic variations are also responsible for 
substantial variability in the fetal and neonatal devel-
opmental environment (although the effect is environ-
mental with respect to the offspring). Murine maternal 
effect QTL associated with early offspring growth in a 
cross-fostered F3 generation of a LG/J x SM/J intercross 
showed that variation in maternal genotype account-
ed for >30% of among litter offspring variation (Wolf 
et al., 2002). Another mouse study measured maternal 
genetic effects on multiple MetS components and found 
that variation in maternal genotype accounted for up 
to 10% of adult offspring phenotypic variation (Jarvis 
et al., 2005).

5.2 Nutrition

Animal models are ideal for studying the effects of 
nutrition on MetS etiology because commercial diets 
are readily available, allowing dietary composition to 
be precisely monitored. Further, specialized high fat and 
high sucrose diets have been developed that mimic the 
human “Western” diet hypothesized to underlie the past 

30 years’ rising rates of metabolic disease. In mouse, 
strains have been characterized by whether they become 
obese on a Western diet [referred to as diet-induced obe-
sity (DIO) strains] or not (referred to as dietary-resistant 
strains). Variation in high fat dietary response has been 
quantified in 43 inbred strains for 10 phenotypic traits, 
including metabolic parameters in blood serum lev-
els and adiposity (Svenson et al., 2007). Another study 
quantified variation in macronutrient diet self-selection 
across different inbred mouse strains (Smith et al., 2000). 
This study is interesting in that it shows that individual 
preference for certain macronutrients vary according 
to genetic background. Consistent with rodent results, 
dietary studies in nonhuman primates show that some 
species become obese and/or develop other metabolic 
complications while other species do not. For example, 
squirrel monkeys fed high fat, high sucrose diets became 
obese, while cebus monkeys fed the same diet did not 
(Ausman et al., 1981). This supports results from rodent 
models indicating that genetic background is an impor-
tant factor of dietary risk. A recent study in rhesus ma-
caques provided with a 500 mL/day 15% fructose-sweet-
ened beverage showed that animals developed multiple 
MetS components including central obesity, dyslipid-
emia, inflammation, and insulin resistance. A subset of 
these animals developed overt T2D (Bremer et al., 2011), 
indicating that rhesus macaque is a good model for 
studying variation in dietary response and MetS. Fur-
ther, the rhesus macaque genome has been sequenced 
at relatively high coverage, providing an opportunity 
to study gene by dietary–environment interactions in a 
nonhuman primate model of MetS (Gibbs et al., 2007). 
An exciting avenue of research uses animal models to 
study dietary influences on gut microbiota and the meta-
bolic consequences of upsetting gut microbial diversity. 
Studies in rodents indicate that dietary environment can 
lead to bacterial disruptions that influence energy ex-
traction from food, fat storage, serum lipid levels, and 
insulin resistance. This suggests that the gut microbiome 
is an important link between dietary environment and 
MetS (for a review, see Tilg and Kaser, 2011 and refer-
ences within). However, much of this research has been 
conducted in rodent knockout or germ-free models, so 
the translational application to human subjects remains 
to be explored.

5.3 Gene by Dietary Environment Interactions

As discussed previously, standing genetic variation 
can modify the effects of the environment on expression 
of phenotype. Characterizing gene by environment, par-
ticularly gene by dietary environment, interactions are 
essential to understand MetS etiology and for identify-
ing potential risk factors in the context of personalized 
medicine. These interactions are challenging to parse 
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from human studies where environmental factors can be 
difficult to accurately measure or, in the case of GWAS, 
can be computationally prohibitive to analyze. Howev-
er, some studies have successfully characterized gene by 
diet interactions in human populations and there is an 
effort to archive these results as they pertain to metabolic 
traits (Lee et al., 2011). Animal models can dissect gene 
by environment interactions and the most frequently 
studied model is the mouse, using the targeted or dis-
covery methods discussed earlier in Sections 4.2 and 4.4, 
but with an added dietary parameter in the model (Law-
son and Cheverud, 2010). As discussed earlier, genetic 
background (strain or species) needs to be taken into ac-
count when designing such studies.

For example, a targeted knockout approach demon-
strated that high fat fed Pparα−/− mice accumulated sig-
nificantly higher lipid concentrations in their livers rela-
tive to wild-type controls. Interestingly, Pparα−/− mice 
that were fasted for 24 h developed additional metabolic 
complications including hypoketonemia, hypoglycemia, 
impaired thermoregulation, and increased serum free fat-
ty acid (FFA) levels. This result indicates that Pparα plays 
a role in regulating the fatty acid oxidation response to 
fasting (Kersten et al., 1999; Leone et al., 1999). QTL have 
been identified in crosses between inbred mouse strains 
fed with high fat diets (e.g., Taylor et al., 2001; West 
et al., 1995; York et al., 1996). However, generally these 
studies do not map variation in metabolic traits in high 
fat versus low fat diets, which is necessary to characterize 
the gene by diet interaction. Recently, gene by diet inter-
actions (high fat vs. low fat isocaloric diets) were charac-
terized for multiple MetS components in studies of an F16 
generation of an Advanced Intercross between the LG/J 
and SM/J inbred mouse strains (Cheverud et al., 2011; 
Lawson et al., 2010, 2011a,b). A major finding from these 
studies was that interactions are not consistent between 
the sexes or among the traits studied: for adiposity and 
serum lipid levels, high fat fed females were the most af-
fected cohort and for diabetes-related traits, high fat fed 
males were the most affected cohort. These studies also 
demonstrated that if context was not taken into account 
in the mapping model (context referring to the sex and/
or dietary environment), genetic associations are missed. 
For example, if a genetic effect is found only in high fat 
fed females, the lack of genetic effects in the other sex by 
diet cohorts will wash the association out if the entire 
population is pooled together in the analysis. Addition-
ally, if the additive genetic effects between two cohorts 
in a population are of opposite directions (the homozy-
gote genotypes change ranks in different environments), 
the association will be washed out if the two cohorts are 
pooled (Fig. 9.5). This result has important implications 
for human studies.

Gene-by-dietary-environment interactions that are 
identified in rodent models have potential to inform 

human studies and potentially increase their power to 
identify patterns of interactions in populations of hu-
man subjects (using methods described in Sections 4.2 
and 4.4). The idea is to identify biomarkers with dietary 
effects on metabolic parameters that may be context-
dependent and that are relevant to the clinical reality 
of MetS in a nutritional genomics context. The promise 
of nutritional genomics is that it can provide personal-
ized dietary recommendations based on an individual’s 
genetic make-up at loci found to interact with diet. Per-
sonalized dietary recommendations aimed at prevention 
and therapy represent a practical clinical translation of 
animal model research to public health, particularly for 
MetS components, such as dyslipidemia or insulin resis-
tance that could be delayed or even prevented through 
dietary modifications (Bouchard and Ordovas, 2012).

6 ANIMAL MODELS OF MetS 
PATHOPHYSIOLOGY

Understanding MetS pathophysiology in animal 
models can shed light on why some obese individuals 
develop metabolic complications while others do not. 
Further, animal models may also shed light on why 
some lean individuals develop multiple MetS compo-
nents in the absence of obesity. Most animal models fo-
cused on pathophysiology attempt to understand the 
link between obesity and insulin resistance, which is 
an important risk factor for developing T2D and CVD. 
Physiological studies generally focus on the roles of adi-
pose tissue, endocrine function, and fatty acid metabo-
lism in metabolic complications, although each of these 

FIGURE 9.5 An example of a gene-by-diet interaction with homo-
zygote genotypes changing rank order in different dietary environ-
ments. This figure illustrates that genetic associations can be missed if 
environment is not taken into account. In this example, trait value is 
the y-axis and homozygote genotypes are depicted on the x-axis. On 
a high fat diet, individuals with the AA genotype at the marker locus 
have a higher trait value than individuals with the aa genotype. The 
opposite is true for individuals on a low fat diet. If individuals of both 
diets are pooled together in an analysis, the opposite genetic effects 
of the two cohorts will wash each other out, despite a clear genetic 
association with the trait and gene by diet interaction. This result has 
been found in mouse models of MetS (Lawson et al., 2011a) and has 
implications for human studies.
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factors is interrelated. Recently, the role of autophagy in 
obesity has been garnering attention. This is important 
because some fat depots (visceral adipose tissue) are 
correlated with increased risk of developing insulin re-
sistance whereas others (subcutaneous adipose tissue) 
are actually correlated with decreased risk (reviewed 
in: Hardy et al., 2012), yet the mechanisms underlying 
these correlations are unknown. Animal models that test 
mechanistic hypotheses are the first step toward gaining 
new biological insight into MetS. Physiological studies 
inform genetic studies (and are also informed by genetic 
studies), and candidate gene studies can be designed 
based on physiological results with the idea that identi-
fying molecular mechanisms underlying metabolic com-
plications can lead to the discovery of novel biomarkers 
and the development of better therapeutic strategies for 
MetS.

6.1 Adipose Tissue: Hormones, Remodeling and 
Inflammation

The role of leptin in MetS is discussed earlier in 
Section 4.1. Adiponectin is another adipose tissue de-
rived protein hormone that was discovered shortly af-
ter leptin was characterized in a mouse model (Havel 
and Bremer, 2010). Adiponectin has been shown to be 
a key factor linking visceral adipose tissue to MetS. It is 
the most abundant protein secreted by adipocytes, and 
high circulating levels of adiponectin is correlated with 
increased insulin sensitivity and resistance to metabolic 
complications (Scherer, 2006). Low circulating adiponec-
tin levels is correlated with insulin resistance in rhesus 
monkeys (Hotta et al., 2001) and in rodent models 
(Cummings et al., 2008; Nawrocki et al., 2006). A recent 
study used RNA-sequencing to profile genes expressed 
in liver in both adiponectin knockout and wild-type 
mice (Liu et al., 2012). This study found differential ex-
pression in genes involved in several glucose and lipid 
pathways that are fruitful targets for focused candidate 
gene studies aimed at identifying functional pathways 
regulated by adiponectin.

Adipose tissue remodeling and inflammation is likely 
involved in the pathogenesis of MetS. The accumulation 
of large adipocytes is associated with increasing rates of 
adipocyte death, inflammation, and insulin resistance. 
Macrophages localize to the dead adipocytes and form 
crown-like structures that envelope and ingest the adi-
pocyte and its lipid droplet (Cinti et al., 2005). This clear-
ance of dead adipocytes by macrophages is an initial 
remodeling event that promotes proinflammatory acti-
vation of macrophages, and results in a bimodal distribu-
tion of both large and small adipocytes. DIO mice show 
marked increases in adipocyte size, death, and macro-
phage content (Strissel et al., 2007). This is positively 
correlated with insulin resistance, dylipidemia, and non-

alcoholic fatty liver disease (Ferrante, 2007). Mice with 
loss of function mutations in monocyte chemoattractant 
protein-1 (Mcp1) and its receptor (Ccr2) have decreased 
adipose macrophage content and appear to be protect-
ed from high fat diet induced insulin resistance (Kanda 
et al., 2006; Weisberg et al., 2006). Further, mice overex-
pressing Mcp1 have increased levels of adipose tissue 
macrophages and increased insulin resistance. At base-
line, mouse adipose tissue macrophages show low ex-
pression of macrophage differentiation markers. Over-
nutrition results in a macrophage population “shift,” 
with increasing levels of monocytes being recruited from 
circulation into the adipose tissue (Lumeng et al., 2007), 
indicating that DIO results in adipose tissue remodeling 
and remodeling-associated inflammatory response. Ex-
pression studies in rodent models are illuminating some 
of the genes involved in the intercellular communication 
among adipose tissue cell types, including TNF, SFRP5, 
and WNT5a (among others). A promising avenue of re-
search using animal models is aimed at inhibiting the 
infiltration of monocytes into adipose tissue and poten-
tially ameliorating the inflammatory response and pre-
venting insulin resistance (Ouchi et al., 2011; Suganami 
and Ogawa, 2010 for a review of macrophages in adi-
pose tissue remodeling and inflammation). It is worth 
noting that adiponectin is considered an antiinflamma-
tory adipokine, and circulating levels decrease as inflam-
mation increases. Recent pharmaceutical based research 
in mice has found that inhibiting Mcp1 expression both 
reduces inflammation and increases adiponectin levels 
in adipose tissue (Vinolo et al., 2012).

6.2 Free Fatty Acid Metabolism

Altered FFA metabolism is an important factor in the 
pathogenesis of insulin resistant glucose metabolism, 
dyslipidemia, and possibly inflammation associated 
with obesity in MetS (Boden, 2006; Shulman, 2000). Ex-
cess plasma FFA concentration impairs the ability of in-
sulin to stimulate muscle glucose uptake and suppresses 
hepatic glucose production (Ferrannini et al., 1983). 
Increased FFA delivery to the liver increases hepatic 
VLDL-triglyceride production and plasma triglyceride 
concentrations (Lewis et al., 1995). This increases the 
transfer of triglycerides from VLDL to HDL, which leads 
to increased HDL clearance and results in decreased 
plasma HDL concentrations (Hopkins and Barter, 1986). 
Visceral adiposity is associated with lipid accumulation 
in the liver and insulin resistance. It has been hypoth-
esized that FFAs released during lipolysis of visceral 
adipose tissue causes insulin resistance because these 
fatty acids enter the portal vein and are directly deliv-
ered to the liver, leading to hepatic insulin resistance, 
triglyceride accumulation and increased secretion of 
atherogenic lipoproteins (Despres and Lemieux, 2006). 
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This so-called “Portal Theory” of MetS has been tested in 
canine models at both molecular and physiological lev-
els. Dog intraabdominal fat depots are easily measured 
using magnetic resonance imaging, and invasive proce-
dures, such as portal vein cannulation and omentectomy 
(surgical removal of the greater omentum and its con-
stituent visceral adipose tissue) are easier to perform in 
larger mammals than in rodents, although recently a rat 
model has been developed with a chronically implanted 
portal vein catheter to quantify pulsatile insulin secre-
tion (Matveyenko et al., 2008). As is observed in human 
populations, dogs naturally exhibit wide variance in fat 
deposition and increased levels of visceral adiposity is 
highly correlated with insulin resistance in dogs (Berg-
man et al., 2006, 2007; Kim et al., 2003). Differential ex-
pression of several important genes involved in FFA me-
tabolism (LPL, HSL, and PPARγ) in both visceral fat and 
liver tissue was observed between high fat fed dogs and 
controls. Liver insulin receptor binding was decreased 
by 50% in the high fat fed dogs, providing circumstantial 
molecular evidence supporting the portal theory (Kabir 
et al., 2005). Omentectomy in a dog model has been dem-
onstrated to improve insulin sensitivity, supporting the 
association between visceral fat and insulin resistance, 
however, the FFA-portal vein link between visceral fat 
and insulin resistance was not supported in this model 
(Lottati et al., 2009). Further, isotope tracer data from hu-
man subjects suggests that only 20% of FFAs delivered 
to the liver derive from visceral fat, indicating that it is 
unlikely that the delivery of fatty acids via the portal 
vein underlies the strong correlation between visceral fat 
and insulin resistance (Nielsen et al., 2004). Thus more 
research is required to test the FFAs hypothesis in the 
context of visceral fat and insulin resistance, and animal 
models will be integral to understanding this connection 
in the context of MetS pathophysiology.

6.3 Gastrointestinal Hormones

Hormones produced by the gastrointestinal tract are 
essential to glucose and lipid metabolism. These hor-
mones are involved in short-term regulation of satiety 
and potentially in long-term regulation of adiposity 
and energy homeostasis (for a comprehensive review of 
endocrine regulation of energy balance, see Havel and 
Bremer, 2010; Suzuki et al., 2011). Animal models have 
been critical to understanding the roles of hormone ac-
tion in MetS, and to characterizing receptor, and signal-
ing pathways that can be manipulated for therapeutic 
intervention. Ghrelin is a peptide hormone produced by, 
and secreted from, endocrine cells of the stomach and 
proximal small intestine. It increases hunger and poten-
tially stimulates food intake, although high circulating 
ghrelin concentrations are negatively correlated with 
body weight (Tschop et al., 2001). Nevertheless, direct 

administration of ghrelin has been found to increase 
food intake resulting in weight gain in a rat model 
(Tschop et al., 2000). Glucose-dependent insulinotropic 
polypeptide (GIP) is a hormone secreted by K-cells in the 
duodenum and proximal jejunum in response to carbo-
hydrate ingestion. GIP receptors are located in pancre-
atic islets, brain, adrenal, and adipose tissues. GIP aug-
ments glucose-stimulated insulin secretion (D’Alessio 
et al., 2001). Ablating GIP producing K-cells in a mouse 
model appears to protect animals from dietary obesity, 
and administering a GIP receptor antagonist in high fat 
fed mice has been reported to reverse obesity and insu-
lin resistance (Althage et al., 2008; McClean et al., 2007). 
Glucagon-like peptide-1 (GLP-1) is produced by L-cells 
in the ileum. Administering GLP-1 receptor antagonist 
has been shown to improve glucose tolerance in a ba-
boon model (D’Alessio et al., 1996). GLP-1 is also pro-
duced in neurons in the hypothalamus. Administering 
GLP-1 directly into the brains of rats has been shown 
to inhibit feeding and result in weight loss (Tang-Chris-
tensen et al., 1996). Oxyntomodulin (OXM) is cosecreted 
with GLP-1 from L-cells in the ileum. Administration 
of OXM inhibits food intake in rats, likely by increas-
ing energy expenditure (Dakin et al., 2002). Peptide-YY 
(PYY) is produced by L-cells in the ileum and colon. PYY 
concentrations rise after feeding, peak after 1–2 h, and 
remain elevated for several hours longer. Higher levels 
of PYY are secreted after fat ingestion than after either 
carbohydrate or protein ingestion (Suzuki et al., 2011). It 
has been observed in a mouse model that PYY adminis-
tration inhibits food intake, promoting weight loss and 
fat oxidation (Adams et al., 2006), although this result 
has not been observed in other mouse studies (Tschop 
et al., 2004). These gastrointestinal hormones all con-
verge on major signaling pathways in the brain, namely 
the arcuate nucleus of the hypothalamus and the dor-
sal motor nucleus of the vagus nerve in the brainstem. 
Each represents promising therapeutic targets for appe-
tite regulation in the context of MetS. The fundamental 
knowledge derived from animal models of endocrine 
regulation can set the stage for planning appropriate and 
safe therapeutic manipulations of these signaling path-
ways in human subjects.

6.4 Autophagy

Autophagy is an intracellular process wherein cell 
cytoplasm constituents and structures are isolated by 
a phagophore, segregated from the cytoplasm into an 
autophagosome, which then fuses with a lysosome to 
form an autolysosome whose contents are degraded and 
recycled for use in the cell. Autophagy is a response to 
stress but it also plays a role in normal cell remodeling 
(Mizushima and Klionsky, 2007). Autophagy is inhibited 
by mTOR activation in the presence of insulin-like and 
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other growth factors (Jung et al., 2010). It is induced by 
a reduction in mTOR signaling, activating a protein ser-
ine/threonine kinase complex. Autophagy has recently 
been associated with metabolic function, including regu-
lation of lipid metabolism (Singh et al., 2009) and obesity 
(Goldman et al., 2010; Zhang et al., 2009). Inhibiting au-
tophagy leads to an increase in circulating triglyceride 
levels and a decrease in triglyceride breakdown, suggest-
ing that accumulating lipids decreases autophagy, po-
tentially leading to a deleterious positive feedback loop 
in the cell’s physiology (Singh et al., 2009). Key genes in-
volved in this process include: ATG1, ATG7, BCN1, LC3, 
and class III P13K among others. Recently, an adipose 
tissue specific Atg7 knockout mouse model found that 
adipose-specific Atg7−/− animals weigh less and have 
reduced reproductive fat depots relative to wild-type 
controls (Zhang et al., 2009). The knockouts consumed 
food at the same rate as wild-type mice regardless of 
diet, yet they failed to develop obesity when on a high 
fat diet. Additionally, they were more active than wild-
type controls. Atg7−/− animals exhibited lower serum tri-
glyceride, cholesterol, FFA, and leptin levels, but normal 
adiponectin and glucose levels with decreased serum 
insulin levels and increased insulin sensitivity. At the 
cellular level, adipogenesis was less efficient in Atg7−/− 
primary mouse embryonic fibroblasts than in wild-type 
controls. Histological analysis showed that Atg7−/− adi-
pocytes were smaller and often contained multiple small 
lipid droplets rather than the single large droplet found 
in wild-type cells. A recent study in an Ossabaw pig 
model found that inhibited myocardial autophagy was 
associated with development of MetS (Li et al., 2012b). 
Better understanding the pathophysiology and the mo-
lecular underpinnings of autophagy in metabolic traits 
in animal models could facilitate the exploration of this 
cellular process in human obese subjects with the idea 
that exploitation of this pathway has therapeutic poten-
tial for MetS.

7 CONCLUSIONS

To prescribe the right therapies for MetS, one needs to 
be able to predict phenotype from genotype to some de-
gree. Animal models have advanced our understanding 
of the genotype-metabolic function relationship through 
testing hypotheses about genetic underpinnings and 
molecular pathophysiologies that lead to the clustering 
of metabolic complications putting an individual at risk 
of developing T2D and/or CVD. Bioinformatic tools and 
archived genomic and phenotypic data for different ani-
mal model systems make it possible to design and exe-
cute focused studies using the species or strains that most 
appropriately mimic the clinical reality of MetS. Exciting 
advances in genomics make it possible to explore both 

genetic and epigenetic modes of gene regulation and to 
understand how genes modify environmental effects 
on phenotypic variation. Characterization of molecular 
physiological pathways in animal models—especially 
direct characterizations in disease-relevant tissues—can 
illuminate potential therapeutic targets. Patterns identi-
fied in animal models can be translated to studies of hu-
man subjects for the improvement of human health.
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1 INTRODUCTION

Diabetes mellitus is a metabolic disease character-
ized by hyperglycemia due to a relative or complete 
deficiency of the hormone insulin. This hormone, which 
is secreted from the beta cells in the pancreatic islets of 
Langerhans, is essential in the control of blood glucose 
concentrations by facilitating glucose uptake and me-
tabolism in peripheral tissues, such as the liver, muscle, 
and adipose tissue. There are two main classifications 
of diabetes: Type 1 diabetes and Type 2 diabetes. Type 1 
diabetes is caused by the autoimmune destruction of the 
beta cells, leading to insulin deficiency whereas Type 2 
diabetes is characterized by insulin resistance and an in-
ability of the beta cells to adequately compensate with 

increased insulin secretion. Acute symptoms of the 
disease include fatigue, polydipsia, and polyuria. Due 
to a severe insulin deficiency, Type 1 diabetes patients 
can present with acute weight loss and in some severe 
cases ketoacidosis and coma. Chronic hyperglycemia 
can lead to a variety of complications, such as neuropa-
thy, nephropathy, and retinopathy. Animal models are 
routinely used in diabetes research as blood glucose 
homeostasis is well preserved across different species. 
Rodents are most commonly used for ethical and practi-
cal reasons (Renner et al., 2016) although larger animals, 
such as pigs, cats, dogs, and primates are used for spe-
cific studies. Although the symptom of hyperglycemia 
connects different types of diabetes, the etiology and pa-
tient characteristics of each is diverse. The animal model 
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chosen will depend on whether a model of Type 1 or 
Type 2 diabetes is required. In addition, the choice will 
be influenced by the study design, for example, whether 
the aim is to understand more about the pathogenesis, 
prevent disease onset or to treat the disease (King and 
Bowe, 2016).

2 TYPE 1 DIABETES

Type 1 diabetes is most commonly diagnosed in chil-
dren and young adults. At the time of diagnosis, patients 
have very little endogenous insulin production and thus 
require life-long insulin therapy. Both genetic and envi-
ronmental factors play a role in the disease, evidenced 
by identical twin concordance of around 27% (Hyttinen 
et al., 2003). Disease susceptibility has been linked with 
various major histocompatibility complex (MHC) genes 
in which genetic variations can either protect or increase 
risk of disease (Erlich et al., 2008; Pociot et al., 2016). En-
vironmental triggers of the disease are not well under-
stood but viruses have been implicated in some cases 
(Rewers and Ludvigsson, 2016). The disease is mainly 
characterized by severe hyperglycemia due to a sub-
stantial reduction in insulin production due to autoim-
mune destruction of the pancreatic beta cells (Wilcox 
et al., 2016). Therefore animal models of Type 1 diabetes 
should ideally have a large reduction in beta cell mass 
by either replicating the autoimmune process or by other 
means. Some of the most commonly used rodent models 
of Type 1 diabetes are outlined in Table 10.1.

2.1 Spontaneous Models of Autoimmune 
Type 1 Diabetes

A key histopathological characteristic of Type 1 dia-
betes is insulitis, which is the immune cell infiltration of 
the pancreatic islets, ultimately leading to beta cell death 
(Campbell-Thompson et al., 2016). Another distinctive 

feature of Type 1 diabetes is the presence of autoantibod-
ies, such as islet antigen 2 (IA2), glutamic acid decarbox-
ylase, and zinc transporter 8 (ZnT8) (Knip et al., 2016). 
Spontaneous autoimmune diabetes has been discovered 
in several rodent strains, which have been further inbred 
to provide strains in which diabetes develops at a rela-
tively high incidence (Mathews, 2005). Although these 
rodent models have some differences from the human 
condition, they have been very useful in understanding 
some key aspects of the disease, such as the pathogenesis 
of insulitis, as human pancreas samples are difficult to 
obtain.

2.1.1 Nonobese Diabetic Mouse
One of the most commonly used autoimmune models 

of Type 1 diabetes is the nonobese diabetic (NOD) mouse. 
This strain was originally developed from inbreeding a 
colony of cataract-prone outbred Jcl:ICR mice to create 
a model of spontaneous autoimmune Type 1 diabetes. 
These mice develop severe insulitis within 2–4 weeks in 
females and 5–7 weeks in males leading to beta cell de-
struction and hyperglycemia by 30 weeks in up to 80% 
of females and 30% of males (Makino et al., 1980). The 
progression of the disease within NOD mice is a com-
plex interaction of immune cell responses with involve-
ment from macrophages, dendritic cells, NK cells, B 
lymphocytes, and T lymphocytes (Jorns et al., 2014; Lee 
et al., 1988; Welzen-Coppens et al., 2013). By the time in-
sulitis is fully established at around 12–14 weeks, T lym-
phocytes are the predominate cell infiltrating the islets 
(Magnuson et al., 2015) causing beta cell destruction and 
leading to overt diabetes (Jayasimhan et al., 2014).

It should be noted that the extent of insulitis differs 
from humans, with NOD mice showing severe insulitis 
in nearly all islets whereas in the human diabetic islets 
the insulitis is less pronounced and not all islets are not 
affected (Driver et al., 2011; In’t Veld, 2014). One disad-
vantage of using the NOD mouse is the uncertainness of 
when overt diabetes will develop as it can range from 18 

TABLE 10.1  Main Characteristics of Most Commonly Used Rodent Models of Type 1 Diabetes

Model of Type 1 diabetes Onset
Age/time of 
induction

Immune cell 
involvement?

Useful to understand 
pathogenesis?

Useful in 
prevention studies?

Nonobese diabetic (NOD) mice Spontaneous 12–30 weeks Yes Yes Yes

Biobreeding (BB) rats Spontaneous 8–16 weeks Yes Yes Yes

Lew.1AR1-iddm rats Spontaneous ∼8 weeks Yes Yes Yes

Komeda diabetic-prone (KDP) rats Spontaneous ∼8 weeks Yes Yes Yes

Akita mice Spontaneous ∼4 weeks No Some aspects No

Low dose streptozotocin Induced Within days Yes Some aspects Some aspects

High dose streptozotocin Induced Within days No No No

Alloxan Induced Within days No No No
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to 30 weeks. Several tools exist to induce a rapid-onset 
model. One is the injection of cyclophosphamide, in 
which one or two intraperitoneal injections can induce 
overt diabetes rapidly in prediabetic male and female 
NOD mice (Harada and Makino, 1984; Yasunami and 
Bach, 1988). Alternatively, if islets are transplanted from 
a young NOD mouse to an overtly diabetic mouse, the 
newly transplanted islets rapidly succumb to insulitis 
and thus can be studied in a more controlled time frame 
(Wang et al., 1992). Finally, adoptive transfer models can 
be used to induce a diabetic phenotype rapidly into an-
other mouse (Christianson et al., 1993; Wicker et al., 1986).

The NOD mouse has been an important tool in under-
standing the genetic risk factors associated with the de-
velopment of Type 1 diabetes. Several genetic loci have 
been shown to have contributing or protective effects 
on the development of diabetes in NOD mice (Driver 
et al., 2012; Pearson et al., 2016). One example of this is 
the MHC, which is highly important in both NOD mouse 
and human diabetes development (Nerup et al., 1974; 
Prochazka et al., 1987). Indeed in humans, it is the most 
robust genetic predictor of Type 1 diabetes susceptibil-
ity (Pociot et al., 2016). Other genetic predictors pres-
ent in both NOD mice and humans include cytotoxic  
T-lymphocyte-associated protein 4 (CTLA-4) (Ueda 
et al., 2003). However, it should be noted that many sus-
ceptibility loci identified in NOD mice turned out not 
to have an effect on the development of Type 1 diabetes 
in humans (Driver et al., 2011). Due to the common im-
munogenic progression of diabetes between NOD mice 
and humans, these mice provide a valuable tool for as-
sessing therapies that target the immune components of 
the disease, mostly aimed at either modulating immune 
cell communication or suppressing T cell activation 
(Atkinson and Leiter, 1999). However, despite NOD mice 
being a vital model for studying the disease, many fac-
tors strongly influence the NOD mouse’s susceptibility 
to respond to intervention treatment. Diabetes develop-
ment is prevented in NOD mice if they are not kept in a 
specific pathogen-free environment (Leiter, 1993), which 
has been attributed to the influence of gut microbiota in 
different environmental conditions (Alam et al., 2011; 
King and Sarvetnick, 2011). Therefore diabetes incidence 
can be affected by different husbandry practices. Anoth-
er source of variation is the age of the mouse at the time  
of treatment as it has been suggested that young diabetic 
NOD mice are more likely to respond to treatment than 
older mice (Roep, 2007). It has thus become clear that 
different conditions play a part in the efficacy of treat-
ments within NOD mice and may be the reason for a 
few therapies being effectively translated to human tri-
als (Jayasimhan et al., 2014; Reed and Herold, 2015). In 
the example of the anti-CD3 and IL-1 combination ther-
apy, a multicenter trial was conducted based on some 
previous work showing the benefit of this treatment in 

NOD mice (Ablamunits et al., 2012); however, human 
trials were not able to completely replicate the results 
seen in NOD mice (Daifotis et al., 2013), which was at-
tributed to dosing, choice of endpoints and the fact that 
some patients may not be “responders” to that specific 
treatment (Herold et al., 2013; Reed and Herold, 2015). 
Indeed it is worth noting that the underlying pathology 
of the disease may differ between different patients and 
it is possible that the NOD mouse model only represents 
one subset of Type 1 diabetes patients.

New experimental models using NOD mice have 
now been developed including humanized and geneti-
cally altered NOD mice (Pearson et al., 2016; Serreze 
et al., 2016). These advances have shown promising 
results, however, important differences still remain be-
tween Type 1 diabetes in the NOD mouse and humans 
which should be taken into consideration when design-
ing studies (Pearson et al., 2016; Reed and Herold, 2015; 
Roep, 2007; Simpfendorfer et al., 2015). Nonetheless, 
NOD mice are still widely used and are an asset to in-
vestigating the complex mechanisms of Type 1 diabetes.

2.1.2 BB Rat
Biobreeder (BB) rats were created from a Wistar col-

ony in which spontaneous autoimmune diabetes had 
occurred (Mathews, 2005). Two separate diabetes-prone 
strains were derived: the inbred BBDP/Wor and the 
outbred BBdp, as well as a diabetes resistant BB strain 
known as BBDR (Mordes et al., 2004). In the diabetes-
prone BB rats, hyperglycemia develops between 8 and 
16 weeks of age with 90% developing diabetes within 
the first 3 months (Mathews, 2005). In contrast to NOD 
mice, there is no bias toward either sex. However, inci-
dence of diabetes varies depending on housing condi-
tions, much like the NOD, with up to 50% becoming 
diabetic in normal conditions (Nakhooda et al., 1978) 
and up to 90% in viral antibody-free conditions (Like 
et al., 1991). The pathogenesis of diabetes in these rats 
involves B cells, dendritic cells, macrophages, NK cells, 
and T cells infiltrating the islets directly and leading to 
insulitis 2–3 weeks before overt diabetes is established 
(Hanenberg et al., 1989). The resulting diabetes can 
be quite severe and therefore the rats often need to be 
maintained on insulin to prevent ketoacidosis (Bortell 
and Yang, 2012). In contrast to NOD mice, the insulitis 
in BB rats is not preceded by periinsulitis and thus may 
be a better alternative for insulitis studies, as this pattern 
more closely resembles the pathology seen in humans 
(Mordes et al., 2004). As with NOD mice and humans, BB 
rat susceptibility to diabetes has been linked with MHC 
class II gene loci (Jacob et al., 1992). However, BB rats 
are lymphopenic with a substantial reduction in CD4+ 
T cells and very few CD8+ T cells (Jorns et al., 2014) and 
from this perspective differ from the human disease. 
This lymphopenia is caused by a frameshift mutation 
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in Gimap5 causing T cell apoptosis and is necessary 
for the development of Type 1 diabetes in the BB rats 
(MacMurray et al., 2002). BB rats have a reasonably pre-
dictable onset of diabetes so have been a useful model in 
which to dissect the serum factors linked to early stages 
of diabetes progression (Kaldunski et al., 2010). They 
have also proved useful in investigating novel therapies 
targeting disease progression (Gotfredsen et al., 1985; 
Like et al., 1984; Scott et al., 1997).

2.1.3 Lew.1AR1-iddm
The Lew.1AR1-iddm rat was derived from a colony of 

congenic Lewis rats in Hannover, Germany, in which a 
spontaneous mutation in Lew.1AR1 rats lead to a Type 1 
diabetic phenotype (Lenzen et al., 2001). The original in-
cidence of diabetes in these rats was 20% but subsequent 
inbreeding increased the incidence up to 80% (Jorns 
et al., 2005). Overt diabetes develops around 8–9 weeks 
of age in both genders and is preceded by insulitis in 
the pancreas only around a week before diabetes onset 
(Jorns et al., 2005). Cells identified in the insulitis include 
CD4+ and CD8+ lymphocytes, macrophages, NK cells, 
and B cells (Lenzen et al., 2001; Mathews, 2005). In con-
trast to NOD mice and BB rats, the Lew.1AR1-iddm rat 
does not show signs of other autoimmune diseases and 
unlike BB rats they are not lymphopenic. This model 
has been used to understand the mechanisms involved 
in development of Type 1 diabetes from both a genetic 
point of view (Weiss et al., 2008) and the pathogenesis of 
the insulitis (Jorns et al., 2004). In addition, intervention 
studies have been carried out on this rat model (Jorns 
et al., 2010, 2015).

2.1.4 Komeda Diabetes-Prone Rat
The Komeda diabetes-prone (KDP) rats were derived 

from the Long-Evans Tokushima Lean strain, which 
were selectively bred to create diabetes prone (Kawano 
et al., 1991) and diabetes free substrain (Komeda 
et al., 1998). These rats develop typical signs of Type 1 
diabetes including polyuria, hyperglycemia, and weight 
loss at around 60 days (Komeda et al., 1998). In similarity 
to the other rodent autoimmune models of Type 1 dia-
betes, beta cell loss is due to insulitis, but in KDP rats 
the cytokine profile differs where interferon-γ and tumor 
necrosis factor-α rather than interleukin-1β predomi-
nates (Jorns et al., 2014). Although these animals are not 
lymphopenic like BB rats, they do show signs of auto-
immunity to the salivary and lacrimal glands (Mordes 
et al., 2004). These rats have not been extensively stud-
ied outside of Japan, but they been used to understand 
genetic susceptibilities to Type 1 diabetes. As with oth-
er rodent models and humans, MHC class II has been 
shown to be important in the development of the disease 
(Yokoi et al., 2012). In addition, a non-MHC susceptibil-
ity gene was identified (Casitas B-lineage lymphoma b) 

in which polymorphisms were subsequently identified 
in the human disease (Yokoi et al., 2002). Although the 
most common variants do not seem to be linked to Type 
1 diabetes in humans, some rarer missense mutations 
have been identified in human Type 1 diabetes patients 
(Yokoi et al., 2008).

2.2 Spontaneous Models of Nonautoimmune 
Diabetes

2.2.1 Akita Mouse
Mice differ from humans as they have two genes for 

insulin: Ins1 and Ins2. The Akita mouse, also known as 
the Ins2 mouse or MODY4 mouse, was derived from 
a C57Bl/6 colony in which a spontaneous mutation of 
the Ins2 gene resulted in early onset diabetes (Yoshioka 
et al., 1997). The mutation is an autosomal dominant mis-
sense mutation which stops one of the crucial disulphide 
bonds forming between the A and B chains of insulin 2, 
leading to misfolding of the proinsulin-2 protein (Wang 
et al., 1999). Electron microscopy has shown that this mis-
folded protein appears to aggregate in enlarged endo-
plasmic reticulum (ER). These aggregates are C-peptide 
positive but are around twice the size of expected pro-
insulin and have been shown to be linked to chaperone 
proteins, such as binding immunoglobulin protein (BiP). 
As these proteins are not fit for secretion, the ER unfolded 
protein response is triggered to degrade the aggregates. 
With limited degradation capacity within the ER, this 
accumulation ultimately leads to ER stress and beta cell 
destruction by apoptosis, specifically by a proapoptotic 
factor Chop (Oyadomari et al., 2002). These mice develop 
hyperglycemia, insulinopenia, polydipsia, and polyuria 
within 4 weeks of age and so provide a solid model of 
Type 1 diabetes (Izumi et al., 2003). Male mice in particu-
lar develop severe hyperglycemia and may require in-
sulin administration to survive. However, females show 
a much less pronounced hyperglycemia (Oyadomari 
et al., 2002), which may be due to the protective effect of 
estrogen (Le May et al., 2006). Therefore, these mice have 
been used in both Type 1 diabetes research and Type 2 
diabetes research as the severe deficiency of functional 
insulin in males gives a Type 1 diabetes phenotype, 
whereas the role of beta cell ER stress in the pathogenesis 
is of interest in studies of Type 2 diabetes.

In Type 1 diabetes research, the inability of the Akita 
mouse beta cells to regenerate have made this model a 
useful tool in investigating the impact of islet transplan-
tation therapies (Mathews et al., 2002).

2.3 Chemical Induction of Diabetes

Several compounds have been tested and have been 
shown to induce diabetes in animal models, however, the 
two most studied and routinely used are streptozotocin 
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(STZ) and alloxan, both of which are glucose analogs. STZ 
and alloxan both work through the glucose transporter 
GLUT2 found in beta cells (Elsner et al., 2002; Schnedl 
et al., 1994). They do, however, have differing down-
stream mechanisms but ultimately both lead to almost 
complete ablation of beta cells within the islets causing a 
severe deficiency in insulin production leading to hyper-
glycemia and weight loss and thus reproducing the main 
symptoms of Type 1 diabetes. These compounds have 
been used for many years in animals for several reasons 
including their predictable symptom onset and relative 
low-cost compared to breeding spontaneously diabetic 
animals. These compounds provide stable hyperglyce-
mia in small animals within a week (Deeds et al., 2011) 
and provide an ideal platform to study ways to decrease 
hyperglycemia which are not beta cell dependent, for 
example, in new insulin therapies or when investigat-
ing the efficacy of islet transplantation. The kidney and 
liver also contain the GLUT2 transporter but have better 
protection against the effects of these toxins, nonetheless 
care should be taken to avoid overdose as it will cause 
toxic effects in these organs (Elsner et al., 2002; Schnedl 
et al., 1994). Due to their analogy to glucose, alloxan 
and STZ compete with glucose for uptake via GLUT2, 
which is why some investigators suggest fasting prior 
to administration. Although beta cell regeneration does 
not routinely occur after alloxan or STZ administra-
tion, it has been reported for both these compounds (De 
Haro-Hernandez et al., 2004; Yin et al., 2006) and there-
fore measures to control for this should be taken.

2.3.1 Alloxan
Alloxan [2,4,5,6-tetraoxypyrimidine; 5,6-dioxyuracil] 

is a pyrimidine derivative of uric acid, first discovered 
in 1818 by Brugnaletti and then again in 1838 by Wohler. 
This compound was first noted to have diabetogenic ef-
fects in 1943 when central islet necrosis was found in 
alloxan-treated rabbits (Dunn et al., 1943). From then 
on, it has been used to model Type 1 diabetes in animal 
experimentation. Doses vary between studies; however, 
it is suggested that single doses ranging from 50 to 150 
mg/kg produce chronic hyperglycemia in rodents de-
pending on administration route and strain (Leiter and 
Schile, 2013; Szkudelski, 2001). Alloxan has been shown 
to begin exerting its effects within 2 min (Szkudelski 
et al., 1998) as plasma insulin levels are seen to rise con-
sequently giving a period of hypoglycemia preceding 
long-term hyperglycemia. This hyperglycemia has been 
shown to be chronic but has been occasionally shown to 
ameliorate over time with blood glucose concentrations 
normalizing and body weight returning or surpassing 
original levels (De Haro-Hernandez et al., 2004). This 
has been proposed to be due to superior beta cell regen-
eration with alloxan treated-compared to STZ-treated 
animals as was demonstrated in guinea pigs (Gorray 

et al., 1986), although it should be noted that the islets 
from different animal species show different suscepti-
bilities to this toxin (Tyrberg et al., 2001).

Alloxan’s mechanism of action has been compiled 
over the years from in vitro and in vivo studies and it 
is now well established. The uptake of alloxan through 
GLUT2 transporters on the beta cells leads to rapid cell 
destruction. As alloxan enters the beta cell, reactive oxy-
gen species reduce the alloxan to dialuric acid, which 
can then go on to reoxidize to alloxan and generate free 
radicals, such as superoxide. Superoxide can form hy-
drogen peroxidase, as well as reduce Fe3+ ions leading 
to hydroxyl radicals, both of which damage the DNA of 
the beta cells leading to fragmentation and ultimate cell 
death. The hydrogen peroxidase has also been suggested 
to be involved in causing a surge of intracellular calcium 
leading to the high initial peak in insulin levels follow-
ing alloxan administration (Szkudelski, 2001) which can 
in itself cause damage to the beta cells. This cyclical de-
struction may account for the ongoing action of alloxan 
long after its clearance from the body with a half-life of 
only 1.5 min at 37°C (Lenzen and Munday, 1991). Al-
loxan also has a second mode of impact on the insulin 
secretion of the beta cells as it has high affinity for ─SH 
containing groups most notably found on glucokinase, 
the glucose-sensing molecule within the beta cells. Bind-
ing of alloxan to glucokinase inactivates it and ultimate-
ly hinders glucose-stimulated insulin secretion (Lenzen 
et al., 1987).

2.3.2 Streptozotocin
Streptozotocin [2-Deoxy-2-({[methyl(nitroso)amino]

carbonyl}amino)-β-d-glucopyranose] (STZ) is an anti-
biotic made by the fungus Streptomycetes achromogenes 
and can be used both in a single high dose or multiple 
low doses to provide chronic diabetes. STZ also works 
through the GLUT2 transporter and accumulates intra-
cellularly forming the alkylating product diazomethane 
resulting in beta cell death through alkylation of the 
DNA within these cells. The destruction of the beta cells 
by STZ is multifactorial. STZ itself is a nitric oxide donor 
and this can directly impact the DNA and cause dam-
age. In addition, STZ causes production of free radicals 
like superoxide, much like alloxan, which ultimately 
leads to hydrogen peroxidase and hydroxyl-induced 
DNA damage through disruption of ATP production 
in the mitochondria. This DNA damage causes activa-
tion of poly ADP-ribosylation reducing intracellular 
NAD+ and further decreasing the available ATP in the 
mitochondria. This overall reduction in ATP leads to 
less insulin synthesis and secretion from the beta cells. 
The subsequent glucose overload then activates the PKC 
pathways and results in downstream glycation products 
resulting in further oxidative stress and cell apoptosis, 
necrosis and DNA damage (Goyal et al., 2016). STZ 



250 10. ANIMAL MODELS OF TYPE 1 AND TYPE 2 DIABETES MELLITUS 

D. OBESITY, DIABETES, METABOLIC, AND LIVER

also has the ability to both directly and indirectly acti-
vate NFkB, which in turn leads to cytokine production 
and mitochondrial dysregulation, contributing to beta 
cell disruption.

STZ has a half-life of 15 min and it is therefore recom-
mended that it must be administered as a fresh prepara-
tion each time, dissolved in a pH 4.5-citrate buffer for 
maximum effect. There are many differences in the doses 
between species and strains with doses ranging from 100 
to 300 mg/kg for single high dose and 30–80 mg/kg for 
multiple low dose injections (Deeds et al., 2011). In fact, 
other factors, such as age and sex also play a large role 
as younger rodents have been shown to be more suscep-
tible to STZ than older animals (Leiter, 1982) and females 
have partial resistance to STZ due to estrogens which ap-
pear to attenuate STZ-induced hyperglycemia as shown 
in rats (Riazi et al., 2006). STZ seems to have a slightly 
better toxicity profile than alloxan with fewer deleteri-
ous effects, for example, in the liver (El-Hawari and 
Plaa, 1983), as well as having a large therapeutic window 
making it now a more favorable option for the induction 
of diabetes. It should also be noted that STZ can induce 
lymphopenia, which could affect the interpretation of 
islet transplantation studies in which immune tolerance 
could be involved (Muller et al., 2011).

2.3.2.1 SINGLE HIGH DOSE STZ

A single high dose of STZ in rodents ranges from 35 
to 65 mg/kg for rats and between 100 and 300 mg/kg 
for mice depending on the strain and sex. There is an 
initial hyperglycemia phase within the first few hours 
followed by up to 8 h of hypoglycemia preceding the 
slow increase of blood glucose levels to the usually in 
the range of 400–600 mg/dL (22–33 mM) over the con-
secutive 3–5 days (Deeds et al., 2011; Goyal et al., 2016). 
The reports of hypoglycemia have given rise to some 
protocols recommending the administration of glucose 
within the early period following injection. However, re-
cent data by King et al. (2016) using continuous glucose 
monitoring in rats has shown that STZ-induced diabetes 
within hours with no signs of hypoglycemia.

2.3.2.2 MULTIPLE LOW DOSE STREPTOZOTOCIN

Multiple low dose STZ treatment is used to model 
insulitis, as well as produce hyperglycemia in rats and 
mice. Multiple doses of STZ between 20 and 40 mg/kg 
are administered over 3–5 consecutive days leading to 
depletion of around 85% of beta cells. This type of dos-
ing induces an inflammatory response leading to mac-
rophage infiltration of the islets that ultimately leads 
to beta cell death by cytokine mediated damage (Lukic 
et al., 1991; Sandberg et al., 1994; Yang et al., 2003). It 
is likely that this occurs through an NFkB-dependent 
pathway as blocking this pathway genetically leads to 
fewer animals becoming diabetic (Mabley et al., 2002). 

A dramatic loss of beta cell mass and secretory function 
occurs within 1 day followed by the maximum macro-
phage infiltration which is seen later at around day 3 
(Bonnevie-Nielsen et al., 1981). Unlike in human Type 1 
diabetes, the beta cell destruction occurs in the absence 
of T lymphocyte involvement and thus investigators 
should interpret results in this model cautiously and 
preferably use it together with a spontaneous autoim-
mune model of beta cell destruction.

2.4 Virus-Induced Models of Diabetes

Viruses have been implicated to be involved in the 
pathogenesis of some cases of Type 1 diabetes (van der 
Werf et al., 2007). Animal models have therefore been 
developed to recapitulate viral infection leading to beta 
cell destruction, which can occur either directly or in-
directly (Jun and Yoon, 2003). A variety of viruses have 
been used in animal models including Coxsackie B virus  
(Kang et al., 1994), Encephalomyocarditis virus 
(Craighead and McLane, 1968), and Kilham rat virus 
(Guberski et al., 1991). The models are complicated by 
the results depending on timing and efficiency of the vi-
ral infection. Indeed, depending on the conditions, some 
viruses have been shown to protect rather that cause 
Type 1 diabetes (von Herrath et al., 2011). Nonetheless, 
these models show an important proof of principle that 
viruses can induce a Type 1 diabetes phenotype and 
have increased our knowledge of this process.

2.5 Large Animal Models of Type 1 Diabetes

In some studies of Type 1 diabetes, it is desirable to 
use a large animal model. Spontaneous diabetes in larger 
animal models is relatively uncommon and the onset is 
unpredictable making spontaneous models rather un-
practical. Therefore beta cell ablation is usually used. 
This can be achieved by pancreatectomy or by chemi-
cally ablating the beta cells using STZ.

2.5.1 Pancreatectomy
Whereas it is not practical or ethical to use pancre-

atectomy in rodents with the sole aim of inducing hy-
perglycemia, it is more widely used in larger animals. 
When carried out by a skilled surgeon, pancreatectomy 
is a reliable method to induce hyperglycemia in pigs 
(Morel et al., 1991), dogs (Fisher et al., 2001), and pri-
mates (He et al., 2011). However, the ethical implica-
tions should be carefully considered, as this is an inva-
sive procedure that can lead to a variety of side effects. 
One potential use is in islet transplantation studies 
where autotransplantation can be carried out in a pig 
(Emamaullee et al., 2009b) or primate model (Rajab 
et al., 2008) as these animals have a similar islet: portal 
vein size as humans.
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2.5.2 Chemical Ablation of Beta 
Cells in Large Animals

STZ can be used in large animals to deplete beta cells 
and has primarily been used in pigs (Hara et al., 2008) 
and primates (Koulmanda et al., 2003). Although it is very 
effective in primates, pigs show a reduced response to 
STZ due to a low GLUT2 expression (Dufrane et al., 2006). 
Increasing the STZ dose can lead to renal and hepatic tox-
icity and thus in pigs a narrow therapeutic window makes 
effective beta cell ablation difficult to achieve. Some stud-
ies have reported a correcting of hyperglycemia within 4 
weeks of the STZ injection into pigs and thus careful atten-
tion is required to make sure spontaneous recovery is not 
affecting the study outcome (Dufrane et al., 2006). Some in-
vestigators have combined a partial pancreatectomy with 
a reduced STZ dose in pigs (Wise et al., 1985). Multiple low 
dose STZ has been used on primates to try and come closer 
to modeling human pathogenesis in Type 1 diabetes. One 
study showed that rhesus monkeys administered low 
dose STZ showed both hyperglycemia and autoantibodies 
to insulin, which is a valuable tool for preclinical testing 
(Wei et al., 2011). However, it is worthy to note that it has 
been shown that cynomolgus monkeys administered STZ-
developed lymphopenia, which could interfere with inter-
pretation of transplantation studies (Nagaraju et al., 2014).

2.6 Choosing an Animal Model 
for Type 1 Diabetes

If the study aims to understand the pathogenesis of 
Type 1 diabetes, an autoimmune model should be used. 
The NOD mouse, BB rat, Lew.1AR.1-iddm rat, and KDP 
rat have all contributed to understanding more about 
the genetic susceptibility of the disease and, in varying 
degrees, the effector mechanisms in beta cell destruc-
tion. Likewise, one of these models would ideally be 
used in prevention studies that involve manipulation of 
the immune attack on the beta cells. The low dose STZ 
model could also be used in addition to prevent immune 
mediated attack on the beta cells, but should ideally be 
combined with a spontaneous model.

In investigations that aim to study new insulin formu-
lations or beta cell replacement therapies, the beta cell 
ablation models of STZ or alloxan could be used as the 
lack of beta cells is a more important characteristic of the 
model than the process that led to it. In addition the male 
Akita mouse is an ideal model in that scenario, as beta 
cell regeneration does not occur.

2.7 Endpoints in a Type 1 Diabetes Study

2.7.1 Blood Glucose Concentrations and Weight
In prevention and curative studies, the most obvious 

endpoint is blood glucose concentrations. However, 

it is important that bodyweight is also monitored as 
blood glucose concentrations will fall if the animal is 
not eating properly which could give the false impres-
sion that the animal is curing when in fact they are 
sicker. To truly be convinced that blood glucose ho-
meostasis is improved, weight gain should be seen in 
conjunction with a reduction in blood glucose concen-
trations. Normal blood glucose concentrations are not 
well defined in rodents, although it should be noted 
that mice tend to have higher blood glucose concentra-
tions than rats and humans. In rodent studies of Type 1 
diabetes, blood glucose concentrations greater than 300 
mg/dL (16.7 mM) is often defined as diabetic, although 
400 mg/dL (22.2 mM) or higher is also used. Defin-
ing when the animal has cured is more difficult. The 
most conservative studies define less than 200 mg/dL 
(11.1 mM) as cured, although other studies use below 
300 mg/dL (16.7 mM). In reality one can regard mice 
with blood glucose concentrations between 200 and 
300 mg/dL (11.1 and 16.7 mM) as neither fully dia-
betic nor fully cured. It is usual to confirm “diabetes” 
or “cure” with blood glucose measurements taken over 
the course of several days to avoid a single fluctuation 
giving a false result. It should be noted that blood glu-
cose concentrations vary between strains (Leiter, 2009) 
and also depend on the time of day that blood glucose 
is measured. The timing of blood glucose concentra-
tion measurement is particularly relevant if using 
rats or mice as these nocturnal animals feed at night. 
Therefore blood glucose concentrations during the day 
are lower than at night and this variation is consid-
erably magnified in models of Type 1 diabetes (King 
et al., 2016). In general, blood glucose concentrations 
should be measured as early in the morning as possible 
and at the same time point each day. Continuous blood 
glucose monitoring by telemetry is a way to circum-
vent this problem, but is rather expensive and invasive 
for everyday use. However, it could be a useful tool 
to use in optimized models to really show improve-
ments in minute-to-minute blood glucose variations 
(King et al., 2016).

2.7.2 Insulitis Scoring
In therapies designed to prevent the autoimmune 

attack on the islets, scoring of insulitis in histological 
sections of the pancreas at the end of the study can 
provide evidence of successful manipulation of the im-
mune response. Typically, islets are scored from 0 to 3 
depending on extent of the immune infiltration (Yoon 
et al., 1999). It is important that scoring occurs blinded 
to prevent bias and ideally should be carried out by 
two independent researchers scoring each sample. A 
more refined method is fluorescence-activated cell sort-
ing to analyze the phenotype of the infiltrating cells 
(Magnuson et al., 2015).
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2.7.3 Immune Cell Phenotyping 
and Autoantibody Response

To characterize the immune response during the au-
toimmune attack, cells of the peripheral blood, spleen, 
or lymph nodes can be analyzed by fluorescence-
activated cell sorting (Pontesilli et al., 1987). In addi-
tion, autoantibodies in the serum can be measured by 
ELISA, radiobinding assays (Lampasona et al., 2008), or 
electrochemiluminescence-based assays (Lo et al., 2011). 
Immune cell secretory products, such as cytokines can 
be measured by enzyme-linked immunospot (ELISpot) 
(Emamaullee et al., 2009a).

2.7.4 Ruling Out Regeneration 
of Endogenous Beta Cells

In chemically induced beta cell ablation models, re-
generation of endogenous beta cells could confound re-
sults and should be therefore ruled out. This can be done 
by insulin staining of the pancreas or measuring insulin 
content of the pancreas at the end of the study. In stud-
ies where islets have been transplanted under the kidney 
capsule, nephrectomy can be used to remove the graft at 
the end of the study with a reversion to hyperglycemia 
expected to show the graft was responsible for normo-
glycemia (Rackham et al., 2011).

3 TYPE 2 DIABETES

Type 2 diabetes is caused by an inability of the beta cell 
to fully compensate to insulin resistance, leading to a rel-
ative deficiency in insulin and hyperglycemia (Weir and 
Bonner-Weir, 2004). The disease has a strong genetic link 
but it is clear that, environmental factors play an impor-
tant role in disease development (Franks and Pare, 2016). 
Indeed, the incidence of Type 2 diabetes has increased 
rapidly with the global epidemic in obesity, which is one 
of the major risk factors to the disease (Kahn and Fli-
er, 2000). Impaired glucose tolerance is usually caused by 
decreased insulin sensitivity and is an important stage 
in the development of Type 2 diabetes (Weir and Bon-
ner-Weir, 2004). At this stage of the disease, some beta 
cell compensation is usually apparent and thus it is an 
ideal stage, during which the development of overt Type 
2 diabetes can be prevented by intervention (Eriksson 
et al., 1999). Many preclinical studies, therefore use ani-
mal models of impaired glucose tolerance and thus these 
models will also be discussed as they form an important 
part of Type 2 diabetes research. Overt diabetes occurs in 
both human and animal models when beta cell function 
and/or mass are impaired to the extent that insulin pro-
duction is no longer sufficient to compensate for insulin 
resistance (Masiello, 2006; Weir and Bonner-Weir, 2004). 
Some of the most commonly used rodent models in Type 
2 diabetes are outlined in Table 10.2.

3.1 Obese Models

As obesity-induced insulin resistance is a major con-
tributor to the pathogenesis of Type 2 diabetes, many 
animal models are either genetically obese or obesity is 
induced by manipulation of the diet. Although most of 
these obese models are characterized by insulin resistance, 
not all will necessarily develop overt diabetes and many 
model a prediabetic state of impaired glucose tolerance.

Many genetically obese mouse strains are monogenic, 
that is, obesity is caused by the mutation or manipulation 
of a single gene. Although monogenic mutations are a rare 
cause of human obesity, in rodent models they are often 
used to replicate the insulin resistant and glucose intoler-
ant state that embodies some of the main characteristics 
of Type 2 diabetes. The two most commonly used mono-
genic mouse models (Lepob/ob and Lepdb/db mice) have an 
aberrant leptin signaling pathway, leading to hyperphagia 
and subsequent obesity (Wang et al., 2014). A disrupted 
leptin signaling pathway is also a key characteristic of 
the Zucker fatty rat and Zucker fatty diabetic rat. Other 
mouse and rat models display polygenic obesity (Joost and 
Schurmann, 2014). Although this more accurately reflects 
the human condition, it raises other problems including 
the lack of a genetically similar lean control. Obesity can 
also be induced in mice and rats by feeding them a high-
fat or high-fat/high-sugar diet (Hariri and Thibault, 2010), 
which may reflect the pathogenesis of the human disease.

3.1.1 Monogenic Models of Obesity
3.1.1.1 LEPOB/OB MICE

A single autosomal recessive mutation on the gene 
encoding leptin causes the obese phenotype in Lepob/ob 
mice (Zhang et al., 1994). The nonsense mutation leads 
to a lack of functional leptin and thus the satiety path-
way in these mice is disrupted leading to extensive 
hyperphagia. Lepob/ob mice gain weight rapidly from 
an early age and by 2–4 weeks of age the obese pheno-
type starts to become apparent (Lindstrom, 2007). This 
is coupled with hyperinsulinemia and glucose intoler-
ance. There is no beta cell dysfunction and although beta 
cell mass increases to compensate for insulin resistance 
(Tomita et al., 1992); these animals can still become hy-
perglycemic. However, the diabetic phenotype is usually 
relatively mild and it is transient in nature with a peak in 
blood glucose concentrations at 3–5 months after which 
they fall (Lindstrom, 2007). In addition, these mice have 
a variety of comorbidities including hyperlipidemia and 
infertility. It should also be noted that they have reduced 
energy expenditure and reduced physical activity. As 
with other animal models of Type 2 diabetes, the back-
ground strain of the Lepob/ob mice determines the severity 
of the diabetic phenotype and on the C57BLKS/J back-
ground a more severe phenotype is evident (Coleman 
and Eicher, 1990; Hummel et al., 1972).
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3.1.1.2 LEPDB/DB MICE

The cause of the obese phenotype in Lepdb/db mice is 
a nonfunctional leptin receptor due to a single autoso-
mal recessive mutation resulting in abnormal mRNA 
splicing (Chen et al., 1996). In similarity to Lepob/ob 
mice, this leads to hyperphagia and obesity from early 
in life (Hummel et al., 1966). Animals are hyperinsulin-
emic (Coleman and Hummel, 1974) and this coupled 
with beta cell dysfunction (Berglund et al., 1978) leads 
to severe hyperglycemia depending on the background 
strain (Coleman, 1978). In similarity to the Lepob/ob mice, 
the background strain of the Lepdb/db mice can determine 
the severity of the diabetic phenotype with C57BL/KS 
mice becoming more severely diabetic to the extent that 
they can develop ketosis (Hummel et al., 1972). This 
may be due to the poor ability of this strain to compen-
sate with increased beta cell replication (Swenne and 
Andersson, 1984).

3.1.1.3 ZUCKER FATTY RATS AND ZUCKER 
DIABETIC FATTY RATS

Zucker fatty rats have a mutated leptin receptor 
(Phillips et al., 1996) leading to hyperphagia (Kowalski 

et al., 1998) with obesity apparent from around 4 weeks 
of age (Wang et al., 2014). They are hyperinsulinemic 
(Trimble et al., 1986) and have poor glucose tolerance 
(Triscari et al., 1979) although are not overtly diabetic. 
The Zucker diabetic fatty (ZDF) rat is a substrain of the 
Zucker fatty rat, which was derived from hyperglycemic 
Zucker fatty rats to gain a model with diabetic features 
(Peterson et al., 1990). It is severely insulin resistant and 
males become overtly diabetic at 8–10 weeks, which is 
due to an inability of beta cells to compensate for insulin 
resistance, which is associated with changes in islet mor-
phology (Tokuyama et al., 1995). Females do not tend to 
develop overt diabetes but diabetes can be induced by 
feeding a high-fat diet (Corsetti et al., 2000).

3.1.2 Polygenic Models of Obesity
There are several different rodent models of impaired 

glucose tolerance and diabetes that are induced by a 
polygenic obese phenotype. It could be argued that this 
more closely reflects obesity in humans that monogenic 
strains. Models, such as these have been used to identify 
genes involved in the development of obesity-induced 
diabetes in humans (Joost and Schurmann, 2014).

TABLE 10.2  Key Characteristics of Rodent Models of Type 2 Diabetes

Type of model Examples Obese? Islet phenotype

Monogenic obesity Lepob/ob mice √ Background dependent—C57Bl/6: compensation, 
C57Bl/KS: inadequate compensation

Lepdb/db mice √ Initial compensation then reduction in beta cell mass. 
Severity background dependent as for Lepob/ob mice.

Zucker diabetic fatty rats √ Inadequate beta cell compensation

Polygenic obesity KK-Ay mice √ Some beta cell compensation

OLETF rats √ Progressive beta cell degeneration

New Zealand obese mice √ Reduced beta cell mass

TallyHo/Jng mice √ Some beta cell compensation

Diet manipulation High-fat feeding √ Some beta cell compensation

High-fat/high sucrose feeding √ Some beta cell compensation

Psammomys obesus √ Progressive beta cell degeneration

Planned strain 
development

Goto-Kakizaki rats x Beta cell mass or function compromised.

NoncNZO10/Ltj mice √ Initial compensation then reduction in beta cell mass

Zucker diabetic Sprague Dawley rats √ Initial compensation then reduction in beta cell function

UC Davis Type 2 diabetes mellitus rat √ Initial compensation then reduction in beta cell function

Human islet amyloid polypeptide rat x Amyloid deposits leading to beta cell degeneration

Human islet amyloid polypeptide mouse x Amyloid deposits leading to beta cell degeneration

Induced models 
of beta cell 
insufficiencies

Neonatal streptozotocin rat x Depletion then mass regeneration

Pancreas injury models x Depletion then mass regeneration

High-fat diet + streptozotocin √ Initial compensation then reduction in beta cell mass
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3.1.2.1 KK AND KK-AY MICE

KK mice are hyperleptinemic, mildly obese mice that 
develop impaired glucose tolerance characterized by se-
vere insulin resistance and hyperinsulinemia (Clee and 
Attie, 2007). There are signs of beta cell compensation 
with increased pancreatic insulin content and islet hy-
pertrophy (Nakamura and Yamada, 1967). The intro-
duction of the Ay gene led to KK-Ay substrain, which is 
more severely hyperinsulinemic and is overtly diabetic 
(Suto et al., 1998).

3.1.2.2 OTSUKA LONG-EVANS TOKUSIMA (OLETF) 
RATS

This strain derives from a spontaneously diabetic 
rat discovered in a colony of Long-Evans rats (Kawano 
et al., 1994). Selective breeding leads to the OLETF 
strain, which is characterized by mild obesity, hyperin-
sulinemia, and late-onset hyperglycemia, which occurs 
after the age of 18 weeks (Moran, 2008). Males are prone 
to develop diabetes, which occurs after progressive de-
generation of the islets. Initially, there is a period of islet 
hyperplasia up to the age of 40 weeks after which the 
islets become fibrotic, apoptosis is detected and beta cell 
mass is reduced (Hong et al., 2002).

3.1.2.3 NEW ZEALAND OBESE MICE

New Zealand Obese (NZO) mice are obese due to hy-
perphagia (Leiter and Reifsnyder, 2004). The cause of this 
is most likely a defect in leptin transport across the blood 
brain barrier as these mice are hyperleptinemic and resis-
tant to peripherally administered leptin but respond to 
centrally administered leptin (Halaas et al., 1997). They 
are hyperinsulinemic as a result of insulin resistance and 
have increased hepatic glucose production (Andriko-
poulos et al., 1993; Veroni et al., 1991). Impaired glucose 
tolerance worsens with age and approximately half of 
males develop overt diabetes (Haskell et al., 2002). In 
male mice that have overt diabetes, a reduced beta cell 
mass is evident (Lange et al., 2006). The NZO strain has 
been used in a carbohydrate intervention diet model, in 
which carbohydrates are initially restricted from wean-
ing and then fed from 18 weeks leading to rapid beta 
cell loss and induction of hyperglycemia in the space of 
16 days (Kluth et al., 2011).

3.1.2.4 TALLYHO/JNG MICE

This strain of mice was derived from selective breed-
ing of hyperglycemic mice discovered in an outbred 
colony of Theiler original mice (Kim et al., 2001). These 
obese mice have characteristics often seen in obese pa-
tients including increased plasma triglycerides, choles-
terol and free fatty acids (Kim and Saxton, 2012). Male 
mice develop hyperglycemia at around 10–14 weeks 
whereas females do not become overtly diabetic (Kim 
and Saxton, 2012). Hyperinsulinemia is evident with 

resulting hypertrophied and degranulated beta cells 
(Leiter et al., 2013).

3.1.3 Diet-Induced Models of Obesity and Diabetes
Manipulation of the diet by feeding rodents a high-

fat, high-energy diet is another means of inducing obe-
sity in rodents. This model is relevant given it reflects the 
mechanism of obesity-induced diabetes in humans. It is 
especially a useful tool in knock-out and transgenic mice 
in an attempt to establish whether the gene of interest 
affects the ability of islet function to adapt to the obeso-
genic environment. In addition, diet manipulation dur-
ing pregnancy can be used as it can lead to aberrations in 
blood glucose homeostasis in the offspring.

3.1.3.1 HIGH-FAT FEEDING IN MICE AND RATS

Obesity can be induced by feeding mice a high-fat diet. 
This entails increasing the fat content of their chow from 
about 11% fat to around 58% fat (Surwit et al., 1998). It 
was first described in C57Bl/6 mice in 1988 and since then 
has been used in numerous studies (Surwit et al., 1988). 
Although overt diabetes does not usually occur, insulin 
resistance leading to glucose intolerance is a characteris-
tic of this model (Winzell and Ahren, 2004). It therefore 
models an obesity-induced prediabetic state. Although 
increased weight gain can be detected within a week of 
high-fat feeding (Winzell and Ahren, 2004), it is typically 
administered over a longer time period (8–12 weeks) 
(Muhlhausler, 2009). It should be noted that the suscep-
tibility to diet-induced obesity varies between different 
rat and mouse strains and thus the strain should be cho-
sen carefully before commencing a study (Almind and 
Kahn, 2004; Surwit et al., 1998). It has also been shown  
that there is a variation in the response to high-fat feed-
ing within inbred strains and thus it is not only genetic 
factors determining the outcome (Burcelin et al., 2002). 
The C57Bl/6 mouse strain has been shown to be sus-
ceptible to obesity and mild hyperglycemia when fed a 
high-fat diet and thus is a popular strain to use (Winzell 
and Ahren, 2004). In rats, the Sprague Dawley and Wis-
tar strains are often used although it has been reported 
that the Wistar rat is more susceptible to the metabolic 
phenotypes (Marques et al., 2016).

3.1.3.2 HIGH-FAT HIGH SUCROSE FEEDING 
IN MICE AND RATS

High-fat high sucrose diets are also used to induce ab-
errant blood glucose homeostasis in rodents (Fernandes-
Santos et al., 2009; Sampath and Karundevi, 2014). For 
example, a diet with addition of lard and sucrose can 
induce differences in weight in Sprague Dawley rats by 
day 30 (Nakajima et al., 2015). By day 56, increased adi-
posity, insulin resistance and hyperglycemia were evi-
dent. It should be noted that although the overall calorie 
intake is increased in this diet overall food consumption 
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is reduced due to the high calorific value. This can lead 
to a protein deficiency and should be carefully controlled 
for. This combination of a high-fat and high-sugar diet is 
thought to most closely resemble the diet that has dra-
matically increased obesity levels in humans over the 
past few decades.

3.1.3.3 DIET-INDUCED OBESITY IN THE SAND RAT 
(PSAMMOMYS OBESUS)

The sand rat is lean in its natural desert habitat where 
it feeds on low calorie vegetation, but in a laboratory set-
ting becomes obese, hyperinsulinemic, and ultimately 
hyperglycemic when fed a standard chow diet (Shafrir 
et al., 2006). This is due to its poor adaptation to excess 
nutrition and thus it serves as a model of the “thrifty 
gene effect” where it is hypothesized, that rapid evolu-
tion from scarcity to nutritional abundance in some de-
veloping countries has led to a diabetes epidemic (Joffe 
and Zimmet, 1998). The progression from normal blood 
glucose metabolism to diabetes in the sand rat has been 
described in four different stages. Stage A is normogly-
cemic and normoinsulinemic, stage B is normoglycemic 
and hyperinsulinemic, stage C is hyperglycemic and 
hyperinsulinemic, and finally stage D is hyperglycemic 
and insulinopenic. Progression from stage A to C can be 
prevented by restricting the diet but stage D is character-
ized by beta cell attrition and is nonrecoverable (Shafrir 
et al., 2006). These pathophysiological changes reflect 
the progress of the disease in some patients and reflect 
a model of over nutrition and subsequent failure of beta 
cell adaptation.

3.1.3.4 PRENATAL DIET MANIPULATIONS

Developmental origins of metabolic diseases have 
been demonstrated in humans. For example, studies of 
children born just after the Dutch Winter Famine showed 
that in adulthood there were increased incidences of im-
paired glucose tolerance (de Rooij et al., 2006). In addi-
tion, an inappropriately high nutrient supply in utero 
has also been shown to lead to increased incidence of 
Type 2 diabetes later in life (Pettitt and Knowler, 1998). It 
is therefore clear that nutrient supply in utero is impor-
tant and either restriction or oversupply of nutrients can 
lead to disturbed glucose homeostasis in adulthood.

3.1.3.4.1 MATERNAL LOW-PROTEIN MODEL IN RATS  
Pregnant dams fed a low protein diet (8% rather than 
20%) give birth to growth-restricted offspring with a low 
body weight, which develop symptoms of Type 2 dia-
betes later in life (Muhlhausler, 2009). After birth, there 
is a period of rapid postnatal growth (Ozanne, 2001) 
and this has also been implicated as an important com-
ponent of the model. Insulin sensitivity is initially en-
hanced but in adulthood insulin resistance develops 
leading on to a Type 2 phenotype (Ozanne et al., 2005). 

Indeed, protein restriction during pregnancy has been 
shown to affect the offspring’s islets, as well as insulin 
sensitive tissues, such as liver, fat, and muscle (Ozanne 
et al., 2005; Thompson et al., 2007). Islets in neonates 
are smaller than control animals and have higher lev-
els of apoptosis (Petrik et al., 1999). A postnatal high-
fat diet exacerbates the phenotype and in these animals 
(Claycombe et al., 2013).

3.1.3.4.2 MATERNAL OVER NUTRITION IN RATS  
High-fat feeding of pregnant dams has been associat-
ed with increased obesity and impaired blood glucose 
homeostasis in adulthood in the offspring (Srinivasan 
et al., 2006). The consequent obesity in the offspring may 
directly affect blood glucose homeostasis, although it 
has been suggested that abnormal development of the 
beta cells may also contribute to the phenotype (Cerf 
et al., 2007). Indeed offspring have hyperinsulinemia 
and impaired glucose tolerance (Srinivasan et al., 2006), 
as well as impaired beta cell function (Cerf et al., 2007; 
Taylor et al., 2005).

3.2 Planned Strain Development

Although many models of diabetes have been discov-
ered through inbreeding of spontaneously diabetic ro-
dents, some newer models have been created through 
planned breeding or genetic engineering to obtain a 
strain with Type 2 diabetes features.

3.2.1 Goto-Kakizaki Rats
Goto-Kakizaki (GK) rats were established by re-

peated breeding of glucose intolerant Wistar rats (Goto 
et al., 1976), which led to a nonobese rat model of Type 
2 diabetes. In contrast to obese models, insulin resis-
tance is not the main initiator of hyperglycemia in GK 
rats; the aberrant blood glucose homeostasis is largely 
due to an insufficient insulin response (Ostenson and 
Efendic, 2007; Portha et al., 2001). The cause of this varies 
between colonies, with the Stockholm and Dallas colo-
nies presenting with defects in insulin secretion whereas 
in the Paris colony the rats have a 60% reduced beta cell 
mass (Portha et al., 2009). In addition, the islets in the 
Paris colony of GK rats show signs of inflammation and 
fibrosis and therefore have some features of islets in Type 
2 diabetes patients (Homo-Delarche et al., 2006).

3.2.2 NoncNZO10/Ltj Mice
The NoncNZO10/Ltj mouse strain was specifically 

developed at the Jackson Laboratory by combining in-
dependent diabetes risk-conferring quantitative trait loci 
from two different NZO strains with a nonobese non-
diabetic mouse strain (NON/Lt) which had a propensity 
for high nonfasting blood glucose concentrations (Leiter 
et al., 2013). The model is characterized by severe insulin 
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resistance in the liver and skeletal muscle which is evi-
dent from 8 weeks and hyperglycemia develops from 
around 12 weeks of age (Cho et al., 2007). Although islet 
mass initially increases to compensate for the insulin re-
sistance, beta cell loss then occurs leading to overt diabe-
tes (Leiter et al., 2013).

3.2.3 UC Davis Type 2 Diabetes Mellitus Rat
The UC Davis Type 2 diabetes mellitus rat (UCD-

T2DM rat) was developed by breeding insulin-resistant 
obese Sprague Dawley rats with ZDF lean rats. The 
outcome of this breeding strategy was the creation of 
a strain that was characterized by adult-onset obesity, 
insulin resistance, and impaired glucose tolerance ulti-
mately leading to diabetes due to beta cell loss (Cum-
mings et al., 2008). It has been suggested that this closely 
mimics the disease progression in Type 2 diabetes. Dia-
betes develops in both males and females, although fe-
males develop the disease approximately 3–4 months 
after males with males developing overt diabetes at 
around 26 weeks and females at 40 weeks.

3.2.4 Zucker Diabetic Sprague Dawley Rats
Zucker diabetic Sprague Dawley (ZDSD) rat strain 

was developed by crossing ZDF rats with a substrain 
of Sprague Dawley rat, which was selectively bred for 
its susceptibility to obesity induced by high-fat feeding 
(Peterson et al., 2015). In contrast to the ZDF rat, this 
strain has a functional leptin pathway (Choy et al., 2016). 
However, when fed a specific diet (Purina 5008 chow), 
rats gain weight, which is coupled with a decrease in 
insulin sensitivity (Choy et al., 2016). There is an initial 
compensation in beta cell function but the disease pro-
gresses resulting in overt diabetes. In this model, onset 
of overt diabetes is variable between individual rats but 
at least half are overtly diabetic by 21 weeks (Reinwald 
et al., 2009). Due to the similar background of the rats, 
it is likely that ZDSD and UCD-T2DM rats have similar 
characteristics, but as far as we are aware, have not been 
directly compared.

3.2.5 Models of Amyloid Deposition
A characteristic of Type 2 diabetes is the deposition 

of amyloid with the islets, leading to altered structure 
and function (Clark, 1989). Amyloid is derived from islet 
amyloid polypeptide (IAPP); however, IAPP in rodents 
is not amyloidogenic and thus does not aggregate to 
form the histopathological fibrils (Hoppener et al., 1994). 
Therefore rodent models have been created to express 
human IAPP in order to recapitulate the human patho-
genesis of islet amyloid deposition. The human islet 
amyloid polypeptide (HIP) rat develops islet amyloid 
and diabetes presents at between 5 and 10 months of 
age (Butler et al., 2004). The beta cell mass of the rats 
is reduced by 60%, primarily due to increased rates of 

apoptosis (Matveyenko and Butler, 2006a). In mice, hu-
man IAPP (hIAPP) expressed under the insulin promot-
er leads to deposition of human amyloid within the islets 
causing toxicity (Janson et al., 1996). The mice initially 
have impaired glucose-induced insulin secretion and a 
reduction in beta cell mass follows, resulting in hyper-
glycemia (Matveyenko and Butler, 2006b).

3.3 Induced Models of Beta Cell Insufficiencies

The role of the beta cell in the development of Type 
2 diabetes has become increasingly apparent (Weir and 
Bonner-Weir, 2004). Even in states of severe insulin re-
sistance, diabetes will not develop if the beta cell is able 
to compensate. Although an inability of the beta cell to 
compensate for insulin resistance is a feature of many of 
the Type 2 diabetes strains already discussed, it is some-
times of value to focus on the function and mass of beta 
cells in an induced model, which allows studies to be 
carried out in a more specific time frame.

3.3.1 Neonatal Streptozotocin Administration
STZ administration to neonatal rats (2 days old) in-

duces hyperglycemia within 2 days (Portha et al., 1974). 
This is followed by regeneration of the beta cells and 
a return to normoglycemia is reached within 10 days. 
However, the regeneration process is not sufficient to 
meet the metabolic demands of the growing rat and 
by 6 weeks the rats revert to hyperglycemia (Bonner-
Weir et al., 1981). The insulin inadequacy is thought be 
caused by a combination of beta cell dysfunction (Trent 
et al., 1984) and reduced beta cell mass (Trent et al., 1984) 
although insulin resistance has also been described in 
this model (Takada et al., 2007).

3.3.2 Pancreas Injury Models
Injury models, such as duct ligation and pancreatec-

tomy lead to substantial and rapid beta cell regenera-
tion. These models are therefore useful to understand 
beta cell proliferation and neogenesis. In rats, a 60% 
pancreatectomy does not lead to an increase in blood 
glucose concentration and regeneration is mild (Leahy 
et al., 1988). However, a 90% pancreatectomy leads to 
hyperglycemia and extensive beta cell regeneration 
(Bonner-Weir et al., 1983). Within a period of 4 weeks, 
the endocrine portion of the pancreas has increased by 
eightfold. In mice, 60% pancreatectomies are more com-
monly used due to technical difficulties of carrying out 
this procedure on such a small animal (Li et al., 2016). 
This leads to compensatory beta cell proliferation in a 
normoglycemic state, which is a useful tool to study beta 
cell mass regulation.

In rats, ligation of the tail portion of the pancreas, 
which accounts for 50%–60% of the pancreatic mass, 
leads to massive degeneration of this portion of the 
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pancreas (Wang et al., 1995). It is replaced by ductal 
structures by day 3 and by day 5 it consists of ductal 
structures interspersed with small islets in connective 
tissue. During the 1st week, the beta cell mass in the 
tail portion nearly doubles making it an ideal model in 
which to study beta cell regeneration. Hyperglycemia 
does not occur in this model, indeed blood glucose con-
centrations decreases, which may reflect the invasive-
ness of this procedure. However, in the mouse model of 
ductal ligation, no overall change in pancreatic mass oc-
curs (Rankin et al., 2013) which indicates important spe-
cies differences in mechanisms of beta cell regeneration.

3.3.3 High-Fat Diet and Streptozotocin
The high-fat fed and STZ rat model was originally de-

scribed in 2000 by Reed et al. (2000). This model aims to 
combine inducing insulin resistance through diet with 
reducing beta cell mass to mimic the natural history 
and metabolic characteristics of Type 2 diabetes. In the 
original model, 7-week-old Sprague Dawley rats were 
high-fat fed for 2 weeks. At this stage glucose tolerance 
was normal compared to control fed rats, but insulin re-
sistance was indicated by hyperinsulinemia in response 
to a glucose load. A single dose of 50 mg/kg STZ was 
administered to fasted rats, which leads to an induction 
of hyperglycemia. This model was then modified to use 
low dose STZ (Srinivasan et al., 2005; Zhang et al., 2008). 
This model has now been used in many studies, primar-
ily using Sprague Dawley or Wistar rats. The age of initi-
ation of high-fat feeding, length of high-fat feeding, and 
doses of STZ have varied somewhat, which could lead 
to different metabolic profiles of the model between dif-
ferent studies (Skovso, 2014). One potential controversy 
with this model is to what extent beta cell mass should be 
reduced to model Type 2 diabetes as, if the beta cell mass 
reduction is too severe, one could argue it more closely 
resembles an obese Type 1 diabetes model. Therefore the 
STZ dosing and frequency is an important component of 
the model, with low doses of STZ preferable. Overall a 
variety of factors affect the metabolic outcome of the rats 
with some studies modeling an early and others a late 
stage of Type 2 diabetes (Skovso, 2014).

3.4 Large Animal Models of Type 2 Diabetes

Some larger animals spontaneously develop Type 
2 diabetes, making them ideal to study with regard to 
understanding the human condition. Others are suit-
able models for over nutrition and obesity. Cats develop 
diabetes in middle age, which is associated with obesi-
ty and insulin resistance (O’Brien, 2002). However, the 
most striking similarity is the deposition of amyloid in 
the islets as it is one of the few species other than old 
world monkeys that develop this feature of Type 2 dia-
betes (Henson and O’Brien, 2006; Hoenig, 2012). Indeed, 

in similarity to humans, this leads to a loss of beta cell 
mass. Unlike cats, dogs do not spontaneously develop 
Type 2 diabetes (Rand et al., 2004) and thus diabetes has 
to be experimentally induced. High-fat feeding com-
bined with STZ has been used in dogs to induce a Type 2 
diabetes phenotype (Ionut et al., 2010). Feeding a highly 
palatable diet, which is high in fat and carbohydrate, 
induces obesity. Beta cell function compensates for the 
insulin resistance and therefore a second intervention 
is required where beta cell mass is reduced by admin-
istering STZ. Pigs have been used in Type 2 diabetes 
research for a variety of reasons. One is that they have 
anatomical and metabolic similarities to humans. Anoth-
er major reason is their susceptibility to atherosclerosis, 
which makes it a suitable model in which to study car-
diovascular complications of Type 2 diabetes (Bellinger 
et al., 2006). A wide variety of different pig strains have 
been used in studies. Differing degrees of aberrations in 
blood glucose homeostasis have been induced by high-
fat feeding or a combination of high-fat feeding and 
chemically induced reductions in beta cell (Bellinger 
et al., 2006; Koopmans and Schuurman, 2015; Koopmans 
et al., 2006). Old-world nonhuman primates spontane-
ously develop Type 2 diabetes, which has many simi-
larities to the human disease, including obesity-induced 
insulin resistance and islet amyloid deposition, which 
leads to impaired beta cell function and mass (Wagner 
et al., 2006). These primates have therefore provided a 
useful model in which to study the pathogenesis of Type 
2 diabetes and pharmacological interventions.

3.5 Choosing an Appropriate Model for 
Type 2 Diabetes Research

Type 2 diabetes is a disease in which several differ-
ent genetic and environmental factors contribute to the 
pathogenesis. Therefore one single animal model does 
not recapitulate the human disease, although many 
models have characteristics of Type 2 diabetes in hu-
mans. The choice of animal model will therefore depend 
whether the researcher is trying to understand the patho-
genesis or whether trying to prevent or treat a specific 
aspect of the disease. It is appropriate in many studies 
to use an obese model, although this often models insu-
lin resistance and a prediabetic state rather than overt 
diabetes. Insulin resistance is a key component of many 
obese models and often precedes overt diabetes and 
therefore may reflect an early stage of the disease. There 
are a variety of obese models to choose from including 
monogenic and polygenic models, as well as induction 
of obesity through dietary manipulation. In humans, 
loss of beta cell mass in Type 2 diabetes is an important 
factor in disease progression. Therefore animal models 
of beta cell insufficiencies are vital if this aspect of the 
disease is being investigated.



258 10. ANIMAL MODELS OF TYPE 1 AND TYPE 2 DIABETES MELLITUS 

D. OBESITY, DIABETES, METABOLIC, AND LIVER

3.6 End Points in a Type 2 Diabetes Study

3.6.1 Glucose Tolerance Tests
In both humans and animal models of Type 2 diabe-

tes, random blood glucose concentrations are often close 
to normal or only slightly elevated. Subsequently, glu-
cose tolerance tests are often used to study blood glucose 
homeostasis under stimulated conditions. Animals are 
usually fasted prior to being administered the glucose 
load, to determine basal blood glucose concentration. In 
many studies, mice or rats are fasted overnight, although 
it has been suggested that this is inappropriate as these 
nocturnal animals feed overnight and thus rather than 
a fast it represents starvation (McGuinness et al., 2009). 
It has therefore been suggested that 6 h is a more appro-
priate time to fast rodents. Glucose can be administered 
intraperitoneally, intravenously, or orally by gavage and 
typically a dose of 1–2 g/kg is used. In normal nondia-
betic mice, the blood glucose usually peaks at 15–30 min 
and reverts to basal levels by 120 min (Bowe et al., 2014). 
The definition of impaired glucose tolerance and diabe-
tes is not clear in animal models. Impaired glucose tol-
erance is an inability to clear a bolus of glucose (often 
around 2 g/kg) from the blood supply in a defined time 
period (often 2 h). Many researchers regard glucose tol-
erance as “impaired” if it is significantly worse than in 
the control. Others regard it as abnormal if glucose con-
centrations have not returned to basal levels within the 
2-h period.

3.6.2 Serum Insulin Concentrations
Measuring the concentrations of insulin in the blood 

can help determine whether beta cell function is im-
paired. Often glucose is injected into fasted animals to 
stimulate the beta cells and insulin is measured in serum 
removed prior to injection and at early (within the first 
5 min) and later time points (around 30 min). Sensitive 
assays should be used, such as ELISA, which can mea-
sure accurate insulin concentrations in small blood 
volumes that can be ethically extracted from living 
mice. It should be noted that insulin concentrations per 
se cannot fully determine the cause of hyperglycemia in 
the animals.

3.6.3 Measuring Insulin Resistance
An approximate measure of insulin resistance can be 

obtained through carrying out insulin tolerance tests. 
Animals are often fasted for 6 h and insulin is injected 
and blood glucose measured over the next 60–90 min 
to determine how responsive the animal is to insu-
lin. A more elegant measure of insulin sensitivity is 
the hyperinsulinemic-euglycemic clamp (DeFronzo 
et al., 1979) but this is less well used as the technique 
is invasive, technically demanding and usually requires 
the animals to be anaesthetized.

3.6.4 Ex Vivo Analysis
3.6.4.1 PANCREAS HISTOLOGY

It is often appropriate to study islet histology after the 
study ends. Islet and/or beta cell size and number can 
be investigated (Xu et al., 1999), as well as islet morphol-
ogy (Arrojo e Drigo et al., 2015). In early stages of Type 
2 diabetes, islets may appear larger than control animals 
whereas in late stages beta cell mass can be decreased. 
Beta cell proliferation rates can be determined by admin-
istering BrdU to the animals prior to the end of the study 
(Cordoba-Chacon et al., 2014) or using a proliferation 
marker, such as Ki67 (Jorns et al., 2014). In HIP rats and 
hIAPP transgenic mice islet morphology with regard to 
amyloid deposition can be studied using Congo Red to 
stain amyloid fibrils (Hoppener et al., 2008).

3.6.4.2 FUNCTION OF ISOLATED ISLETS

At the end of the study, islets from the pancreas can 
be isolated using a collagenase digestion technique. They 
can be used to study glucose-induced insulin secretion 
in either static or perifusion studies. Other parameters, 
such as glucose oxidation rates and insulin biosynthesis 
can also be measured. Such investigations allow beta cell 
function to be studied in detail in standardized conditions.

4 DIABETIC COMPLICATIONS

Diabetic complications, such as neuropathy, nephrop-
athy, retinopathy, and cardiovascular disease arise in 
both Type 1 and Type 2 diabetes. In humans, these com-
plications develop after chronic hyperglycemia and thus 
many rodent models do not develop complications due 
to the relatively short periods of hyperglycemia. STZ is 
often used in diabetes induction when studying compli-
cations, but the possibility of direct effects of the STZ on 
the specific organ should be considered. An example of 
this is in the study of neuropathies, where it has been 
shown that STZ directly stimulates the TRPA1 channels, 
which could complicate the interpretation of results 
(Andersson et al., 2015). The Akita mouse is an STZ-free 
alternative that has been used to study diabetic neuropa-
thy (Islam, 2013), although many of the Type 2 models 
are also suitable for this purpose.

Models of retinopathy include STZ-induced models of 
hyperglycemia, as well as spontaneous Type 1 and Type 
2 models, such as Akita mice, NOD mice, and Lepdb/db 
mice (Lai and Lo, 2013). The pathogenesis of retinopathy 
can also be investigated by using normoglycemic mod-
els of proliferative retinopathy, such as oxygen-induced 
retinopathy.

A variety of different animal strains have been used to 
model nephropathy including OLETF rats, Lepob/b mice, 
Lepdb/db mice, Zucker fatty rats (Betz and Conway, 2016). 
STZ-induced diabetes has also been used, but possible 
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direct effects of STZ on the kidneys should be controlled 
for. Akita mice have also been used but the disease pro-
gression is limited so may not be the best model for late 
stage experiments (Alpers and Hudkins, 2011). It should 
be noted that susceptibility to diabetic nephropathy is 
strain dependent with the C57Bl/6 relatively resistant 
(Betz and Conway, 2016).

5 GENDER, STRAIN, AND AGE EFFECTS 
IN ANIMAL MODELS OF DIABETES

Many rodent models of diabetes show a gender bias in 
the severity and/or incidence of diabetes. In NOD mice, 
females have a higher incidence of diabetes than male 
mice, whereas in Akita mice, the male mice show a more 
severe phenotype, which is insulin dependent. Many 
Type 2 diabetes models also show a gender effect, with 
examples in which males are more insulin resistant and 
prone to diabetes. This is particularly noticeable in poly-
genic obese models and may be due to increased obesity 
leading to more severe insulin resistance. In addition, 
estrogen has been shown to have protective effects to 
beta cell damage (Le May et al., 2006). In addition, strain 
effects can be very prominent in metabolic research 
(Fontaine and Davis, 2016). This ranges from suscepti-
bility to STZ (Wolf et al., 1984) to susceptibility to high-
fat feeding (Almind and Kahn, 2004). In addition, there 
are strain differences in the ability of beta cells to com-
pensate to insulin resistance (Hummel et al., 1972). Age 
should also be considered when carrying out an inves-
tigation in animal models of diabetes. In autoimmune 
models, it has been suggested that interventions at ear-
lier ages are more successful than interventions in older 
mice (Roep, 2007). In obese animals, insulin resistance 
may progress with increasing age. However, beta cell 
compensation can also occur in older mice, meaning that 
the diabetic phenotype can lessen with increasing age. 
Ideally, several strains and both genders should be used 
to confidently demonstrate a given treatment has effect. 
The age of the animal at the time of the study should 
also be carefully considered. It is therefore of utmost im-
portance that the strain, gender, and age of the rodent 
model is carefully chosen when embarking on a study 
within metabolic research.

6 CONCLUSIONS

There are numerous animal models available in which 
to study Type 1 and Type 2 diabetes. No single animal 
model accurately reflects the pathogenesis of either dis-
ease and thus the choice of animal model will depend 
on which aspect of the disease is relevant to the study. 
Ideally, more than one animal model should be used to 

convincingly demonstrate the effect of a potential ther-
apy. Strain and gender effects should also be carefully 
considered during experimental design. Nonetheless, 
animal models of diabetes have clearly been of huge 
benefit in understanding the pathogenesis and treatment 
of this complicated disease.
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1 OBESITY IS A GLOBAL CRISIS

The incidence of obesity is rising at an alarming rate, 
and presently affects a large proportion of the global 
population, in particular developed countries, such as 
the United States (the obesity rate is 35% among adults 
and 17% among children) and the United Kingdom (the 
adult obesity rate is about 20%). Besides, more than 40 
million children under the age of five are overweight, 
which may lead to an increased chance of obesity (Wang 
et al., 2008a).

Abnormal or excessive fat accumulation occurs when 
energy intake is higher than the expenditure. Obesity is a 
complex trait caused by the interaction of genetic factors, 

an imbalanced dietary lifestyle, and other individual in-
dispositions. Genetic susceptibility is the key contribut-
ing factor to the phenotypic variations in obesity. Indeed, 
animal mutants bearing defective metabolism pathways 
display various fat or skinny phenotypes.

The body mass index (BMI) is a basic predictor defining 
overweight (25–29.9 kg/m2) and obesity (>30 kg/m2). It 
is calculated by the following formula:

=
 

BMI
Weight (kg)

Height (m)
2

This is a simple measure that correlates well with 
densitometry measurements of fat mass. To distinguish 

BMI=Weight (kg)Height (m)2
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between fat mass and lean mass better, bioelectrical im-
pedance quantifies the electrolyte solution resistance 
across the extremities. The waist-to-hip ratio (WHR) is 
an alternative approach that assesses the distribution of 
body fat. Skinfold thickness measures the size of the sub-
cutaneous fat deposit.

The prevalence of obesity is accompanied with incal-
culable economic costs and social impacts. The health-
care cost linked to overweight and obesity has more than 
doubled every decade, and now accounts for one-sixth 
of the total health budget and a considerable consequen-
tial percentage loss of GDP (e.g., > 1% in United States 
and > 3.6% in China) (Popkin et al., 2006). Indeed, obe-
sity facilitates the development of type 2 diabetes mel-
litus, hypertension, cardiovascular diseases, musculo-
skeletal disorders, respiratory problems, neurological 
damages, and cancers to name a few. Evidence suggests 
a “J-shaped” association between BMI and mortality 
(Berrington de Gonzalez et al., 2010). The notion that 
obesity can result in a lethal disease is unfortunately 
ignored by a large proportion of the population.

2 OBESITY: AN UNSOLVED 
MEDICAL PROBLEM

Timely, effective development and implementation 
of corrective therapies are needed, given that obesity re-
mains a largely unsolved medical problem. Overweight 
and obesity can be managed by lifestyle changes or 
through the introduction of bariatric means; however, 
the success rate has been modest due to the low com-
pliance with such regimes and limited availability. This 
has led to the development of effective pharmacological 
therapies that target weight loss.

The US Food and Drug Administration (FDA) re-
quires that a suitable weight-loss drug demonstrate a 
minimum efficacy, namely to induce a loss of at least 5% 
of initial body weight over a 12-month period (Cooke 
and Bloom, 2006). Given the prevalence of obesity and 
the resulting financial potential, it is perhaps surprising 
that the pharmaceutical industries have not flooded the 
market. In the 1990s, the antiobesity drugs fenfluramine 
(Pondimin) and dexfenfluramine (Redux) were with-
drawn from the market due to severe side effects linked to 
heart valve damage (Connolly et al., 1997), and similarly 
mazindol (Sanorex) was retracted in 2000 (Glazer, 2001). 
In 2008, rimonabant (Acomplia) was withdrawn due to 
its adverse effects on mental health, and 2 years later, 
sibutramine (Reductil) was withdrawn because of the as-
sociated severe contraindications, including tachycardia 
and hypertension (Williams, 2010). The only remaining 
FDA-approved antiobesity medications are phentermine  
(Adipex-p), phendimetrazine (Bontril), diethylpropion 
(Tenuate), and orlistat (Xenical). The first three appetite-

suppressants involve the short-term management of ex-
ogenous obesity (typically less than 12 weeks), but are 
characterized by restrictions due to the side effect pro-
files on the cardiovascular and neurological systems. Or-
listat, a gastrointestinal tract and pancreatic lipase inhib-
itor, is the only remaining drug approved for long-term 
(>6 months) treatment. It is the saturated derivative of 
lipstatin, a potent natural inhibitor of pancreatic lipases 
isolated from the bacterium Streptomyces toxytricini (Bar-
bier and Schneider, 1987). However, Orlistat’s efficacy is 
moderate, leading to a 3%–4% reduction in body weight 
over a 2-year period, but is compounded by severe gas-
trointestinal side effects, such as steatorrhea and inconti-
nence (Rucker et al., 2007).

In 2012, new drug applications of lorcaserin HCL 
(Belviq) (not approved in 2010 due to concerns over 
carcinogenicity observed in animals) and a combina-
tion of phentermine with the antiepileptic agent topi-
ramate (Qnexa) (not approved in 2010 due to concerns 
over teratogenic potential) were resubmitted, and sub-
sequently the FDA advisory committee supported its 
potential use for weight-management purposes (Kang 
and Park, 2012), notably some 13 years after the last 
weight-loss drug was approved. Although the benefits 
may outweigh the risks of a long-term application, the 
full approval is still pending, suggesting that regulatory 
committees are now more reluctant to approve novel 
treatments in the absence of long-term safety data.

3 MODEL ORGANISMS USED FOR 
BIOMEDICAL RESEARCH

“The Principles of Human Experimental Techniques” 
published in 1959 promoted the humane treatment of 
experimental animals, thereby defining the foundation 
of the replacement, reduction, and refinement (3R’s) 
(Russell and Burch, 1959). In response to ethical concerns 
in the application of vertebrate animals, invertebrate 
models emerged. Examples include airborne insects 
(e.g., the fly Drosophila), terrestrial animals (e.g., the 
nematode Caenorhabditis elegans) and freshwater/marine 
life (e.g., planarians, crustaceans, and molluscs) (Wilson-
Sanders, 2011) (Table 11.1).

Obesity is a challenging research topic, as homeo-
static regulation of energy balance involves multiple 
tissues and molecular pathways, and is complicated by 
the complex interplay between the development/repro-
duction and lipid-storage capacity. One powerful model 
organism is the nematode C. elegans that can provide an 
insight into the feeding and defecating behavior, neu-
roendocrine signaling, mobilization, and a characteriza-
tion of the genetic basis of lipid metabolism, and can, 
thereby, help tease apart the fundamental regulation of 
energy balance.
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4 THE NEMATODE CAENORHABDITIS 
ELEGANS: SMALL IS BEAUTIFUL

C. elegans is a member of the phylum Nematoda and 
inhabits a wide range of habitats. The wild type strain 
(N2) originally isolated from Bristol (United Kingdom) 
and mutants can be maintained (using standardized 
protocols) in the laboratory on nematode growth media 
(NGM) plates supplemented with Escherichia coli (the 
food source) (Fig. 11.1). One of the key advantages of C. 
elegans is its short reproductive cycle (about 3 days) and 
life span (about 21 days) (Fig. 11.2).

C. elegans is, in many ways, an in vivo test tube. It 
is one of the simplest metazoan animals, only one mil-
limeter in length, yet facilitating large-scale cultivation 
of thousands of staged animals. C. elegans is unseg-
mented, has a bilaterally symmetrical body tapering at 
both ends, and is transparent. The self-fertilizing her-
maphrodite adult is made up of 959 somatic cells and 
produces homozygous progenies, which are genetically 
identical (bar spontaneous mutations). The male, which 
has a higher number of cells, one gonad and a tail with 
nine sensory palps to anchor the vulva, arises through a 
spontaneous nondisjunction in the hermaphrodite germ 
line, which is rare (typically less than 0.1% of a standard 
population) and can only copulate with its hermaphrod-
ic counterpart. This feature represents an ideal tool for 
genetic crossing of two genotypes (Fig. 11.2).

The C. elegans genome is small and compact; it con-
tains more than 20,000 protein-encoding genes assem-
bled over 100 million base pairs. Although approxi-
mately only 1/30th the size of the human genome, many 
genes and core metabolic pathways are evolutionary 
conserved between the nematode and mammals (Hillier 
et al., 2005). C. elegans is thus primitive, and yet shares 
many of the most essential biological characteristics that 
are central to human biology (Table 11.2).

In 1963, Sydney Brenner introduced C. elegans as a 
model organism for developmental biology and neu-
robiology. Since then, the worm system has been ap-
plied to many fields, including genetics, cell biology, 
neuroscience, aging, stroke, muscle-associated disor-
ders, metabolic diseases, cancer, embryogenesis, sex 
determination, and larval development (Markaki and 
Tavernarakis, 2010). Besides, the genome was fully se-
quenced in 1998 and the cell lineage of every single cell 
division, producing 959 somatic cells, was mapped in 
the 1980s. In addition, an RNA interference (RNAi) bac-
terial library containing 86% of the worm open reading 
frames has been constructed. Although injecting RNA 
into the body cavity of the animal induces gene silenc-
ing in most species, only C. elegans and a few other dis-
tantly related nematodes can take up RNAi molecules 
via the diet (Félix, 2008). Moreover, owing to its viability 
postfreezing, thousands of C. elegans strains are readily 
available (Table 11.3).

TABLE 11.1  Common Models Used to Study Fundamental 
Aspects of Diseases and Drug Discovery

Organism type Species

Virus T4 phage
Phi X 174

Prokaryotes Escherichia coli
Bacillus subtilis

Eukaryotes

 Protists Chlamydomonas reinhardtii
Tetrahymena thermophila

 Fungi Saccharomyces cerevisiae
Schizosaccharomyces pombe

 Plants Arabidopsis thaliana
Lemna gibba

 Animals

  Invertebrates Nematode (Caenorhabditis elegans)
Fruit fly (Drosophila melanogaster)

  Vertebrates Guinea pigs (Cavia porcellus)
Zebrafish (Danio rerio)
Chicken (Gallus gallus domesticus)
Mouse (Mus musculus)
Rat (Rattus norvegicus)
Non-human primates (Pan troglodytes)

FIGURE 11.1 A microscopic view of C. elegans. (A) A population 
of mixed age on nematode growth media (NGM) agar. (B) A close-up 
of a single adult wild type worm, which has laid four eggs. (C) A high-
resolution view of the head region of a hermaphrodite adult.
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TABLE 11.2  A Comparison of the Genome and Proteome of Model Organisms

Species Genome size (Mb) % Of human genome Protein count % Of human protein

Homo sapiens (human) 2,996.4 100 71,340 100

Mus musculus (mouse) 2,671.8 89 39,412 55

Danio rerio (zebrafish) 1,391.7 46 47,861 67

Gallus gallus (chicken) 1,230.3 41 46,393 65

Drosophila melanogaster (fruit fly) 148.5 5 30,443 43

Caenorhabditis elegans (nematode) 100.7 3 28,026 39

Rattus norvegicus (Norway rat) 48.7 1.6 38,722 54

Saccharomyces cerevisiae (yeast) 12.3 0.4 5,404 8

Escherichia coli (bacterium) 5.2 0.2 4,931 7

Bold entries highlight the genome and proteome of human and C. elegans individually.
Source: Data taken from NCBI (https://www.ncbi.nlm.nih.gov/) .

TABLE 11.3  Scientific Contributions by Nobel Laureates Studying C. elegans

2002 Nobel Prize in Physiology or Medicine

Sydney Brenner Pioneering genetic studies

John Sulston Elucidation of the embryonic cell lineage

Robert Horvitz Definition of the molecular pathway of programmed cell death

2006 Nobel Prize in Physiology or Medicine

Andrew Fire Discovery of RNA interference during translation

Craig Mello

2008 Nobel Prize in Chemistry

Martin Chalfie Application of green fluorescent protein as a marker for gene expression

FIGURE 11.2 The life cycle of C. elegans cultured at 25°C. Under optimal growth conditions, the entire life cycle of hermaphrodite is com-
pleted within 3 days from the first larval stage (L1) to adulthood. Males arise from the fusion of nullo-X gametes (gametes that lack an X chromo-
some) and normal X-bearing gametes, at a rare frequency of less than 0.1%. When exposed to undesirable conditions (stress, crowding, or lack of 
food) the L1 enters “dauer,” a stage that allows the worm to survive up to 4 months. Once conditions improve, the dauer animal develops to an 
L4 stage and oogenesis commences.
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A comprehensive knowledge infrastructure has 
emerged over the past years, notably the strain and 
genome databases, such as those offered by the Cae-
norhabditis Genetics Center (http://cbs.umn.edu/cgc) 
or WormBase (http://wormbase.org). The abundance 
and open-access nature of resources have empowered 
worm researchers not only to focus on central biological 
issues, for example, aging, neurobiology, development, 
and evolution, but also other emerging fields, such as the 
biology of fat metabolism (Table 11.4).

5 THE BASIC BIOLOGY OF OBESITY: 
FROM A WORM’S PERSPECTIVE

Decades of genetic and physiological studies have 
focused primarily on murine lipid metabolism, which 
has contributed significantly to our knowledge of hu-
man energy homeostasis. C. elegans has been used to a 
lesser extent, nevertheless research has identified criti-
cal pathways, defined molecular mechanisms, uncov-
ered new leads linked in particular to insulin signaling, 
the influence of serotonin on obesity, and the response 
to dietary glucose, feeding, and satiety (Zheng and 
Greenway, 2012). C. elegans lacks multifunctional adipo-
cytes and certain fat-regulatory mechanisms, such as the 
leptin secretion from the white adipose tissue observed 
in mammals. It is also a cholesterol auxotroph, but is 
able to manufacture essential fatty acids (C18:2n6 and 
C18:3n3) endogenously and independent of dietary up-
take (Mullaney and Ashrafi, 2009) (Fig. 11.3).

Setting aside the aforementioned physiological dif-
ferences, many of the evolutionary conserved pathways 

governing energy metabolism have been identified in 
worms. The nuclear hormone receptor NHR-49 (the ho-
molog of the human peroxisome proliferator–activated 
receptor-α, PPARα), for example, acts as a crucial regu-
lator of metabolic gene transcription in worms (Chawla 
et al., 2001); social feeding is a sophisticated behavior, 
which depends on the worm homolog of the neuropep-
tide Y receptor NPY (a major regulator of mammalian 
feeding behavior) (De Bono and Bargmann, 1998); fat 
storage in C. elegans is also dependent on the AMP-ac-
tivated protein and target of rapamycin (TOR) kinases, 
sterol regulatory element–binding protein (SREBP), and 
CCAAT/enhancer-binding protein (C/EBP) transcrip-
tion factors (McKay et al., 2003); and a conserved set of 
lipases in worms have mammalian orthologs involved in 
the balancing of energy input and output via the libera-
tion of triglycerides (Wang et al., 2008b). Other examples 
include the existence of fatty acid transporter homologs 
(CeFATPa and CeFATPb), to transport fatty acids be-
tween tissues (Grant and Hirsh, 1999) and lipid-binding 
proteins (Hirsch et al., 1998).

6 KEY FEATURES OF FAT METABOLISM 
IN CAENORHABDITIS ELEGANS

6.1 Dietary Uptake of Fatty Acids

The protein-coupled peptide transporter, PETP-1, in-
creases intestinal proton influx, fatty acid absorption, and 
thus fat content. The sodium–proton exchanger, NHX-2, 
plays an essential role in the intestinal pH regulation and 
fatty acid transport, with the nhx-2 mutant displaying a 

TABLE 11.4  Examples of Popular Open-Access Worm Repositories

Website Description

http://www.wormbase.org A repository of biology and genomics of C. elegans and related nematodes

http://www.wormatlas.org Handbooks focusing on the anatomy and behaviors of worms

http://www.wormbook.org Peer-reviewed chapters covering the biology and protocols of C. elegans and other 
nematodes

http://www.wormbuilder.org Provision of 294 worm strains carrying GFP markers at defined genomic locations

http://www.rnai.org Provision of images, phenotypes, and graphic maps from RNAi studies in C. elegans

http://www.wormclassroom.org An education and online learning community

http://cbs.umn.edu/cgc/home Caenorhabditis Genetics Center, where worm strains are stored and sourced

http://shigen.nig.ac.jp/c.elegans/index.jsp Provision of deletion worm mutants and the information regarding promoters and 
markers

http://www.acedb.org A database for genome and bioinformatics data of various model organisms 
including C. elegans

http://www.wormmeeting-berlin.de Organization of the European Worm Meeting

http://www.genetics-gsa.org/celegans Organization of the International C. elegans Meeting

GFP, Green fluorescent protein; RNAi, RNA interference.
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low-fat profile. The import and activation of exogenous 
fatty acids is modulated by fatty acid transport proteins 
(FATPs) (i.e., ACS-20 and ACS-22, which are homologs 
of human FATP4). Acquired fatty acids and acyl-CoA are 
transported further by intracellular binding proteins, in-
cluding LBP-1 to -9, FAR-1 to -8, and ACBP-1 to -7 for the 
degradation (Elle et al., 2010).

6.2 Synthesis of Fatty Acids

High levels of fatty acids originate from diet digestion, 
but some fatty acids, such as 7% of palmitic acid, 5% of 
palmitoleic acid and vaccenic acid, and 20% of oleic acid 
and polyunsaturated fatty acids are synthesized de novo 
in C. elegans, assisted by acetyl-CoA carboxylase (encod-
ed by pod-2) and fatty acid synthase (encoded by fasn-1 
or phi-46) (Perez and Van Gilst, 2008). The monomethyl 
branched-chain fatty acids, in contrast, are mostly pro-
duced endogenously by worms. Monounsaturated fatty 
acids are converted by ∆9 desaturases, which in worms 
are FAT-5, FAT-6, and FAT-7. FAT-2 and FAT-3 can desat-
urate monounsaturated fatty acids to polyunsaturated 
fatty acids (Brock and Watts, 2006).

6.3 Storage of Macronutrients

By binding to an insulin-link ligand, the nematode 
insulin receptor, DAF-2, activates the phospohinositide-
3-kinase AGE-1 and the phosphorylation cascade via 

PIP3, ultimately leading to the phosphorylation of DAF-16 
[Forkhead box O (FOXO) homolog] and its relocation. A 
loss of functional DAF-2 causes fat accumulation, as well 
as an altered life span, dauer formation, and stress respons-
es (Mukhopadhyay and Tissenbaum, 2007). In compari-
son, the insulin receptor in mammals selectively increases 
fat deposits in adipocytes, while decreases fat content in 
muscles and neurons (Biddinger and Kahn, 2006). DAF-7 
is a TGF-β–like ligand which, under nutrient deprivation, 
binds to the TGF-β receptor complex homologs: DAF-1 
and DAF-4, thereby inhibiting the receptor-associated co-
SMAD, DAF-3, subsequently regulating the feeding rate, 
fatty acid synthase activity, and lipid content. Under nu-
tritional conditions, the expression of DAF-2 is downregu-
lated, resulting in feeding rate changes and related dauer 
arrest along with lipid accumulation (Greer et al., 2008). 
Serotonin, a key neurotransmitter, is essential in maintain-
ing the feeding rate in C. elegans via G-protein coupled 
receptors: SER-1 and -7. It also regulates the level of lipid 
storage via a β-oxidation relevant pathway, and depends 
on SER-6 and the serotonin-gated chloride channel, 
MOD-1. The synthesis of serotonin in neurons is activated 
by tryptophan hydroxylase TPH-1, and an impaired TPH-
1 expression is linked to high-fat phenotypes (Srinivasan 
et al., 2008). Eukaryotic rapamycin (TOR) kinase targets 
protein complexes: TORC-1 and -2, and regulates the met-
abolic balance. RICT-1, a component of TORC-2, plays an 
important role in lipid regulation. An impaired function 

FIGURE 11.3 Overview of the coordination of energy in C. elegans, involving the synthesis and breakdown pathways of mainly fat and 
sugar. ABC, ATP-binding cassette; ACBP, acyl-CoA–binding proteins; ATP, adenosine triphosphate; CPT, carnitine–palmitoyl transferases; FABP, 
fatty acid–binding protein; FADH2, flavin adenine dinucleotide; FAT/CD36, fatty acid translocase; FATP, fatty acid transport protein; NADH, nico-
tinamide adenine dinucleotide; TCA, tricarboxylic acid cycle.
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of TORC-2, as a result of the depletion of RICT-1, induces 
lipid accumulation in worms (Jones et al., 2009).

6.4 Fat Catabolism

C. elegans stores fat, as mammals, mainly as triglyc-
erides that are hydrolyzed into glycerol and fatty acid 
by a range of lipases to release energy. In dauer-stage 
animals, lipolysis is suppressed, which can be attributed 
to the downregulation of the C. elegans ortholog of the 
mammalian adipocyte triglyceride lipase. Another ex-
ample is K04A8.5, a lipase whose intestinal expression 
significantly reduces lipid accumulation in vivo (Wang 
et al., 2008b). Likewise, worms on a restricted diet ex-
hibit elevated levels of intestinal lipase, FIL-1 and -2, 
and thus a greater degree of triglyceride degradation (Jo 
et al., 2009).

Many mammalian transcription factors involved in 
energy homeostasis have functional counterparts in C. 
elegans, which are summarized in Table 11.5.

7 TECHNICAL ADVANCES DRIVING 
LIPID RESEARCH IN NEMATODES

One of the first methods to assess fat content utilized 
the lipophilic dye Sudan black, which allows the post-
fix staining of worms (Kimura et al., 1997). Later, fluo-
rescent dyes, such as LipidTOX, were used in place of 
Sudan black by a similar fixation protocol for easier visu-
alization of the neutral lipids. Fat storage of worms was 

shown to take place mainly in the droplets/granules of 
intestinal and hypodermal cells (Wood, 1987).

Vital dye staining of fat in intact living animals was in-
troduced to physically track the endogenous uptake and 
transport of lipids in a high-throughput manner. The most 
commonly used dyes are Nile red and fatty acid–conju-
gated BODIPY, both complement the microscopy-based 
methods of fat visualization (Greenspan et al., 1985).

However, fluorescent properties, though extremely 
sensitive, may not accurately reflect the endogenous fat 
levels. These limitations can be circumvented by means 
of biophysical techniques, such as coherent anti-Stokes 
Raman spectroscopy (CARS) and stimulated Raman 
scattering (SRS) (Hellerer et al., 2007).

Individual lipid species and parameters can also be 
defined by biochemical techniques (Watts, 2002), such as 
high performance liquid chromatography (HPLC), thin 
layer chromatography (TLC), gas chromatography (GC), 
and gas chromatography–mass spectrometry (GC-MS) 
analysis or via an enzymatic determination. Metabolic 
labeling strategies have helped to define individual con-
tributions of de novo fat synthesis and dietary absorp-
tion to overall fat metabolism (Perez and Van Gilst, 2008).

Genetic screens have elucidated gene targets in-
volved in fat-regulatory pathways. In addition, expres-
sion profiling and epistasis analysis have pinpointed 
specific components and pathways that are involved 
in β-oxidation, fatty acid synthesis, and acyl-CoA syn-
thesis (Srinivasan et al., 2008). Owing to the power of 
the worm model, it is now possible to move beyond the 
study of overall fat content and examine the specific 

TABLE 11.5  A Selection of Transcription Factors Involved in the Lipid Metabolism of C. elegans

Transcription factors Mammalian homologs Functional annotations

NHR-49 By sequence closely related to 
the mammalian HNF4α, while 
functionally similar to the PPARα

NHR-49 relocates to the nucleus and binds to promoter sequences 
containing hormone-response elements to regulate the transcription 
of target genes linked to lipid mobilization in C. elegans. A deletion 
of nhr-49 induces profound changes in lipid synthesis, fatty acid 
β-oxidation, lipid saturation, glycolysis, and gluconeogenesis.

SBP-1 SREBP SBP-1 is the only SREBP homolog in C. elegans and by homology, most 
closely related to mammalian SREBP-1c. The function of SBP-1 
in lipogenesis of C. elegans is, however, yet to be delineated at a 
molecular level.

LPD-2 C/EBP LPD-2 regulates the expression of lipogenic enzymes and plays a role 
in the development of C. elegans. The lpd-2–deficient worm mutant 
arrests at the larvae stage.

KLF-1/-2/-3 KLF-1 and -3 are homologs of human 
KLF-1; KLF-2 is the homolog of human 
KLF-7

The expression of KLFs regulates developmental functions, 
reproduction and lipid storage in C. elegans. KLF-3 in particular 
plays a role in fatty acid synthesis and degradation.

MDT-15 ARC105 as a subunit of the mediator 
complex

MDT-15 integrates several transcriptional regulatory pathways to 
monitor the availability and the nature of ingested materials in C. 
elegans.

ARC, Activator-recruited cofactor; C/EBP, CCAAT/enhancer binding protein; HNF4α, hepatocyte nuclear factor 4α; KLF, Krüppel-like factor; LPD, lipid depleted; 
MDT, mediator; NHR-49, nuclear hormone receptor 49; PPARα, peroxisome proliferator activated receptor α; SBP-1, sterol regulatory element–binding protein 1; 
SREBP, sterol regulatory element–binding protein.
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genetic targets that contribute to lipid homeostasis. In-
deed, past experiments have included the mapping of 
obesity-related genes, targeted gene deletions, mutagen-
esis, and genome-scale RNAi screens, which in concert 
have uncovered over 400 genes that are involved in body 
fat regulation (Ashrafi et al., 2003) (Fig. 11.4).

8 THE INTESTINE: A DRIVER OF LIPID 
METABOLISM

In the absence of a dedicated liver and adipose tissue, 
the nematode’s intestine has been suggested to act as a 
multifunctional organ. The entire intestine in an adult 
hermaphrodite is composed of merely 20 cells, with ev-
ery 2 or 4 cells arranged in rings that enclose the lumen 
cavity spanning almost the entire length of the worm’s 
body. Each of these intestinal cells is derived from a sin-
gle embryonic blastomere (E) and the intestinal organo-
genesis is complete before the worm hatches.

The C. elegans intestine constitutes roughly one-third 
of the total somatic mass of the worm body. The digestive 
potential of worms is impressive: each cycle of defeca-
tion (a dynamic process that occurs in 45–50 s intervals) 
ejects up to half of the gut content. It is estimated that 
worms consume several million bacteria each day, while 
the average duration of a bacteria within the intestine 
is less than 2 min. Genes that are highly enriched in the 
intestine have helped to define the biology of digestion 
in C. elegans, for example, genes coding lysozymes and 
pore-forming proteins that ease the physical ingestion of 

the bacterial diet, ATPases that acidify the intestinal lu-
men, and proteases/peptidases that catalyze the protein 
digestion.

Although the development of the intestine is pro-
grammed in a precise manner, its shape and function can 
be extremely flexible. The intestinal cytoplasm of long-
lived dauer larvae is, for example, packed with electron-
dense “cytosomes.” The intestinal lumen constricts as 
part of an energy-restriction mechanism. These changes 
are reversed in worms that emerge from the dauer status.

C. elegans obtains fatty acids from its diet or by de 
novo synthesis to yield acetyl-CoA. The catabolism is re-
alized through β-oxidation that takes place in two main 
sites: the mitochondria and peroxisome. Most peroxi-
somes are, therefore, found in the intestinal cells. More-
over, the nematode stores fat predominantly in intesti-
nal lipid droplet (LD) organelles and lysosome-related 
organelles (LROs), the so-called “gut granules,” which 
are involved in the intestinal differentiation and lipid 
metabolism. Serving as the primary triglyceride depot, 
the structural and biophysical characteristics of LDs or 
LROs are yet to be defined in detail.

9 THE LIPID DROPLETS ARE THE 
MAIN SITE OF TRIGLYCERIDE 

ACCUMULATION

LDs are characterized by the phospholipid monolayer 
membrane, which encases the lipid core. LDs are not inert 
fat particles, but rather dynamic organelles that function 

FIGURE 11.4 Overview of research techniques applied to track lipid storage and mobilization in C. elegans.
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in both energy storage and catabolism. They store neu-
tral lipid triglycerides and polar lipids, including phos-
pholipids and sterol esters, which help buffer cells from 
the toxic effects caused by excessive lipids. A disturbance 
of the lipid composition can result in larger LDs or they 
may break up into smaller units, facilitating the further 
digestion by lipases (Guo et al., 2008). Moreover, various 
enzymes required for the synthesis of triglyceride have 
been detected in isolated LDs, demonstrating their role 
in lipid anabolism (Fujimoto et al., 2007).

In mammals, LDs occupy adipocytes; however, the ex-
act mechanisms that govern the distribution and mobili-
zation of lipids in worms at the subcellular level are not 
clear. Lipophilic staining and physical approaches have 
identified that the intestine as the primary site and the 
hypodermis as the secondary site of energy storage, with 
additional deposits observed in maturing oocytes of the 
germ line, fertilized embryos, and in rare cases, muscle 
tissue. Accordingly, various classes of lipids are stored 
in distinct vesicular compartments, which can be dif-
ferentiated by their electron densities (Chen et al., 2006; 
Hermann et al., 2005; Leung et al., 1999).

The LDs of nematode intestinal cells are typically 
large in size (spherical diameter > 10 µm), which is 
comparable to LDs in mammalian adipocytes. Excessive 
triglyceride in LDs are catabolized through β-oxidation 
in the mitochondria and peroxisome. A genetic defect in 
the peroxisomal β-oxidation pathway (e.g., in the daf-22 
lacking the terminal enzyme in peroxisomal fatty acid 
β-oxidation) results in a high-fat phenotype, namely an 
increase in the size of LDs (Zhang et al., 2010a). Trans-
genic DAF-22::GFP, which is expressed in the intestine, 
the hypodermis, and the body wall muscle of worms, 
is suppressed in acs-22 and dgat-2 mutants that lack 
fatty acyl-CoA synthetase and a diglyceride acyl trans-
ferase, respectively (Xu et al., 2012). This suggests that 
the mechanisms underlying the formation of LDs are 
conserved between worms and mammals. However, the 
mechanisms that govern the dynamic change in shape, 
size, or density of LDs are not yet fully understood.

10 THE NILE RED VITAL STAINING 
CONUNDRUM

Nile red was initially defined as a highly specific 
vital stain, allowing the detection of intracellular LDs 
in cultured aortic smooth muscle cells and peritoneal 
macrophages, as it selectively dissolves in the lipids 
and fluoresces with no local interaction with the tissue 
constituent (Greenspan et al., 1985). Ashrafi et al. (2003) 
reported how the Nile red assay could be applied to C. 
elegans to analyze fat storage and mobilization within a 
whole genome RNAi screen. As Nile red does not influ-
ence the growth rate, brood size, feeding, or lifespan of 

worms, it has since become a widely applied lipid proxy 
in nematodes. The accuracy of the methodology was, 
however, subsequently questioned as worms accumulat-
ed Nile red in lysosomal compartments rather than the 
major fat stores (Brooks et al., 2009; O’Rourke et al., 2009; 
Schroeder et al., 2007). A comprehensive comparison of 
fat-soluble vital dyes (BODIPY and Nile red), CARS, and 
standard biochemical triglyceride quantification found 
that CARS and the biochemical quantifications differed 
from the vital dyes that were limited to staining acidic 
organelles of lysosomal origin (Yen et al., 2010). An al-
ternative to the vital dye staining method is staining in a 
postfixative manner. Fixation allows the direct penetra-
tion of the lipophilic dye to the hydrophobic targets.

The application of the vital Nile red staining is, in 
comparison to the fixative Oil Red O dye, more con-
ducive, time efficient, and especially more suitable for 
high-throughput drug screening. Indeed, from a bio-
physical and biochemical perspective, Nile red–stained 
LROs were recently recognized to be the main location of 
cholesterol storage and a reduction of Nile red staining 
was noted to correlate with the bulk ratio of triglyceride 
to protein in nematodes (Zhang et al., 2010b). Likewise, 
lipid accumulation in endolysosomal compartments un-
der pathophysiological conditions was observed (Schmitz 
and Grandl, 2009). The precise mechanisms of the uptake, 
transport, and turnover of these dyes are still not fully un-
derstood and further investigations are needed to provide 
a comprehensive understanding of the local interactions 
between exotic dyes and lipids/organelles in vivo. Any 
result derived from Nile red staining should, therefore, be 
validated by an alternative independent approach.

11 LYSOSOME-RELATED ORGANELLES 
PARTICIPATE IN LIPID MOBILIZATION

LROs can be stained by Nile red and are acidic, au-
tofluorescent, birefringent, and express PGP-2, GLO-3, 
and FUS-1 as important functional proteins (Hermann 
et al., 2005). LROs may not be the main location of fat 
storage in C. elegans; however, this does not rule out that 
the LRO compartments play a role in the metabolism of 
lipid or physiologically relevant fats. Indeed, worms uti-
lize energy reserves upon food deprivation via the recy-
cling of LRO-mediated nutrients (Finn and Dice, 2006).

The Niemann–Pick type C disease in mammals un-
derline the important role lysosomes play in the metabo-
lism of cholesterol and sphingolipid (Futerman and Van 
Meer, 2004). Unlike mammalian cells, nematodes store 
cholesterol exclusively in LROs rather than LDs (Lee 
et al., 2015). Worms with a lysosomal storage disorder 
(ncr mutants) show diverse phenotypes, including a 
disturbed cholesterol trafficking and a hypersensitivity 
toward cholesterol derivation (De Voer et al., 2008).
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Nematodes contain an essential gene that is a homo-
log of Drosophila SREBP. It is similar to those proteins 
regulating cholesterol levels in mammals and was re-
ported to regulate enzymes for the synthesis of saturated 
fatty acids and phosphatidylethanolamine (Seegmiller 
et al., 2002).

Numerous studies in other organisms have highlight-
ed the complex interaction(s) between LROs and LDs. Li-
polysis and autophagy, for example, are both involved in 
nutrient deprivation–induced responses, namely lipids 
stored as triglycerides in LDs are hydrolyzed into fatty 
acids, and intracellular proteins and organelles seques-
tered in autophagosomes are transported to lysosomes 
as energy sources. This observation leads to the notion 
that LDs and LROs may be associated during starvation. 
Furthermore, an abnormal increase in intracellular lipid 
impairs the autophagic clearance, which traps cells in a 
harmful cycle with additional lipid retention. The thera-
peutic strategies to increase autophagic function have 
thus formed the basis of a new approach proposed to 
treat metabolic syndromes (Singh et al., 2009).

LRO can be observed in worms by means of specific 
acidic markers, including acridine orange and Lyso-
Tracker. The colocalization of Nile red and LysoTracker 
suggests that an interlinked mechanism underlies the 
LRO-regulated lipid metabolism. Following the death 
of a worm, LROs rupture and in turn result in a burst 
of strong autofluorescence, which greatly interferes with 
lipid visualization (De Duve, 1963).

12 INTESTINAL AUTOFLUORESCENCE: 
FRIEND OR FOE?

The majority of autofluorescence in worms is ob-
served in granules of the intestinal cells. Histochemical 
staining of the autofluorescent granules suggested that 
they contain acid phosphatase, a lysosomal enzyme. 
Further, the autofluorescent granules accumulate exog-
enous material and concentrate a lysosomotropic weak 
base and are thus thought to act as secondary lysosomes 
(Clokey and Jacobson, 1986). The acidic intestinal com-
partments of the 1.5-fold stage embryo can be stained 
with acridine orange, which colocalize with birefringent 
gut granules; similarly, the autofluorescent and acidic 
LysoTracker Red–stained compartments colocalize with 
gut granules in newly hatched L1-stage larvae, confirm-
ing the birefringent, autofluorescent, and lysosomal 
identity (Hermann et al., 2005). Indeed, autofluores-
cence and lysosomal metabolism are interlinked. For 
example, progressive neurodegeneration and the ac-
cumulation of autofluorescent material are caused by 
mutations in lysosomal hydrolase genes (Futerman and 
Van Meer, 2004). In worms, defects in the expression of 
eight glo genes, namely apt-6, apt-7, vps-16, vps-41, glo-1, 

glo-2, glo-3, and glo-4, are responsible for the mislocal-
ization of birefringent material into the intestinal lumen 
during embryogenesis, with the first four genes encod-
ing proteins that are homologous to components of the 
AP-3–mediated Golgi-to-vacuole trafficking pathway 
(Odorizzi et al., 1998), while the latter are homologous 
to Drosophila eye pigmentation genes regulating the bio-
genesis of LROs (Dell’Angelica, 2004). LROs in C. elegans 
may, therefore, share some functional characteristics 
with the pigment granules in Drosophila and mammalian 
melanosomes (Hermann et al., 2005). Currently there are 
two main hypotheses regarding the chemical identity of 
the LRO fluorophore, namely that is lipofuscin like or 
anthranilic acid (AA) like.

12.1 Theory 1: Lipofuscin-Like 
Autofluorescence

The solubility of autofluorescent pigments closely 
resembles “lipofuscin” pigments (Clokey and Jacob-
son, 1986). They both accumulate during oxidative 
stress, and are marked by an extreme emission and dif-
fusion in aged individuals (Katz and Robison, 2002). The 
spectra of both autofluorescence and lipofuscin overlap 
with most commonly used fluorophores (Kalyuzhny 
and Wessendorf, 1998). This broad excitation and emis-
sion characteristic suggests that lipofuscin-like pigments 
might be composed of a mixture of different, although 
related, fluorescent molecules (Steiner and Kirby, 1969).

12.2 Theory 2: Anthranilic Acid–Like 
Autofluorescence

According to a recent chemical analysis, the blue 
fluorescence observed within nematode intestinal cells 
is AA glucosyl ester, a product of the kynurenine path-
way (Coburn et al., 2013). Altered intestinal fluorescence 
(flu) phenotypes can arise from mutations affecting the 
kynurenine pathway enzyme, such as flu-1 and flu-2. 
The kynurenine pathway is known to be implicated in 
neurodegeneration and immunity (Munn et al., 1998; 
Sasaki et al., 2012). In Drosophila, kynurenines were hy-
pothesized to contribute to aging; however, very little is 
known about the biology of kynurenines in nematodes. 
AA may harbor antibiotic properties to protect nema-
todes from a pathogen attack or may act as a photon 
protectant (Gems and Coburn, 2013).

Given the evolutionarily conserved role of electron-
lucent LDs and electron-opaque LROs in energy homeo-
stasis, they are considered to be central in maintaining the 
energy balance. C. elegans offers unique opportunities to 
visualize fluorescence at a single-cell resolution in live 
animals, and combined with the plethora of genetic tools 
and biochemical assays, this model organism promises to 
advance our understanding of lipid metabolism in vivo.
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13 A WHOLE GENOME APPROACH

C. elegans is amenable to high-throughput, genome-wide, 
and whole organism–association screens. For example, a ge-
nome-wide RNAi knockdown screen has identified around 
400 genes that are linked to fat disturbance in worms. In ad-
dition, hundreds of genes are pleiotropic, causing multiple 
biological effects ranging from fat disorder, sterility, growth 
arrest, to lethality (Ashrafi et al., 2003). Extending this ef-
fort, a microscopic analysis of more than 300 RNAi-treated 
worms pinpointed evolutionary conserved genes that are 
associated with embryonic lipids (Schmökel et al., 2016).

A high-throughput phenotypic assay may lead to the 
discovery of genes not previously associated with meta-
bolic process. Indeed, Oil Red O staining in tandem with 
high-volume image–based phenotyping allowed the ef-
ficient, rapid, and robust sample preparation and analy-
sis of genetic/chemical perturbations in whole animals 
(Wählby et al., 2014).

A recent high-throughput study suggested that miR-
NAs play a role in the lipid mobilization in worms. L4 
larvae were subjected to a 12-h starvation period and 13 
miRNAs were shown to be downregulated; however; 
the miR-35 family was upregulated 6–20 fold (Garcia-
Segura et al., 2015).

A proteome analysis of lipid droplets isolated from 
wild type N2 and daf-2 mutants identified 354 proteins 
that belong to various functional classes, including lipid 
metabolism, trafficking, transport, and signal transduc-
tion, to name a few. The top 100 most abundant LD pro-
teins were studied further via RNAi knockdown and 
ACS-4 was characterized as a LD-associated protein 
(Vrablik et al., 2015). These recent studies carried out at 
the DNA, RNA, and protein level highlight the powerful 
quantitative phenotyping approaches that are possible 
with the invertebrate worm model.

14 NEW AVENUES OF LABEL-FREE 
METHODS

The challenges surrounding the inconsistencies of 
vial dye staining in nematodes have led to the develop-
ment of new approaches for identifying the ubiquitous 
fat distribution and revealing lipid phenotypes stored in 
intestinal cells, gonads, germ line, and hypodermis. One 
exciting progress has been the application of biophysical 
tools, such as CARS microscopy, which demonstrated 
the advantages of a label-free method in comparison to 
standard fluorescence microscopy (Hellerer et al., 2007).

CARS allows the visualization of LDs by analyzing 
signals derived from the specific vibration of intrinsic 
carbon–hydrogen stretching. CARS imaging provides 
an accurate estimation of the size and number of LDs, as 
well as the dynamic monitoring of lipid molecules.

The order of polymethylene chains can be estimated 
by CARS by recording the asymmetric and symmetric 
CH2 vibrations and their ratio: a higher ratio represents 
a gel phase of highly ordered methyl chains, while a 
lower ratio is linked to the liquid phase of less-ordered 
chains (Wurpel et al., 2002). Further subtraction of the 
background resonance improves the CARS spectra and 
allows a more accurate measurement of the lipid signal 
(Hagmar et al., 2008). By applying the spectral informa-
tion from pointwise confocal Raman microspectroscopy, 
analysis of the fingerprint region of the CARS spectrum 
enables the detection of lipid-chain unsaturation and 
thus detailed phenotypes of worms from different ge-
netic backgrounds. Subgroups of lipid-storage compart-
ments can also be identified in the presence or absence 
of autofluorescence. Additionally, the differences in the 
amount of autofluorescent granules can be observed and 
quantified in worm strains (Le et al., 2010). The spectral 
interferometric polarization CARS (SIPCARS) allows the 
hyperspectral analysis of lipid phenotypes, as well as the 
quantification of lipid enrichment (Littleton et al., 2013).

SRS is another vibrational imaging technique typically 
employed for C. elegans. Signals can be recorded in nano-
second resolution and thus offer a high volume of pixel 
information and an exceptional optical sectioning capa-
bility. Moreover, the SRS signal exhibits a linear depen-
dence on the underlying resonant bonds (as opposed to 
CARS, which typically returns a nonlinear output), there-
by simplifying the extraction of quantitative features. An 
RNAi screen combined with quantitative imaging of 
lipids by means of single-frequency SRS yielded eight 
new genetic regulators of fat storage in worms (Wang 
et al., 2011). Likewise, a combination of hyperspectral 
SRS and multivariate analysis in the fingerprint vibration 
region resulted in the quantitative mapping of fat distri-
bution, as well as the degree of lipid saturation, oxida-
tion, and cholesterol enrichment in vivo in a whole worm. 
This approach confirmed that LROs are the main sites for 
storage of cholesterol in worms (Wang et al., 2014). SRS 
was further used in metabolic fingerprinting to probe the 
spatial–temporal dynamics of metabolites at the subcel-
lular level, which revealed a lack of interaction between 
saturated and unsaturated fatty acids (Fu et al., 2014). 
One caveat of SRS is the difficulty to scale up to multiple 
channels, and, therefore, it is challenging to acquire the 
full spectral details of novel biological samples.

15 TRENDS AND CHALLENGES

To gain deeper insights into fat regulation, investiga-
tions from multiple aspects are called for, spanning sig-
naling, transcription, neuronal circuits, development, 
behavior, and others. In addition to the LD–LRO interac-
tion, further crosstalk between LDs and other subcellular 
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organelles, lipid species, nutrient factors, and additional 
bioactive molecules in various tissues, such as hypoder-
mis and gonads, should be explored. The well-defined 
nervous system of worms offers unique avenues to de-
cipher neural circuits that govern metabolism, feeding 
behaviors, and nutrient perception. Moreover, the nema-
tode can provide an insight into physiological pathways 
and external factors, such as environmental perturba-
tions.

Given the central role of the intestine in the uptake 
and storage of lipids, studies have mostly focused on gut 
cells to quantify and phenotype lipid molecules. It has 
been argued that the nematode intestine shares many 
features of the mammalian intestine and liver, while its 
hypodermal cells function as mammalian adipocytes 
(Lemieux and Ashrafi, 2015). One concern is that bio-
chemically extracted lipids from hermaphrodites may 
comprise a considerable amount of intestinal yolk or 
embryonic lipid rather than genuine fat reserves that 
are needed for somatic structures. Therefore a detailed 
assessment of the dynamics of fat metabolism in differ-
ent tissues is needed, as this will facilitate the quantita-
tive phenotypic analysis of energy homeostasis in single 
worms and populations.

In summary, C. elegans is uniquely positioned, as it al-
lows in vivo animal research at a single-cell resolution 
via a versatile experimental tool set. By acknowledging 
both its strengths and limitations, the nematode holds 
promise for the improvement and optimization of our 
knowledge base pertaining to lipid metabolism. Having 
said that, no single species can ever serve as a univer-
sal model. To advance of our knowledge of evolution-
ary conserved mechanisms of life, we should gather data 
from two or more organisms (Bolker, 2012).
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1 INTRODUCTION

Metabolic function is a highly regulated process and, 
as for all physiological systems, it is governed by feed-
forward and feedback signals that maintain homeostatic 
balance. This metabolic balance is controlled by neuro-
nal systems in the brain that regulate food intake and 
energy expenditure. Feedforward signals are provided 
by upregulation of orexigenic factors and downregula-
tion of anorexigenic factors, to increase food intake and 
decrease energy expenditure. In response to starvation 
or reduced food intake, the activity of the orexigenic 
neurons, neuropeptide Y (NPY), and agouti-related 
protein (AgRP) increase and the activity of the anorexi-
genic proopiomelanocortin (POMC) neurons decrease. 
Peripherally derived feedback factors influence these 
central systems, examples being ghrelin, glucagon-like 
peptide 1 (GLP1) (from the gastrointestinal tract), and 
leptin (from adipose tissue). Ghrelin stimulates food in-
take, whereas leptin and GLP-1 are inhibitory. Ghrelin 

levels are increased in low body weight conditions and 
leptin levels are reduced, allowing for homeostatic 
correction via stimulation of hunger and a reduction in 
energy expenditure.

Whereas there is significant knowledge of the systems 
that regulate food intake, relatively less is known about 
the control of energy expenditure. The rate of energy ex-
penditure is substantially driven by sympathetic outflow 
from the brain to the peripheral organs/tissues, such as 
brown fat and skeletal muscle. Dogma stipulates that 
factors which increase food intake concurrently reduce 
energy expenditure and vice versa. Thus, elevation of 
NPY activity in the brain and reduction in melanocortin 
activity leads to increased food intake and reduced en-
ergy expenditure. A number of studies over recent years 
have targeted regulation of the systems controlling food 
intake, as a means of combating the global escalation in 
the incidence of obesity and Type II diabetes. Historical-
ly, these have not been successful for various reasons. In 
some instances, pharmacological agents have been used, 
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but virtually all of these act within the brain and have 
been withdrawn because of side effects. A new genera-
tion of pharmaceuticals, such as Contrave, Liraglutide, 
and Qsymia, have, however, produced some promising 
weight-loss effects. Lifestyle diet and exercise programs 
have not been successful because individuals who lose 
weight eventually drift back to their prior body weight/
adiposity. This is because of the inherent “set-point” of 
individuals that is genetically determined. According to 
this theory, predisposition to obesity is genetically pro-
grammed and is typically unmasked by a poor-quality 
diet (high fat and/or high sugar) or sedentary behavior. 
Examples of predisposition to an obese phenotype can 
be readily observed when rodents are placed on a “junk 
food” diet, so some animals become obese (diet-induced 
obesity, DIO) and others do not (diet resistant, DR). This 
is also shown in the classical studies of Bouchard et al. 
(1990), whereby overfeeding by 1000 cal/day for 100 
days resulted in highly variable weight gain across sets 
of twins, whereas there was a strong correlation between 
twins. This demonstrates that genetic factors not only 
determine the set-point body weight but that this is at 
least partly mediated via innate differences in energy ex-
penditure.

With systematic failure to control obesity by con-
trolling food intake, an important question is whether 
energy expenditure targets are more fruitful. The lat-
ter has various components, which will be discussed 
later, but one potential target that could yield signifi-
cant results is thermogenesis. It has been generally ac-
cepted that thermogenesis occurs primarily in brown 
adipose tissue (BAT), because the brown adipocytes are 
rich in mitochondria and express uncoupling protein 
1 (UCP1) (Cannon and Nedergaard, 2004; Lowell 
and Spiegelman, 2000). Furthermore, BAT is highly 
vascularized and receives profuse innervation from 
the sympathetic nervous system (SNS) (Cannon and 
Nedergaard, 2004; Lowell and Spiegelman, 2000). Acti-
vation of UCP1 via an increase in sympathetic activity 
results in the dissipation of energy through heat pro-
duction (Cannon and Nedergaard, 2004; Lowell and 
Spiegelman, 2000). It was originally thought that BAT 
was exclusively found in neonates, and levels dimin-
ished in early life reaching negligible levels in adults, 
but we now know that this is not the case. Landmark 
imaging studies in humans revealed the presence of BAT 
in the clavicular, neck, and sternal regions of the body 
(Cypess et al., 2009; van Marken Lichtenbelt et al., 2009; 
Virtanen et al., 2009) and, as a result, this has become a 
more prominent therapeutic target. Recent studies have 
shown that BAT mass can be regulated by environmen-
tal factors, such as cold temperature. In addition, a long 
list of regulators of mitochondria and UCP1 function in 
BAT have been assembled. While the targeting of BAT 
might be a realistic way of controlling obesity, another 

approach could be to determine whether thermogenesis 
occurs in other tissues, through means other than BAT/
UCP1. This would open up the possibility of manipulat-
ing thermogenesis and expenditure of energy through 
heat on a much larger scale than by the specific focus 
on BAT. Recent studies have indicated three very sig-
nificant advances in this regard. Firstly, BAT is not con-
fined to very small and focal depots within the body 
and can be found interspersed in white adipose tissue 
(WAT) (Cypess et al., 2009; Henry et al., 2010; Symonds 
et al., 2012; van Marken Lichtenbelt et al., 2009; Virtanen 
et al., 2009). Secondly, brown adipocytes can be “created” 
via the “browning” of WAT (Barbatelli et al., 2010; Petro-
vic et al., 2010). Furthermore, thermogenesis occurs in 
muscle, which may provide another fruitful target for 
manipulation of energy expenditure.

In this chapter, we examine animal models which 
have utility for the study of energy expenditure, particu-
larly thermogenesis, and we indicate means of manipu-
lation of energy expenditure.

2 THERMOGENESIS—A SIGNIFICANT 
DETERMINANT OF ENERGY 

EXPENDITURE

2.1 Brown Fat

As detailed earlier, BAT is frequently regarded as 
the primary thermogenic organ (Cannon and Neder-
gaard, 2004, 2010). Brown adipocytes are thermogenic 
due to their mitochondrial rich nature and specialized 
expression of UCP1. Activation of BAT occurs via the 
SNS whereby increased sympathetic activity increases 
noradrenaline (NA) release at brown adipocytes, acti-
vating cAMP, and leading to the intracellular mobiliza-
tion of free fatty acids (Fig. 12.1). It is the mobilization of 
free fatty acids that activates UCP1 and initiates thermo-
genesis (Fig. 12.1). In order to support this thermogenic 
function, BAT is profusely innervated by the SNS and 
is highly vascularized (Cannon and Nedergaard, 2004; 
Lowell and Spiegelman, 2000). Within the mitochondria, 
the electron transport chain creates a proton gradient 
that is required for ATP synthesis. When activated, UCP1 
creates proton leakage across the inner-mitochondrial 
membrane, “stealing” protons from ATP synthase, 
which ultimately reduces ATP synthesis but increases 
energy expenditure through the production of heat. This 
basic theory underlying the process of thermogenesis 
has been widely studied.

2.1.1 Derivation of BAT
A number of studies have sought to define the em-

bryonic lineage of BAT. This is based on the premise 
that increasing levels of BAT could be beneficial for the 
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development of novel antiobesity agents. Brown adipo-
cytes are derived from a mesenchymal lineage similar 
to white adipocytes and myocytes (Kajimura et al., 2009; 
Seale et al., 2008). WAT and BAT are considered to be 
morphologically and functionally distinct tissues, but 
this requires revision as outlined later in the chapter. 
White adipocytes are unilocular, containing a single fat 
droplet and have few mitochondria, whereas the brown 
adipocyte is multilocular (containing many smaller lip-
id droplets) and contains numerous mitochondria. The 
primary function of white adipocytes is to store energy 
in the form of triglycerides, whereas brown adipocytes 
consume energy through the process of thermogenesis. 
In line with these differing functions, brown adipocytes 
are more closely related to myocytes than to white adi-
pocytes. A “true” brown adipocyte is derived from a 
Myf-5 myocyte precursor, whereby the transcription 
factor PR-(PRD1-BF-1-RIZ1 homologous) domain con-
taining protein 16 (PRDM-16) has been shown to inhibit 
myocyte development and enforce the development of 
brown adipocytes (Seale et al., 2008). Deletion of the gene 
that encodes PRDM-16 abolishes BAT development and 
results in skeletal muscle formation (Seale et al., 2008). 
A number of other factors also stimulate the expansion 
of BAT formation, including bone morphogenic protein 
7 (BMP7), fibroblast growth factor 21 (FGF21), PPARγ 
and PGC1α agonists (Ahfeldt et al., 2012; Kajimura 
et al., 2009; Ohno et al., 2012; Schulz et al., 2011). PPARγ 
and PRDM16 exert synergistic effects via the CCAAT/
enhancer-binding proteins (CEBPs) to promote BAT 
development (Lefterova et al., 2008). Overexpression 
of PRDM-16 in white subcutaneous fat results in the 
“browning” of WAT and the production of brown-like 

adipocytes (see later). Although many studies have fo-
cused on increasing the levels of BAT to combat obesity, 
activation of BAT is also fundamentally important to this 
objective.

2.1.2 Neural Control of BAT
The SNS is integral to the activation of thermogenesis, 

whereby both cold and dietary stimuli increase thermo-
genesis via the localized release and action of NA. This 
effect is mediated via the β-adrenergic receptors (β-AdR) 
expressed by brown adipocytes. Indeed, all three iso-
forms of β-AdR are coexpressed in brown adipocytes 
and there is a general redundancy with regard to the con-
trol of thermogenesis (Collins et al., 2010). For example, 
gene deletion of all three β-AdR in the β-AdR-less mice 
causes obesity in the absence of hyperphagia and the 
obese phenotype is driven by a reduction in UCP1 and 
obliteration of thermogenesis (Bachman et al., 2002). The 
β-AdR-less mice show significant atrophy of BAT and an 
infiltration of white fat (Bachman et al., 2002). It has re-
cently been shown, however, that under thermoneutral 
conditions chronic stress can increase BAT activity in the 
β-AdR-less mice (Razzoli et al., 2016). This stimulatory 
effect is independent of NA and is thought to be medi-
ated via a purinergic SNS pathway (Razzoli et al., 2016). 
The neural network that governs the SNS and controls 
thermogenesis is complex. Injection of pseudorabies 
virus, a polysynaptic retrograde tracer, into the inter-
scapular BAT of rats demonstrates that neurons arising 
from the preoptic area (POA), hypothalamus, and the 
brainstem all converge in an integrated network that 
projects to BAT (Oldfield et al., 2002). Neurons within 
the POA are essential to thermoregulation, receiving 

FIGURE 12.1 The mechanism of brown fat activation and thermogenesis. Dietary and cold stimuli are sensed by first-order neurons in 
the preoptic area and the hypothalamus. These stimuli are then relayed via the brainstem, causing activation of the sympathetic nervous system 
(SNS). Activation of the SNS results in increased noradrenaline release within brown adipose tissue (BAT), acting on β-adrenoceptors (β-AdR) 
located on brown adipocytes and activation of uncoupling protein 1 (UCP1). The increase in UCP1 creates a proton leak across the mitochondrial 
membrane, uncoupling oxidative phosphorylation and leading to the dissipation of energy through thermogenesis.
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information regarding ambient temperature upon skin 
cooling, and in turn exert effects on thermogenesis via 
a neuronal network involving the hypothalamus and 
brainstem. Overall, neurons within the POA activate 
BAT thermogenesis (Morrison and Nakamura, 2011). 
Earlier work identified a subset of cold-inhibited and 
warm-activated gamma-aminobutyric acid (GABA)-
containing neurons in this region of the brain that medi-
ate cold-induced activation of thermogenesis (Morrison 
et al., 2014; Nakamura and Morrison, 2008). These GA-
BA-ergic neurons regulate BAT activity via projections 
to the dorsomedial hypothalamus (DMH) and the ra-
phe pallidus (Cao and Morrison, 2006; Cao et al., 2004; 
Morrison et al., 2014; Nakamura et al., 2005). More recent 
work, using Designer Receptor Exclusivity Activated by 
Designer Drugs (DREADD) technology, however, shows 
that activation of GABA neurons in the POA had little 
effect on body temperature or energy expenditure (Yu 
et al., 2016). Indeed, the latter study provides strong evi-
dence to suggest that leptin receptor-expressing neurons 
in the POA are central to the metabolic (food intake and 
energy expenditure) adaptations that occur in response 
to changes in ambient temperature (Yu et al., 2016). In 
addition to the POA, neural networks within the hypo-
thalamus are known to be important in the dual control 
of food intake and energy expenditure.

Typically, neuropeptides that stimulate food in-
take also inhibit thermogenesis and vice versa (Verty 
et al., 2010). In this regard, the arcuate nucleus of the 
hypothalamus (ARC) is considered a primary center in 
the control of energy homeostasis. Within the ARC, two 
distinct neuronal populations regulate food intake and 
energy expenditure:

• The appetite-inhibiting cells, the POMC neurons, 
which produce melanocortins.

• The appetite-stimulating cells that contain NPY and 
agouti-related protein (AgRP).

NPY and AgRP inhibit thermogenesis (Billington 
et al., 1991; Small et al., 2003) and the melanocortins 
(α-, β-, and γ-melanocyte stimulating hormone en-
coded by the POMC gene) stimulate thermogenesis 
(Voss-Andreae et al., 2007). At least a subset of these 
neurons are located outside the blood brain barrier 
and therefore receive peripheral signals regarding nu-
tritional state (Morita and Miyata, 2012); this includes 
endocrine signals, such as leptin, insulin, GLP-1, and 
ghrelin, as well as metabolic signals, such as glucose 
(Cone et al., 2001; Parton et al., 2007). The neurons of 
the ARC project to other hypothalamic regions, such 
as the lateral hypothalamus (LH), ventromedial hy-
pothalamus (VMH), DMH, and the paraventricular 
nucleus (PVN), allowing for second order signaling 
(Gautron and Elmquist, 2011). In addition, signals, such 
as leptin can also cross the blood brain barrier and act 

directly on neurons in hypothalamic nuclei beyond 
the ARC (Dhillon et al., 2006; Qi et al., 2010). In mice, 
leptin acts at the DMH to stimulate sympathetic output 
and increase BAT thermogenesis (Enriori et al., 2011; 
Simonds et al., 2014). Physiological studies and neural 
tracing studies have shown that neurons in the ARC 
and the LH (orexin—ORX and melanin-concentrating 
hormone—MCH neurons) are important in regulating 
not only food intake but also energy expenditure, espe-
cially thermogenesis (Pissios, 2009; Szekely et al., 2010). 
It is important to note that there are two ORX peptides 
(A and B), with approximately 50% sequence identity, 
produced by posttranslational processing of a single 
precursor protein. In a broad sense, ORX-A is thought 
to be more relevant to the control of energy homeostasis 
than ORX-B (Ferguson and Samson, 2003).

In rodents, intracerebroventricular (i.c.v.) infusion 
of ARC-derived peptides alters BAT thermogenesis. In 
particular, infusion of either NPY or AgRP stimulates 
food intake and inhibits thermogenesis in BAT, whereas 
infusion of the melanocortin, α-melanocyte stimulating 
hormone (α-MSH), inhibits food intake and stimulates 
thermogenesis in BAT (Voss-Andreae et al., 2007). Mela-
nocortin action at both hypothalamic and nonhypotha-
lamic sites (preganglionic cholinergic neurons of the SNS 
and parasympathetic nervous system) increases BAT 
thermogenesis (Berglund et al., 2014; Song et al., 2008). 
Furthermore, a recent study in male rats, showed that 
MC4R activation in the VMH with melanotan II (a non-
specific melanocortin receptor agonist) increased NA 
turnover and heat dissipation in skeletal muscle (Gavini 
et al., 2016), demonstrating that the melanocortin system 
regulates both BAT and muscle thermogenesis (discussed 
later). Retrograde labeling of neurons in the brain with 
pseudorabies virus tracers, which are transported across 
synapses, show that both NPY and POMC neurons proj-
ect widely throughout the brain, especially the hypothal-
amus. Thus, BAT is under the control of hypothalamic 
neurons, through a polysynaptic network of neurons in 
the brain and ultimately through sympathetic outflow. 
NPY neurons project to a network in the hindbrain that 
controls sympathetic innervation to blood vessels with-
in BAT, whereas POMC cells project directly to a neu-
ral network that innervates brown adipocytes (Oldfield 
et al., 2002). Studies in rodents have clearly elucidated 
a role for the melanocortins in the control of BAT ther-
mogenesis and around 40% of POMC cells in the ARC 
coexpress virus when the polysynaptic retrograde tracer 
pseudorabies is injected into BAT (Oldfield et al., 2002). 
In rodents, central infusion of melanotan II increases BAT 
temperature (Song et al., 2008) and the melanocortin 4 
receptor (MC4R) is expressed in numerous brain regions 
that constitute parts of a neuronal pathway that extend 
to BAT; these include the forebrain, hypothalamus, mid-
brain, and brainstem (Song et al., 2008). Thus, the central 
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melanocortin system is integral in the control of thermo-
genesis and this is exemplified in knockout mouse mod-
els for both POMc and Mc4r (butler and cone, 2002; 
butler et al., 2001); where impaired energy expenditure 
and thermogenesis is an important component leading to 
the obese phenotype.

as indicated earlier, neurons in the lH that produce 
OrX and McH are also known to regulate thermogen-
esis. both of these neuropeptides stimulate food intake, 
but exert differential effects in terms of the regulation 
of thermogenesis. Dichotomous findings have been ob-
tained in studies of the effects of OrX on thermogenesis, 
which may be because OrX also regulates physical ac-
tivity, and mutations in the OrX system (either the gene 
that encodes prepro-OrX or the OrX receptors) result in 
narcolepsy (chemelli et al., 1999). Orexin also acts cen-
trally to regulate food intake and energy expenditure, 
but these effects are thought to be secondary to those 
which regulate arousal and activity (Willie et al., 2001). 
nevertheless, OrX neurons project into the brainstem 
and spinal cord and appear to be important in the regu-
lation of thermogenesis (Marcus and elmquist, 2005). in 
rats, around 30% of OrX-b and 50% of McH neurons 
provide neural connections to the sns innervating bat 
(adler et al., 2012). One study showed that blockade of 
the OrX-a receptor by i.c.v. infusion of the antagonist, 
sb-334867-a, increased bat temperature in male rats, 
indicative of an endogenous effect of OrX to inhibit ther-
mogenesis (verty et al., 2010). this observation is, how-
ever, contradicted by a number of other studies, whereby 
i.c.v. infusion of OrX or direct injection into the rostral 
raphe pallidus increases bat thermogenesis (tupone 
et al., 2011). More recent work has also shown that de-
letion of orexin results in obesity and this is primarily 
caused by a deficit in thermogenesis due to diminished 
differentiation of brown adipocytes from preadipocytes 
(Mohammed et al., 2014; sellayah et al., 2011). this clear-
ly demonstrates that brain-derived OrX is important not 
only in the control of thermogenesis in adult animals but 
also in the embryonic development of bat. it is clearly 
apparent that there is a complex neural network located 
within the hypothalamus that ultimately regulates sym-
pathetic outflow and bat function.

2.1.3 UCP1 Knockout Models—Alternative 
Pathways for Thermogenesis

Genetic models in mice have been used widely to 
characterize the cellular pathways that underpin ther-
mogenesis in bat, especially with respect to UcP1 func-
tion. as indicated earlier, cold and dietary stimuli act 
at the brain to activate the sns, leading to an increase 
in the release of na at bat. activated β-adr on brown 
adipocytes, stimulates an increase in caMP and the mo-
bilization of intracellular free fatty acids. in turn, this 
activates UcP1 and adaptive thermogenesis (cannon  

and nedergaard, 2004; lowell and spiegelman, 2000). 
rodent studies clearly support the notion that the level 
of activation of UcP1 is an important index of meta-
bolic state and energy expenditure. thus, physiological 
challenges that induce a state of negative energy bal-
ance, such as fasting and lactation inhibit UcP1 in bat 
(rothwell et al., 1984; trayhurn and Jennings, 1988; Xiao 
et al., 2004). this is considered to be a part of the meta-
bolic adaptation response, whereby UcP1 is reduced to 
inhibit energy expenditure and to restore energy bal-
ance. accordingly, activation of UcP1 is an integral com-
ponent of adaptive thermogenesis in rodents.

On this basis, it is hardly surprising that genetic dele-
tion of UcP1 results in impaired tolerance to cold. On 
the other hand, it is surprising that some UcP1 knock-
out mice are not obese (enerback et al., 1997). neither 
do some UcP1-deficient mice display increased sus-
ceptibility to obesity when fed a high-fat diet (enerback 
et al., 1997). One explanation for these observations is 
that UcP1 knockout mice have a compensatory in-
crease in mitochondrial proton leakage within skeletal 
muscle, which prevents the development of an obese 
phenotype (Monemdjou et al., 2000). there is, however, 
no underpinning mechanism that may account for this 
altered muscle function, although, potential regula-
tors of skeletal muscle thermogenesis have been iden-
tified (see later). More recent work in UcP1 knockout 
mice clearly demonstrates that ambient temperature is 
a predominant factor in the manifestation of an obese 
phenotype in this animal model (Feldmann et al., 2009). 
Previous studies (enerback et al., 1997) housed animals 
below thermoneutral conditions and it is thought that 
increased energy expenditure, to maintain core body 
temperature, concealed the effects of UcP1 gene dele-
tion on body weight. recent work in animals housed at 
thermoneutrality show, however, that deletion of the 
UcP1 gene causes obesity in animals fed both chow and 
high-fat diet (Feldmann et al., 2009).

ablation of bat in mice has been achieved with the 
UcP-diphtheria toxin a chain (UcP-Dta) transgene, 
whereby a bat-specific promoter was used to drive 
expression of Dta and reduce bat levels; this causes 
marked effects on body weight and adiposity. UcP-Dta 
mice display reduced oxygen consumption at baseline 
and in response to stimulation with a β3-adr-ligand 
(Klaus et al., 1998; lowell et al., 1993). thus, ablation 
of bat by these means may have a greater effect on 
thermogenesis, body weight, and adiposity than seen 
in animals with global UcP1 KO. this suggests that 
mechanisms other than UcP1 in bat may be operative 
in the retention of thermogenic function in UcP1 knock-
out animals. One possibility may be the activation of 
uncoupling protein-3 (UcP3), a factor that has more 
widespread distribution than its analog, UcP1. indeed, 
allelic variation in intron 1 of the gene that encodes 
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UCP3 can impact on thermogenesis, cold tolerance, and 
the propensity to obesity. Thus, work in hamsters dem-
onstrated an allelic variation in intron 1 that impacts on 
UCP3 expression in BAT and not in skeletal muscle. Im-
paired UCP3 expression in BAT reduces cold tolerance 
(Nau et al., 2008), and results in increased body weight 
in both males and females (Fromme et al., 2009). This 
suggests that, although UCP1 in BAT of rodents is in-
tegral to the control of body weight, it may not be the 
sole mediator of BAT function and other proteins, such 
as UCP3 may also be important, at least in hamsters.

2.1.4 BAT and Thermogenesis in Humans
As early as 1981, studies demonstrated the presence 

of multilocular adipose tissue and increased expression 
of mitochondrial markers within adipose tissue of the 
interscapular region of Scandinavian outdoor workers, 
in comparison to indoor workers (Huttunen et al., 1981), 
suggesting the presence of BAT in the former. The evolu-
tion of techniques using positron-electron tomography 
(PET)-scanning to measure fluorodeoxyglucose (FDG) 
uptake enabled the collection of the unequivocal evi-
dence for functional and active BAT in at least some adult 
humans. PET-scanning has shown pockets or islands of 
adipose tissue that display high metabolic activity via 
increased FDG uptake, consistent with the presence 
of brown adipocytes (Cypess et al., 2009; Nedergaard 
et al., 2007; van Marken Lichtenbelt et al., 2009; Virtanen 
et al., 2009). These regions of metabolically active adi-
pose tissue are located around the neck, clavicular, 
sternal, and paraspinal regions (Fig. 12.2), as verified 
by UCP1 expression in biopsies. The incidence of ac-
tive BAT under warm conditions is unsurprisingly 
low, being less than 10% (Au-Yong et al., 2009; Cypess 
et al., 2009) but in protocols using mild cold exposure, 
the presence of functional BAT is found in up to 95% 
of subjects (Saito et al., 2009; van Marken Lichtenbelt 
et al., 2009). Nonetheless, biopsies of the fat tissue taken 
from the neck region in subjects who are not positive for 
BAT on PET-scanning still show higher expression of 
UCP1 and β3-Adr when compared to subcutaneous fat 
(Lee et al., 2011b). Thus, the incidence of functional BAT 
is likely to be underestimated by PET scanning. Even 
in the absence of demonstrable UCP1 expression, it has 
been shown in vitro that adipose samples from the neck 
region contain precursor cells for BAT and that brown 
adipocyte formation can be induced under tissue culture 
conditions (Lee et al., 2011a). Thus, it is now indisput-
able that BAT exists in adult humans and is likely to play 
a role in energy expenditure.

Various factors alter BAT thermogenesis including 
cold, age, adiposity, and a variety of metabolic hor-
mones. Whereas BAT activity increases in response 
to cold exposure, the incidence of functional BAT is 
inversely related to levels of adiposity, BMI, and age  

(Cypess et al., 2012, 2009; van Marken Lichtenbelt 
et al., 2009). In lean subjects (BMI <25); moderate cold 
exposure at 16°C activates BAT in virtually all subjects 
(97%), but with increasing age and adiposity the ability 
for cold to activate BAT is reduced (Orava et al., 2011; 
Ouellet et al., 2012; Saito et al., 2009; Virtanen et al., 2009; 
Yoneshiro et al., 2011b). Indeed, weight loss in morbidly 
obese subjects can increase the incidence of active BAT, 
although this is a moderate effect (Vijgen et al., 2012). 
Thus, variation in the levels of functional BAT may 

FIGURE 12.2 Distribution of BAT in humans, sheep, and rodents. 
Humans and sheep have brown adipocytes interspersed among white 
adipose tissue. In humans, brown adipocytes are primarily found in 
the neck, supraclavicular, and paraspinal regions. In sheep, UCP1 
expression is abundant in sternal and retroperitoneal adipose tissue, 
which indicates that these fat depots are enriched in brown adipocytes. 
In contrast, rodents contain a defined brown fat depot, which is located 
in the interscapular region.
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determine the susceptibility of an individual to become 
obese and may influence the rate of weight gain associ-
ated with aging.

The amount of BAT is higher in neonates and de-
clines across childhood, but may increase again across 
the pubertal transition (Gilsanz et al., 2012). This is, 
however, sex-dependent, being greater in males than 
in females. This sexual dimorphism relates to changes 
in muscle mass, so that males gain greater muscle and 
BAT mass across puberty (Gilsanz et al., 2012; Hu and 
Gilsanz, 2011). This observation is consistent with the 
derivation of BAT and the observation that myocytes 
and brown adipocytes share a common embryonic pre-
cursor (see earlier). In spite of the greater increase in 
BAT levels in males across puberty, female adults have 
greater BAT mass than males (Hu and Gilsanz, 2011). 
Accordingly, it has been hypothesized that gender differ-
ences in BAT activity are determined by sex differences 
in the levels of androgens, estrogens, and progesterone. 
Indeed, there is a reduction in BAT activity associated 
with the decline in estrogen levels in women that occurs 
at menopause (Quarta et al., 2012). In rodents, andro-
gens induce weight gain and obesity (Clegg et al., 2006; 
Mauvais-Jarvis, 2011; McInnes et al., 2006; Moverare-
Skrtic et al., 2006) whereas estrogen protects against this 
(Clegg et al., 2006; Mauvais-Jarvis, 2011). This may be 
partly mediated by the effects of sex steroids on ther-
mogenesis (Clarke et al., 2012a; Quarta et al., 2012). 
Specifically, 17β-estradiol acts at estrogen receptor (ER) 
α expressing neurons within the VMH to increase BAT 
thermogenesis (Martinez de Morentin et al., 2014; Xu 
et al., 2011). In sheep, testosterone reduces thermogen-
esis in males but not females (Clarke et al., 2012a), clearly 
exemplifying sexual dimorphism in energy expenditure. 
The endocrine control of thermogenesis in humans is 
relatively unexplored, but insulin and thyroid hormone 
are known to increase glucose uptake in BAT (Orava 
et al., 2011). Other recent studies in humans have sug-
gested that BAT may be an important buffering tissue 
to control glycaemia (Lee et al., 2016; Poher et al., 2015). 
Indeed, DIO causes insulin resistance in BAT of mice 
(Roberts-Toler et al., 2015). Additional endocrine fac-
tors that regulates BAT activity in humans are thought 
to include irisin, FGF21, and bone morphogenic proteins 
(BMPs) (Celi et al., 2015; Sidossis and Kajimura, 2015). In 
order to exploit BAT thermogenesis in the development 
of antiobesity therapies, it will be imperative to under-
stand the endocrine control of this specialized tissue.

2.2 BAT and Thermogenesis in White 
Adipose Tissue

Whereas mice and rats maintain circumscribed 
brown fat depots that endure into adulthood, the ma-
jority of mammalian species exhibit brown adipocytes 

interspersed within white adipose beds (Nedergaard 
et al., 2010; Symonds et al., 2012) (Fig. 12.2). As indicated 
earlier, at least a proportion of humans display adipose 
tissue beds within the neck, clavicular, and paraspi-
nal regions that are abundant in brown adipocytes and 
BAT-precursor cells (Cypess et al., 2009; van Marken 
Lichtenbelt et al., 2009; Virtanen et al., 2009). Similarly, 
sheep do not have a defined brown fat depot, but have 
regions of adipose tissue that are rich in UCP1, indicat-
ing the presence of brown adipocytes within these sites 
(Fig. 12.2). In lambs, UCP1 is highly expressed in the ster-
nal, clavicular, pericardial, and retroperitoneal adipose 
depots. Temperature profiling in adipose depots of adult 
sheep indicates site-specific thermogenic differences, such 
that retroperitoneal fat exhibits greater thermogenic po-
tential than subcutaneous gluteal fat (Henry et al., 2008). 
Typically basal temperature and UCP1 mRNA levels are 
lower in gluteal fat than in retroperitoneal fat (Henry 
et al., 2008, 2010). Furthermore, central administration of 
leptin or peripheral administration of estrogen increases 
heat production in peripheral tissues, indicative of ther-
mogenesis (Clarke et al., 2013; Henry et al., 2008), and 
these stimulatory effects are greater in retroperitoneal fat 
than subcutaneous gluteal fat (Clarke et al., 2013; Henry 
et al., 2008). This suggests that diffuse adipose beds are 
thermogenic, most likely due to brown adipocytes inter-
spersed among WAT. White adipocytes express UCP2 (a 
homolog of UCP1) and although initial reports suggested 
that this homolog could uncouple oxidative phosphory-
lation in mitochondria in vitro, this has not been replicat-
ed in vivo (Fleury et al., 1997). Indeed, rectal temperature 
is not altered in UCP2-deficient mice, consistent with a 
lack of effect on thermogenesis (Abdelhamid et al., 2014). 
WAT only displays thermogenic properties when UCP1 
is overexpressed in adipocytes (Kopecky et al., 1995) 
or through the recruitment of brown-like adipocytes 
(described later in the chapter).

2.3 “Browning” of White Adipose Tissue

The recent description of beige or brite (brown in 
white) cells (Barbatelli et al., 2010; Petrovic et al., 2010) 
casts further complexity on the role of fat cells in thermo-
genesis. Beige cells are distinct from true brown fat cells, 
since they are not derived from the myf-5 lineage. In 
fact, beige cells are brown-like adipocytes that can be re-
cruited in typically white fat depots and are most preva-
lent in subcutaneous fat (Barbatelli et al., 2010; Petrovic 
et al., 2010; Seale et al., 2011). Beige cells express essential 
thermogenic machinery, including UCP1 and PGC1α. 
Overexpression of PRDM-16 increases beige recruitment 
in subcutaneous fat of mice, leading to increased energy 
expenditure and relative protection against DIO (Seale 
et al., 2011). In addition to genetic manipulations, a num-
ber of physiological processes including β-adrenergic 
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stimulation and cold exposure, increase recruitment of 
beige cells within WAT. In rodents, exercise induces 
the recruitment of beige adipocytes, but data are lack-
ing on the occurrence of this particular process in hu-
mans (Bostrom et al., 2012; Norheim et al., 2014; Stanford 
et al., 2015; Sutherland et al., 2009; Trevellin et al., 2014). 
The beige cell is morphologically distinct to both white 
and brown adipocytes and displays an intermediate 
phenotype, containing more mitochondria than white fat 
cells and being paucilocular, in that they do not contain 
a single fat droplet, but rather multiple droplets. Beige 
cells express PRDM-16, PGC1α, and UCP1, and recent 
studies have also identified short stature homeobox2 
(Shox2), homeobox C9 (Hoxc9), Tmem26, Tbx1, and Cit-
ed1 as beige-specific markers (Lidell et al., 2013; Petrovic 
et al., 2010; Sharp et al., 2012; Walden et al., 2012; Wu 
et al., 2012). Although beige cells are derived from a dif-
ferent lineage to brown adipocytes, both are capable of 
utilizing energy, so that increasing the recruitment of 
beige cells has become a popular means of weight-loss 
therapy (Ishibashi and Seale, 2010). Importantly, beige 
cells are derived from bipotential precursors in that the 
precursors can develop into beige cells in response to 
cold or SNS stimulation (Jia et al., 2016; Lee et al., 2014b), 
or alternatively can become white adipocytes in response 
to a high-fat diet (Lee et al., 2012). To date, the majority 
of work investigating beige cells has been carried out in 
rodents and there are relatively few translational stud-
ies. In humans, beige cells have been identified in WAT 
depots (Jespersen et al., 2013; Sidossis et al., 2015) and 
adipose tissue of the neck and supraclavicular regions 
contain white, brown, and beige adipocytes (Jespersen 
et al., 2013).

It has long been thought that the beneficial effects 
of exercise are greater than the immediate energy 
spent during a bout of physical activity. In response 
to exercise the skeletal muscle of mice secretes irisin, a 
myokine that acts to increase beige cell recruitment in 
subcutaneous adipose tissue (Bostrom et al., 2012). Fur-
thermore, in vivo treatment with irisin increases ener-
gy expenditure without any associated effect on food 
intake or physical activity (Bostrom et al., 2012). Irisin 
also improves glucose kinetics in DIO mice (Bostrom 
et al., 2012). Within adipocytes, irisin acts via the ERK 
and MAPK pathways to induce expression of the key 
thermogenic regular, PGC-1α (Zhang et al., 2014), but 
the cognate receptor for irisin has not been identified 
(Xie et al., 2015). Initial work produced contradictory 
findings in humans as irisin levels were not changed by 
exercise (Raschke et al., 2013). More recently, the use of 
tandem mass spectrometry has shown that irisin is in-
deed secreted by human skeletal muscle in response to 
exercise (Jedrychowski et al., 2015). In addition to irisin, 
in mice, meteorin-like hormone (metrnl) is increased 
in muscle in response to exercise and in adipose tissue 

in response to cold-exposure (Rao et al., 2014). Metrnl 
acts via an eosinophil-dependent increase in interleukin 
4, which promotes browning of WAT (Rao et al., 2014). 
There are no equivalent data in larger mammals on the 
effects of metrnl on thermogenesis. To date, studies in 
humans have failed to demonstrate any effect of exer-
cise to induce “browning” or to recruit beige cells in 
white adipose depots (Hew-Butler et al., 2015; Scharhag-
Rosenberger et al., 2014; Vosselman et al., 2015). Indeed, 
the physiological and pharmacological factors that may 
contribute to the recruitment of beige cells in humans 
remains largely unknown.

FGF21 is secreted from the liver and is upregulated in 
response to starvation. FGF21 induces the expression of 
thermogenic genes in WAT in mice (Fisher et al., 2012). 
The mechanistic link between FGF21 and BAT appears 
to be twofold, through the FGF receptor 1 and its core-
ceptor β-klotho (Yie et al., 2009), and via the SNS (Douris 
et al., 2015). At the cellular level, this leads to increased 
UCP1 expression and oxidative metabolism, as well as 
a systemic decrease in serum glucose and lipids, the 
latter being partially attributed to FGF21’s induction 
of adiponectin secretion (Fisher et al., 2012; Holland 
et al., 2013; Kolumam et al., 2015; Lin et al., 2013). In hu-
mans, irisin and FGF21 are considered to be important 
in cold-induced activation of BAT thermogenesis (Lee 
et al., 2014a). Pharmacological administration of FGF21 
causes weight loss and reverses insulin resistance, dys-
lipidaemia, and hepatic steatosis in rodent models of 
obesity (Xu et al., 2009; Zhang et al., 2013). In nonhuman 
primates, higher levels of endogenous FGF21 expres-
sion were associated with resistance to HFD (Nygaard 
et al., 2014). Initially this weight loss was thought to be 
primarily mediated via browning of WAT and the ac-
tivation of BAT (Lee et al., 2015), since treatment with 
a long-acting FGF21 analog increased UCP1 in BAT 
and increased beige cell recruitment in inguinal fat 
(Talukdar et al., 2016), without accompanying changes 
in food intake. Nonetheless, FGF21 treatment causes 
equivalent weight loss in UCP1 knockout mice (Samms 
et al., 2015; Veniant et al., 2015), so the mechanisms of 
FGF21-induced weight loss remain unknown. Nonethe-
less, browning of WAT has clear beneficial metabolic ef-
fects via increasing energy expenditure and modulating 
glucose metabolism (Lee and Greenfield, 2015). It now 
becomes important to identify physiological and phar-
macological means to either activate BAT or to induce 
functional beige cell formation in humans.

2.4 Skeletal Muscle

The notion that skeletal muscle is thermogenic has 
been contentious, largely due to the conflicting data 
across species. The brain provides a metabolic link to 
skeletal muscle via the SNS (Braun and Marks, 2011) 
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and this is likely to control thermogenic output (Henry 
et al., 2008). Mammalian skeletal muscle expresses 
both UcP2 and UcP3, with the latter being most abun-
dant (10-fold higher than UcP2) (clarke et al., 2012a; 
Henry et al., 2011). in addition, avian species do not 
possess UcP1 but retain an avian UcP (aUcP), which 
is expressed in skeletal muscle and shows greatest ho-
mology with mammalian UcP3 (argyropoulos and 
Harper, 2002). initial in vitro studies clearly demonstrate 
that UcP3 can uncouple oxidative phosphorylation in 
isolated mitochondria (Gong et al., 1997). along with 
mitochondrial uncoupling, cellular pathways, such as 
futile calcium cycling and myosin-atP turnover have 
also been suggested to underpin thermogenesis in skel-
etal muscle (tseng et al., 2010). Here we review evidence 
for skeletal muscle thermogenesis in rodents, sheep, and 
humans.

2.4.1 Rodents
studies investigating thermogenesis in skeletal mus-

cle of rodents have produced conflicting data and it is 
generally considered that bat is the primary or “sole” 
tissue capable of thermogenesis in such species (cannon 
and nedergaard, 2004, 2010). this consensus is chal-
lenged by consideration of the role of UcP3 in skeletal 
muscle. in mice, 3,4-methylenedioxymethamphetamine 
(MDMa or ecstasy)-induced hyperthermia is associated 
with an increase in UcP3 levels in skeletal muscle (Mills 
et al., 2003), indicative of a role for UcP3 in the control 
of thermogenesis and the regulation of body tempera-
ture. initial gene knockout studies reported that ablation 
of the gene that encodes UcP3 attenuates cold toler-
ance but animals do not display a metabolic phenotype; 
these animals do not gain weight when fed a normal 
chow diet (Gong et al., 2000). Further studies implicated 
UcP3 in the maintenance of body weight in animals fed 
a high-fat diet as transgenic mice with overexpression of 
UcP3 in skeletal muscle were resistant to DiO (tiraby 
et al., 2007). ablation of UcP3 increases the propensity to 
weight gain when mice are fed a high-fat diet (costford 
et al., 2008). thus, a role for UcP3 in mediating thermo-
genesis and energy expenditure is unmasked when mice 
are exposed to an obesogenic diet.

in spite of the genetic studies, physiological studies 
have produced conflicting data. in vivo studies indicate 
that UcP3 levels typically reflect peripheral fatty acids 
and not the state of uncoupling or changes in energy ex-
penditure. a good example of this is the effect of fast-
ing on UcP3 expression. the catabolic state induced by 
fasting is associated with an increase in free fatty acids 
and also an increase in UcP3, which does not reflect the 
drive to conserve energy in states of negative energy 
balance (cadenas et al., 1999). this contrasts with the 
demonstration that fasting reduces UcP1 expression in 
bat consistent with the effort to conserve energy. the 

discordance between negative energy balance and UcP3 
expression/function is not, however, always apparent. 
lactation induces a catabolic state and this occurs in asso-
ciation with reduced UcP3 levels in skeletal muscle (Xiao 
et al., 2004). to further add complexity, changes in UcP3 
levels in rodents often do not correlate to altered mito-
chondrial function (cadenas et al., 1999). Deletion of the 
UcP1 gene increases UcP3 expression in skeletal muscle 
in cold-adapted animals, which suggests that a compen-
satory increase in the latter may improve cold tolerance 
in UcP1 knockout mice (shabalina et al., 2010). in spite 
of this, the increase in UcP3 is not associated with an 
increase in uncoupled respiration in the skeletal muscle 
of UcP1 knockout animals (shabalina et al., 2010). Fur-
thermore, it has been suggested that any thermogenic 
potential of skeletal muscle in mice is derived from 
brown adipocytes interspersed among the muscle fibers 
(almind et al., 2007). indeed, stripping muscle tissue of 
these interspersed brown adipocytes is thought to abol-
ish any thermogenic potential of muscle tissue (almind 
et al., 2007). although, more recent work has shown that 
isolated muscle fibers retain the ability to produce heat, 
but this occurs via calcium cycling (see later in the chap-
ter) (barclay, 2012). thus in rodents, UcP3 may not be an 
important determinant in driving skeletal muscle ther-
mogenesis. However, this may not be the case in larger 
mammals, such as sheep or humans and role for UcP3 
in muscle thermogenesis will be discussed in detail later.

in general thermogenesis is thought to be due to al-
tered mitochondrial function, whereby there is a switch 
that results in an increase in uncoupled or state 4 res-
piration. in skeletal muscle, however, additional meta-
bolic and cellular pathways have been linked to heat 
production and energy expenditure (Kusminski and 
scherer, 2012).

2.4.1.1 AMP-ACTIVATED PROTEIN KINASE

aMP-activated protein kinase (aMPK) is a meta-
bolic fuel sensory kinase. its primary function is the 
determination of the relative degree of glucose utiliza-
tion and fatty acid oxidation; activation of aMPK in the 
skeletal muscle increases glucose utilization, fatty acid 
oxidation, and mitochondrial biogenesis (Kusminski 
and scherer, 2012). apart from this, phosphorylation of 
aMPK has been linked to an increase in muscle thermo-
genesis in rodents. thus, administration of 3,5-diiodo-l-
thyronine (t2) stimulates thermogenesis, associated with 
the activation of aMPK in skeletal muscle (lombardi 
et al., 2008). similarly, the a/J strain of mice, which is 
relatively resistant to DiO, displays associated elevated 
levels of aMPK activity and an increase in muscle ther-
mogenesis (Kus et al., 2008). Other studies have linked 
the phosphorylation of aMPK to the thermogenic 
effect of leptin. thus, leptin acts directly on mouse skel-
etal muscle to activate aMPK and to increase oxygen  
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consumption in vitro (solinas et al., 2004). Other in vivo 
studies in mice show that peripheral and central adminis-
tration of leptin activates aMPK (Minokoshi et al., 2002). 
in rats, the effect of direct application of leptin to phos-
phorylate aMPK in isolated muscle fibers is dependent 
on the fiber type, with activation occurring in white but 
not red fibers (Janovska et al., 2008). thus, in rodents, 
various endocrine factors activate aMPK and this has 
been linked to skeletal muscle thermogenesis. this con-
trasts to the work in sheep, showing that a central in-
fusion of leptin does not phosphorylate aMPK (laker 
et al., 2011), but increases skeletal muscle thermogen-
esis (Henry and clarke, 2008; Henry et al., 2008, 2011). 
Furthermore, direct infusion of aicar into the femoral 
artery of ovariectomized ewes phosphorylates aMPK 
in skeletal muscle, but does not alter heat production 
(Henry et al., 2011). Hence, although the activation of 
aMPK has been linked to skeletal muscle thermogenesis 
in rodents, the same does not appear to be true for larger 
mammals, such as sheep.

2.4.1.2 FUTILE CALCIUM CYCLING

calcium cycling occurs across the sarcoplasmic re-
ticulum (sr) membrane in skeletal muscle and involves 
the ryanodine type 1 receptor (ryr1) and the sarco/
endoplasmic reticulum calcium-dependent atPases 
(serca). skeletal muscle expresses serca1 and ser-
ca2a subtypes. the ryr1 pumps calcium from within 
the sr into the cytosol of the myocyte and activating 
mutations of ryr1 cause malignant hyperthermia 
(lanner, 2012). increasing the cytosolic calcium concen-
tration either through release from the sr or across the 
cell membrane (i.e., through neurotransmitter stimu-
lated opening of sodium channels) leads to activation 
of serca (arruda et al., 2007; de Meis et al., 2005). in 
order to maintain intracellular calcium homeostasis 
serca is activated to pump calcium back across the 
sr membrane, which is dependent on the hydrolysis 
of atP; this drives heat production (thermogenesis). 
central administration of leptin increases serca2a 
levels in the skeletal muscle of rodents (Ukropec 
et al., 2006), which would increase in thermogenesis 
driven by futile calcium cycling. in rodents, the endog-
enous regulator of serca, sarcolipin, has been clearly 
linked to thermogenesis, energy expenditure, and the 
regulation of body weight. sarcolipin binds to serca, 
which uncouples calcium transport from the hydroly-
sis of atP, leading to an increase in the futile cycling 
of calcium and heat production. in the absence of bat 
(surgical removal) or UcP1 (genetic deletion), sarcolip-
in increases muscle thermogenesis and is essential for 
cold-adaptation (bal et al., 2012; rowland et al., 2016). 
in mice, overexpression of sarcolipin in skeletal muscle 
increases oxygen consumption and fatty acid oxidation, 
which is associated with a relative resistance to weight 

gain in animals fed a high-fat diet (Maurya et al., 2015). 
current work is investigating futile calcium cycling as 
a mode of thermogenesis in skeletal muscle in larger 
mammals and it is clear that postprandial elevation in 
muscle temperature is associated with upregulation of 
both ryr1 and serca2a (clarke et al., 2012b).

2.4.2 Sheep
sheep are a useful and novel model for the investi-

gation of thermogenesis in skeletal muscle for various 
reasons. being a larger species, it is possible to implant 
temperature recording devices in multiple tissues and to 
obtain serial blood samples to analyze circulating hor-
mones and metabolic factors concomitantly. in addition, 
photoperiod has a profound effect on energy balance 
and this is a useful experimental model. in contrast to 
rodents, bat depots are relatively low in adult sheep, 
so any thermogenic output of this tissue may be due to 
mechanisms other than the activation of UcP1 (Henry 
et al., 2011; symonds et al., 2012). alternatively, a series 
of studies show that heat production in skeletal muscle 
can be programmed by meal feeding, as well as various 
endocrine factors including leptin and the sex steroids.

sheep are grazing species and eat continuously so 
they do not typically display meal-associated rhythms 
that are evident in humans. Placing sheep on a meal-
feeding regime, however, where they are subjected to 
temporal food restriction, entrains a meal-associated 
rhythm. a good example of this is the preprandial rise in 
ghrelin levels, which is an orexigenic hormone secreted 
from the abomasum. Meal feeding in sheep can entrain 
a preprandial elevation of circulating levels of ghrelin in 
sheep, as is seen in humans (solomon et al., 2008; sugino 
et al., 2002). similarly, meal-feeding in sheep entrains a 
postprandial elevation in heat production in peripher-
al tissues including adipose tissue and skeletal muscle 
(Henry et al., 2008). the heat production elicited in skel-
etal muscle is driven by intracellular mechanisms. si-
multaneous measurement of femoral artery blood flow 
and skeletal muscle temperature demonstrates that feed-
ing-associated rise in temperature occurs without an as-
sociated change in tissue perfusion (clarke et al., 2012b). 
the postprandial response appears to be elicited by 
mitochondrial uncoupling and futile calcium cycling 
pathways. in isolated mitochondria, feeding increases 
uncoupled respiration, but this occurrs in the absence 
of any major shift in the expression of UcP3 (clarke 
et al., 2012b). On the other hand, feeding increased the 
level of expression of ryr1 (mrna), as well as serca2a 
protein levels (clarke et al., 2012b). this clearly demon-
strates that feeding activates futile calcium cycling and 
this may be a primary mechanism for the dissipation of 
excess calories at the time of feeding. Further study is 
required to investigate the role of sarcolipin controlling 
serca function and muscle thermogenesis in sheep.
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Central administration of leptin markedly enhances 
postprandial thermogenesis in skeletal muscle in sheep 
(Henry and Clarke, 2008; Henry et al., 2008, 2011) and 
this has been linked to altered mitochondrial function 
(Fig. 12.3). Indeed, the increase in skeletal muscle tem-
perature in response to i.c.v. leptin treatment precedes 
any change in core body temperature, suggesting that 
the former drives the latter (Henry et al., 2008). Leptin-
induced heat production is associated with an increase 
in UCP3 expression in skeletal muscle, without a coinci-
dent effect on UCP1 expression. Accordingly, postpran-
dial heat production in muscle is unlikely to be due to 
increased thermogenesis within brown adipocytes inter-
spersed among the muscle tissue. On the other hand, the 
increase in UCP3 levels supports the notion that myo-
cytes are capable of thermogenesis via mitochondrial 
uncoupling. Indeed, uncoupled respiration is increased 
in mitochondria isolated from skeletal muscle of leptin-
treated animals, in accordance with the biochemical hall-
marks of thermogenesis. Thus, leptin acts at the brain 
to increase thermogenesis in skeletal muscle and this is 
associated with an increase in UCP3 expression and a 
switch toward uncoupled respiration.

In addition to leptin, thermogenesis in the skeletal 
muscle of sheep is regulated by sex steroids. Sexually 
dimorphic effects are seen, such that continuous testos-
terone treatment of castrated male sheep reduces skeletal 
muscle heat production (Clarke et al., 2012a), but does 
not do so in ovariectomized ewes. Importantly, testoster-
one did not alter the postprandial thermogenic response 

but acts to cause an overall downregulation of basal body 
temperature (Clarke et al., 2012a). It is possible, however, 
that the effect of testosterone on metabolism and energy 
balance are primarily effected via aromatization and are 
therefore due to actions of estrogen and not direct ef-
fects at the androgen receptor (Mauvais-Jarvis, 2011). In 
contrast, however, to the effects of testosterone, estrogen 
acts to increase skeletal muscle thermogenesis in females 
(Clarke et al., 2013). Thus, the effect of testosterone to 
inhibit muscle thermogenesis is via androgenic actions 
and most importantly is sexually dimorphic (Clarke 
et al., 2012a). Although testosterone and estrogen can 
modulate skeletal muscle temperature neither steroid 
impacts on the expression of UCP3, suggesting that ef-
fects of steroids on thermogenesis are mediated by alter-
native cellular systems, such as futile calcium cycling.

Overall, consistent data have been obtained in sheep, 
indicating that skeletal muscle is thermogenic and two 
distinct cellular pathways are important arbitrators of 
this response—mitochondrial uncoupling and futile cal-
cium cycling across the SR membrane.

2.4.3 Humans
Prior to the recent reaffirmation that functional and 

active BAT is retained into adulthood in humans, it was 
thought that skeletal muscle may be the primary thermo-
genic tissue. Early work by Astrup (1986) demonstrated 
that skeletal muscle could account for up to 50% of ephed-
rine-induced thermogenesis, whereas adipose tissue 
accounts for approximately 5%. Although this original 

FIGURE 12.3 Leptin acts at the brain to increase postprandial thermogenesis in skeletal muscle. Intracerebroventricular infusion of lepton 
(blue symbols) increases heat production in skeletal muscle compared to control animals receiving artificial cerebrospinal fluid (aCSF: red sym-
bols). Leptin-induced thermogenesis is associated with an increase in the expression of uncoupling protein 3 (UCP3) mRNA and protein in mus-
cle. Thus, leptin acts win. The brain to increase sympathetic output resulting in increased noradrenaline release within muscle. Noradrenaline acts 
via the β-adrenergic system to increase UCP3 and activate thermogenesis. Feeding window is depicted by the yellow box. β-AdR, β-adrenoceptors. 
Source: Adapted with permission from Henry, B.A., Dunshea, F.R., Gould, M., Clarke, I.J., 2008. Profiling postprandial thermogenesis in muscle and fat of sheep 
and the central effect of leptin administration. Endocrinology 149(4), 2019–2026.
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paper did not characterize adipose depots that are now 
known to be rich in brown adipocytes, a recent paper 
substantiates this earlier work. Cypess et al. (2012) re-
cently demonstrated that low dose ephedrine (1.5 mg/kg  
bodyweight) had no effect on BAT activity, but others 
have shown that high doses (2.5 mg/kg) could activate 
BAT (Carey et al., 2013). Despite this, chronic adminis-
tration of low dose ephedrine reduces glucose uptake 
and BAT activity in humans (Carey et al., 2015). Gluca-
gon can increase energy expenditure without an effect 
on BAT, further suggesting that alternative tissues are 
important in terms of adaptive thermogenesis and en-
ergy expenditure in humans (Salem et al., 2016). Because 
humans and other large mammals have relatively little 
BAT mass compared to rodent species, it has therefore 
been hypothesized that skeletal muscle thermogenesis is 
of considerable significance (Rowland et al., 2015). Varia-
tion in basal proton leakage within human skeletal mus-
cle accounts for around 20%–50% of the variation in basal 
metabolic rate (Rolfe and Brown, 1997). As detailed later 
in the chapter, differences in UCP3 expression in skel-
etal muscle of obese females alters proton leakage and 
impairs weight loss (Harper et al., 2002). Thus, skeletal 
muscle, particularly the activity of UCP3 therein appears 
to be integral to adaptive thermogenesis and energy ex-
penditure in humans. In spite of the earlier, the means by 
which thermogenesis in skeletal muscle mediates cold-
adaption in humans is unclear. There is no doubt that 
exposure to cold activates UCP1-mediated BAT ther-
mogenesis (van Marken Lichtenbelt et al., 2009; Vijgen 
et al., 2011; Wijers et al., 2010; Yoneshiro et al., 2011a), 
but an equivalent function in muscle is yet to be fully 
elucidated. Although the uptake of glucose by BAT is 
increased in response to cold exposure, skeletal muscle 
accounts for the vast majority of glucose utilization dur-
ing this adaptive period (Blondin et al., 2015), but there 
is no associated change in UCP3 protein levels (Wijers 
et al., 2008). The cold-induced increase in energy expen-
diture is correlated with an increase in state 4 or uncou-
pled respiration in permeabilized muscle fibers, in spite 
of this (Wijers et al., 2008). This observation is similar to 
that displayed during the postprandial increase in mus-
cle thermogenesis in sheep, whereby feeding increases 
uncoupled respiration without an effect of UCP3 gene or 
protein levels. To date, in humans (Blondin et al., 2015; 
Wijers et al., 2008) or in sheep (Clarke et al., 2012a), there 
have not been direct measurements of UCP3 activity and 
it remains possible that differences in mitochondrial un-
coupling are not driven by changes in the level of gene 
expression but increased activity of UCP3. Whatever 
the mechanism, skeletal muscle represents 40% of body 
mass, which means that small increments in thermogen-
esis within this tissue would have significant effects on 
total energy expenditure. Given the paucity of evidence 
for skeletal muscle thermogenesis as a major contributor 

of energy expenditure in rodents, other animals models, 
such as the sheep (and in humans) highlight the impor-
tance of this tissue and such species are ideal for studies 
to further delineate possible pathways and mechanisms 
that can be exploited for the development of antiobesity 
agents.

2.5 Models of Obesity

In humans, monogenetic forms of obesity are extreme-
ly rare, although a number of them have been reported. 
Mutations in the obese (ob) gene that encodes for the hor-
mone leptin, result in profound obesity in humans and ro-
dent species. Type II diabetes, immune dysfunction, and 
infertility are also displayed in individuals bearing such 
mutations (Farooqi, 2008; Farooqi and O’Rahilly, 2008). 
Nonetheless, ob mutations are rare in humans and the 
most common monogenic causes of obesity in humans 
are within the melanocortin system (Krude et al., 1998). 
Mutations in the melanocortin 4 receptor can account 
for as many as 6% of individuals with severe childhood 
obesity (Farooqi et al., 2003). Genetic models have been 
extensively studied in rodents (Boersma et al., 2012) and 
although this will not be considered here, thermogen-
esis is consistently reduced in these cases. For example, 
mutations in the leptin system (either the obese gene or 
in the signaling form of the leptin receptor) abolishes 
thermogenesis. Thus, the obese phenotype is driven not 
only by hyperphagia but also a concomitant reduction in 
thermogenesis and energy expenditure. Indeed, as early 
as 1977, both ob/ob mice and fa/fa rats were shown to be 
intolerant to cold exposure due to an inability to activate 
thermogenic pathways (Trayhurn et al., 1977). Further-
more, ob/ob mice develop obesity even when pair-fed 
with normal mice, demonstrating that a reduction in 
energy expenditure is a primary factor in the obese phe-
notype. Nevertheless, because human obesity is rarely 
caused by a monogenetic mutation, it is imperative that 
we characterize thermogenesis in polygenetic models. 
The application of quantitative genetics, to select for the 
polygenic condition of obesity or the reverse is well ex-
emplified in the selection of mice for high heat loss (and 
consequent leanness) (Moody et al., 1999).

2.6 Diet-Induced Obesity and Thermogenesis

Long-term changes in adiposity impact on the neu-
roendocrine and neural networks that regulate energy 
homeostasis. Typically these changes reflect compen-
satory responses, in an effort to return body weight 
and levels of adiposity to normal. In sheep, low levels 
of adiposity increase the levels of appetite-stimulating 
peptides including NPY and MCH in an effort to drive 
food intake and reduce energy expenditure, ultimately 
increasing body weight (Barker-Gibb and Clarke, 1996; 
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Henry et al., 2000). With respect to the melanocortin 
system, long-term changes in adiposity also elicit com-
pensatory effects to correct body weight toward normal. 
Low levels of adiposity will either decrease (Backholer 
et al., 2010) or have no effect on the levels of POMC 
mRNA; although there is minimal effect on POMC gene 
expression, low levels of adiposity alter POMC process-
ing (Backholer et al., 2010). Chronic undernutrition and 
reduced adiposity inhibits the production of melanocor-
tins and stimulates the synthesis of β-endorphin, thus 
there is an inhibition of the POMC-derived factors that 
inhibit food intake and an upregulation of those that 
stimulate food intake (Backholer et al., 2010). Ultimately, 
these changes in neuropeptide gene expression drive 
a correction in food intake through appetite drive but 
also impact on thermogenesis by means of a homeostatic 
mechanism, returning body weight back to the “set-
point” of the individual.

It is generally held that increased rates of thermogen-
esis may be protective against weight gain. In humans 
and rodents, obesity is associated with an increase in 
sympathetic output, which would theoretically alter 
thermogenic output. A key component of obesity in 
mice is the development of leptin resistance, whereby 
exogenous leptin no longer inhibits food intake (Enriori 
et al., 2007; Munzberg et al., 2004; Myers et al., 2008), but 
the ability of leptin to activate the SNS and induce BAT 
thermogenesis is maintained; this is effected by direct ac-
tion of leptin on the DMH (Enriori et al., 2011), although 
the target cells are not yet defined. Consistent with this, 
the majority of studies in rodents demonstrate that high 
fat feeding increases the expression of UCP1 in BAT, but 
there has been some discrepant data showing either no 
effect or a reduction in UCP1 expression in response to 
high fat feeding (Fromme and Klingenspor, 2011). This 
contrasts with data in humans, in whom BAT activity 
falls with increasing BMI and adiposity (van Marken 
Lichtenbelt et al., 2009); this is likely to confound weight 
loss and exacerbate the obese state. On the other hand, 
DIO has no effect on heat production in either adipose 
tissue or skeletal muscle in sheep (Henry and Clarke, 
unpublished data). In summary, animal models have 
not provided conclusive data demonstrating changes to 
thermogenesis that are representative of the condition of 
obesity in humans.

Innate differences in thermogenesis are seen to under-
lie the propensity to become obese and may also abro-
gate the ability of some individuals to lose weight. DIO 
rats have reduced BAT thermogenesis compared to their 
DR counterparts (Lockie et al., 2013). In women, lower 
UCP3 expression in skeletal muscle is associated with re-
duced mitochondrial uncoupling and an inability to lose 
weight (Harper et al., 2002). In addition, differences in 
weight loss compared to predicted weight loss in dieting 
humans have been ascribed to variations in diet-induced 

thermogenesis (Goele et al., 2009). It is possible that re-
duced thermogenic potential may impact on the ability 
of individuals to maintain weight loss, but some indi-
viduals maintain a reduction in thermogenesis for up 
to 1 year after weight loss (Rosenbaum et al., 2008). In 
addition, DR strains of mice and rats display differen-
tial expression of UCP1 in response to high fat feeding 
compared to those that are susceptible to weight gain. 
DR strains of mice (AyJ and C57BLyKsJ) exhibit higher 
UCP1 expression in BAT during high fat feeding than 
DIO-prone strains (C57BLy6J) (Surwit et al., 1998). In 
addition to BAT, however, DR mice and rats increase 
ectopic expression of UCP1 in both skeletal muscle and 
WAT, particularly within subcutaneous WAT (Almind 
et al., 2007; Veyrat-Durebex et al., 2011). Indeed, in DIO 
animals, high fat feeding actually reduces UCP1 levels in 
subcutaneous fat and thus the ability to increase ectopic 
UCP1 may be a primary factor in determining suscepti-
bility to obesity. Further work is required to measure ec-
topic expression of UCP1 in adipose tissue and skeletal 
muscle of larger mammals, such as sheep.

2.7 Photoperiod and Seasonality as Models of 
Metabolic Function

Domesticated and wild animals display marked sea-
sonality in reproductive function, that is controlled by 
day length (Robinson, 1959), but also display seasonal-
ity in a number of other physiological processes. Ani-
mals are either long-day breeders or short-day breeders, 
such that the reproductive axis is activated by increas-
ing day length or decreasing day length, respectively. 
Sheep are short-day breeders and hamsters are long-day 
breeders. With respect to “seasonality” of reproduction, 
it is firmly established that this is due to changing day 
length, “measured” by the perception of light through 
the eye, transmitting a signal to the suprachiasmatic 
nucleus (SCN). The signal is then relayed to the pineal 
gland, which secretes melatonin during the hours of 
darkness [reviewed in Boden and Kennaway (2006) and 
Kennaway (2005)]. CLOCK gene expression within the 
SCN is a fundamental driver of seasonality, being well 
characterized in numerous species including hamsters 
(Reiter, 1980) and sheep (Karsch et al., 1984; Lincoln 
et al., 2003). While seasonality of reproduction has been 
studied extensively, the impact of photoperiod and 
temperature on metabolic balance is less clearly deci-
phered. Seasonal changes in body weight and adiposity 
are displayed by many species including woodchucks 
(Young et al., 1982), squirrels (Zucker et al., 1983), ham-
sters (Wade and Bartness, 1984b), deer (Gaspar-Lopez 
et al., 2009), and sheep (Clarke et al., 2000), among other 
species. Although somewhat dampened, seasonality 
with respect to energy balance is also apparent in hu-
mans, with photoperiodic regulation of the occurrence 
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of BAT (Au-Yong et al., 2009). Interestingly, although 
both Syrian and Siberian hamsters breed during long-
day photoperiod (LD), the former gain weight on short 
day photoperiod (SD) and the latter lose weight (vide 
infra). Importantly, however, studies in both species of 
hamsters have conclusively demonstrated a role for mel-
atonin as a controller of metabolic function.

In Syrian hamsters, animals held on SD show a great-
er gain in weight than those held on LD, but the differ-
ence is greater in females than in males (Bartness and 
Wade, 1984). It was further demonstrated that in animals 
held on LD, afternoon injections of melatonin displayed 
an increase in body weight. SD and melatonin treatment 
of animals on LD increased BAT mass but there was an 
indication that norepinephrine-stimulated oxygen con-
sumption (an index of thermogenesis) was lower in ani-
mals on SD. The curious lack of indication of statistical 
significance of the results in this paper render the data 
difficult to interpret, but there is a suggestion that the 
ability to gain weight on SD is due to reduced energy 
expenditure, as well as increased food intake as indi-
cated by the increased amount of energy stored in the 
carcass. Similar data were presented in another paper 
on photoperiodic change and melatonin effect on body 
weight and fat accumulation in Syrian hamsters (Wade 
and Bartness, 1984b), emphasizing that the “seasonal 
obesity” is associated with a reduction in energy expen-
diture. It would be interesting to determine the effects of 
photoperiod on energy expenditure in this species with 
more sophisticated measures of energy expenditure.

In Siberian hamsters (Wade and Bartness, 1984a), SD 
reduces body weight in gonad-intact males, castrated 
males, and in gonad-intact females. The lack of effect in 
ovariectomized females led to the suggestion that the 
gonadal steroids are important for the response to pho-
toperiod in this sex, but the same is not true for males. 
The reduction in body weight in response to SD, as well 
as melatonin injections in the afternoon on LD, were ac-
companied by a reduction in food intake by 4 weeks, but 
reduction in body weight preceded this by 2 weeks, sug-
gesting that the photoperiod-induced change was due 
to alteration in energy expenditure. Consistent with this, 
both SD and melatonin treatment reduced the mass of 
interscapular BAT. These results with Siberian hamsters 
are at odds with two earlier communications on the same 
species (Heldmaier and Hoffmann, 1974; Heldmaier 
et al., 1981), which showed that SD or melatonin treat-
ment increases BAT weight. Similar to this, a recent study 
in lean and obese Zucker diabetic rats, showed that mel-
atonin could induce “browning” of the subcutaneous 
fat depot, irrespective of body weight (Jiménez-Aranda 
et al., 2013). Indeed, melatonin-induced browning co-
incided with increased heat production in inguinal fat 
and increased expression of UCP1 and PGC1α (Jiménez-
Aranda et al., 2013), which supports the notion that the 

effects of melatonin on body weight are due at least in 
part, to an upregulation of thermogenesis.

Photoperiod has been shown to regulate the expres-
sion of a number of clock genes in the SCN and the pars 
tuberalis of the Siberian hamster (Johnston et al., 2005), 
but this was not related to any changes in the expres-
sion of genes involved in appetite/energy expenditure 
control. More recent studies, however, suggest a role 
for CLOCK genes in both the brain and adipose tis-
sue in the control of BAT activity in mice. Global de-
letion of Bmal1 in mice increases BAT mass, increases 
UCP1 expression, and improves cold tolerance (Nam 
et al., 2015). Interestingly, specific deletion of Bmal1 in 
WAT, mimics the phenotype of the global knockout 
(Nam et al., 2015). Similarly, targeted-ablation of Bmal1 
in SF-1 neurons on the VMH results in an increase in 
energy expenditure and enhanced thermogenic capaci-
ty of BAT in mice (Orozco-Solis et al., 2016). In this case, 
it was proposed that increased BAT thermogenesis is 
driven by enhanced SNS activity in the Bmal1 mutant 
mice (Orozco-Solis et al., 2016). It is important to note 
that global deletion of any CLOCK gene would affect 
all cells in the body (all cells express CLOCK genes), 
leading to potential effects on SNS, free fatty acid and 
glucose production, production of transcription factors. 
This would be expected to have widespread ramifica-
tions on whole body metabolism and energy homeo-
stasis. It is also likely that different CLOCK genes act 
in concert to control energy expenditure since global 
deletion of the Period2 (Per2) gene leads to the oppo-
site phenotype to the Bmal1 knockout animal. Mice 
that lack Per2 are cold-intolerant and have lower body 
temperature at either 21 or 4°C compared to wild-type 
controls (Chappuis et al., 2013).

In sheep, a distinct seasonal cycle in appetite is ap-
parent, as displayed in ovariectomized ewes (Clarke 
et al., 2000), which indicates that the effect of photoperi-
od is independent of changing levels of gonadal steroids 
between breeding to nonbreeding season. The nadir of 
food intake is seen in the Winter–Spring, which is con-
sistent with an effect of SD to reduce appetite and body 
weight in gonad-intact Soay rams (Lincoln et al., 2001). 
The change in appetite in ovariectomized ewes was 
tightly correlated to changes in the expression of the 
gene for the orexigenic peptide, NPY in the ARC (Clarke 
et al., 2000), but not the level of expression of the POMC 
gene (Fig. 12.4). Another study of Soay rams recapitu-
lated the effect of SD to reduce food intake (Fig. 12.5), 
also showing reciprocal changes in expression of the 
NPY and POMC, such that the former was reduced and 
the latter increased under SD (Fig. 12.6). Interestingly, 
the gonad-intact animals of this study became refrac-
tory to the SD and began to increase food intake after 
16 weeks—this was directly related to changes in NPY 
and POMC gene expression that was not seen in the 
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castrated rams. Another intriguing facet of these data is 
that, although castrated animals maintained a reduced 
level of food intake on SD, they gained adiposity. In oth-
er words, they became fat while food intake was mini-
mal. Similar results were obtained in ovariectomized 
ewes, which were subject to normal seasonal cycles of 
photoperiod (adiposity increased at a time when food 
intake was reduced) (Anukulkitch et al., 2009). In both 
cases, the most likely explanation for this is a reduction 
in energy expenditure on SD. The only data which are 
available to support this notion were provided by one 
study which indicated changes in metabolic rate across 
seasons in Soay rams (Argo et al., 1999). Since this model 
shows such major changes with changing photoperiod, 
it may be instructive to interrogate the mechanisms un-
derlying changes in energy expenditure.

Other studies in Siberian hamsters and in sheep, both 
of which display reduced food intake and body weight 
on SD, have yielded a wealth of information on expres-
sion of appetite-regulating genes in the hypothalamus. 
After exposure to SD, the following changes occur rela-
tive to LD:

• Plasma leptin levels and brain leptin receptor 
expression are lower in Siberian hamsters and 
Soay rams (Clarke et al., 2003; Marie et al., 2001; 
Mercer et al., 2000; Rousseau et al., 2003; Tups 
et al., 2004).

• POMC expression is lower in the arcuate nucleus of 
the hamster (Mercer et al., 2000; Reddy et al., 1999; 
Rousseau et al., 2003), but higher in the Soay ram 
(Clarke et al., 2003).

• NPY expression is lower in the ARC of Soay rams 
(Clarke et al., 2003) and ovariectomized ewes (Clarke 
et al., 2000), but no significant changes were seen 
in Siberian hamsters (Mercer et al., 2000; Reddy 
et al., 1999; Rousseau et al., 2003).

• Expression of AgRP is lower in Soay rams (Clarke 
et al., 2003), but in Siberian hamsters, expression is 
either elevated (Mercer et al., 2000) or unchanged 
(Rousseau et al., 2003).

• Melanin-concentrating hormone gene expression is 
higher in the perifornical area and the dorsomedial 
hypothalamic nucleus of Soay rams (Clarke 
et al., 2003), but there is no effect of photoperiod in 
the hamster (Mercer et al., 2000).

• The expression of cocaine and amphetamine-related 
transcript (CART) is higher in SD than LD in Siberian 
hamsters (Adam et al., 2000).

Expression of ORX and MCH genes are higher (in 
early summer/autumn) and reach a nadir, when vol-
untary food intake falls in late winter/early spring 
(Anukulkitch et al., 2009). Given that relative adipos-
ity increases at the latter time point, when food in-
take is minimal, there is an obvious role of seasonal 
change in energy expenditure (thermogenesis?) that 
has not been detailed—the changes in expression of 
ORX and MCH may be salient to the potential change 
in energy expenditure at this time, for reasons indi-
cated previously.

In summary, these studies show inconsistencies in the 
effects of photoperiod on expression of genes for appe-
tite-regulating peptides in different species, but the data 
from sheep show changes more consistent with the ob-
served changes in food intake. Information on the extent 
to which changes in energy expenditure are caused by 
photoperiod is rudimentary and some systematic stud-
ies with state-of-the-art equipment could yield interest-
ing data on mechanisms.

2.7.1 Effect of Sex, Season, and Leptin Resistance
As indicated earlier, the effects of photoperiod on 

body weight differ in male and female hamsters, in ac-
cordance with gonadal status. In sheep and rodents, the 
satiety effect of leptin is greater in females than males 
(Clarke, 2001; Clegg et al., 2003, 2006). In addition, in 
sheep, the anorectic effect of leptin is greater in the 

FIGURE 12.4 Changes in (A) voluntary food intake (VFI) and (B) 
expression of the neuropeptide Y (NPY) gene in the accurate nucleus 
of ovariectomized ewes across an annual cycle. Food intake declines 
on short-day photoperiod (Southern Hemisphere) and this is directly 
related to the level of expression of NPY. Source: Adapted with permis-
sion from Clarke, I.J., Scott, C.J., Rao, A., Pompolo, S., Barker-Gibb, M.L., 
2000. Seasonal changes in the expression of neuropeptide Y and pro-opiomel-
anocortin mRNA in the arcuate nucleus of the ovariectomized ewe: relation-
ship to the seasonal appetite and breeding cycles. J. Neuroendocrinol. 12(11), 
1105–1111.
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spring than the autumn (Clarke et al., 2001) (Fig. 12.7). 
Furthermore, the expression of the leptin receptor fluc-
tuates across the year. Curiously, when the expression 
of leptin receptor is maximal food intake is greatest (at 
least 6 weeks after the summer solstice) (Anukulkitch 
et al., 2009). To add to the perplexity, transition from 
LD to SD also causes a reduction in leptin transport into 
the brain within 5 weeks (Adam et al., 2006) (Fig. 12.8). 
This may not have a great impact on the ability of 
leptin to regulate NPY and POMC neurons in the ar-
cuate nucleus, which shows porosity to blood borne 
leptin (Faouzi et al., 2007), so transport to this level of 
the brain at least, may have only minimal impact on the 
ability of leptin to act on appetite-regulating systems. 

As to whether altered leptin sensitivity or functional-
ity leads to changes in energy expenditure in the sheep 
remains unknown.

2.7.2 The Role of Thyroid Hormone Action Within 
the Hypothalamus

One mechanism that may be highly relevant to meta-
bolic change with photoperiod is metabolism of thyroid 
hormones in the hypothalamus. Type 2 iodothyronine 
deiodinase (Dio2) is an enzyme that converts T4 to the 
active form, T3, and is found in the hypothalamus. 
Original work in birds identified this enzyme as being 
regulated by photoperiod and being relevant to control 
of reproductive function (Yoshimura et al., 2003). This 

FIGURE 12.5 Effect of photoperiod on food intake, body weight, and adiposity in gonad-intact and castrated Soay rams. (A) Voluntary 
food intake (mean ± standard error) is reduced by short-day photoperiod (SD) dater transition from long-day photoperiod (LD). This occurs 
in both gonad-intact animals and castrated animals, but the former eventually becomes photorefractory and food intake rises again, in spite of 
the SD. The numbers in each stage of the study were reduced because animals were taken to measure gene expression in the brain. (B) There 
are minimal changes in overall body weight (BW) less rumen weight (to account for differences in gut fill). (C) There are, however, significant 
photoperiod-dependent changes in adiposity. Note that castrated animals gain weight, while eating less food. *P < 0.05, **P < 0.01 for difference 
between groups indicated. aP < 0.05, aaP < 0.01, aaaP < 0.001 compared with week 6; and bP < 0.05, bbbP < 0.001 compared to week 18 within groups 
of the same gonadal status. Source: Adapted with permission from Clarke, I.J., Rao, A., Chilliard, Y., Delavaud, C., Lincoln, G.A., 2003. Photoperiod effects 
on gene expression for hypothalamic appetite-regulating peptides and food intake in the ram. Am. J. Physiol. Regul. Integr. Comp. Physiol. 284(1), R101–R115.
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FIGURE 12.7 Plasma and cerebrospinal fluid (CSF) leptin concentration profiles in castrated, estrogen-treated male sheep before (time = 0 h) and 
after intravenous (5 mg) leptin injection at 5, 10, or 15 weeks in (A) LD photoperiod (clear background; n = 9) and (B) SD photoperiod (gray background; 
n = 9). Means ± standard error. Note that there are similar levels of leptin in plasma after injection, but there are lower levels in the CSF in animals 
injected during SD. Source: Reproduced with permission from Adam, C.L., Findlay, P.A., Miller, D.W., 2006. Blood-brain leptin transport and appetite and repro-
ductive neuroendocrine responses to intracerebroventricular leptin injection in sheep: influence of photoperiod. Endocrinology 147(10), 4589–4598.

FIGURE 12.6 Expression of the NPY and POMC genes in the arcuate nucleus for which data are shown in Fig. 12.5. Note the close rela-
tionship between the expression of the gene for the orexigenic peptide (NPY) and the gene for the anorectic melanocortins (POMC) and the food 
intake of the animals displayed in Fig. 12.5. Source: Adapted with permission from Clarke, I.J., Rao, A., Chilliard, Y., Delavaud, C., Lincoln, G.A., 2003. 
Photoperiod effects on gene expression for hypothalamic appetite-regulating peptides and food intake in the ram. Am. J. Physiol. Regul. Integr. Comp. Physiol. 
284(1), R101–R115.
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finding was then replicated in mammals (Watanabe 
et al., 2004). In particular, the enzyme is found in the ep-
endymal cell layer and the “cell-clear” zone overlying the 
tuberoinfundibular sulcus (Revel et al., 2006; Watanabe 
et al., 2004). In the Siberian hamsters, Dio2 is inhibited 
by SD or melatonin treatment (Watanabe et al., 2004). 
Similar results have been obtained in Syrian hamsters, 
but not in Wistar rats that are not photoperiodic (Revel 
et al., 2006). These studies also showed that the SD re-
duction in the expression of the enzyme is not affected 
by castration, but is upregulated by pinealectomy. Em-
phasizing that the enzyme is regulated by photoperiod, 
Yasuo et al. (2007) showed a response to photoperiod in 
Fischer 344 rats (photoperiodically regulated reproduc-
tion), but no similar response in Wistar rats. Saanen goats 
are SD breeders and, consistent with the notion that the 
activity of the enzyme relates to reproduction, Dio2 is 
inhibited by LD (Yasuo et al., 2006). In sheep, the notion 
that the expression of Dio2 is regulated by thyroid-stim-
ulating hormone (TSH) has been investigated. TSH pro-
duction is increased by LD (nonbreeding condition) and 

TSH increases expression of Dio2 (Hanon et al., 2008). 
Again, this has been related to seasonal breeding but 
the question as to whether it relates to seasonal appe-
tite/energy expenditure cycles is not known. Since Dio2 
expression is affected in the same way by photoperiod 
in both Syrian and Siberian hamsters, whereas body 
weight responses to photoperiod are clearly different in 
the two species, it seems most likely that it relates more 
to reproductive function than metabolic control. This 
has, however, not been rigorously examined by, for ex-
ample, administration of the inhibitor of Dio2, iopanoic 
acid. Differences between Syrian and Siberian hamsters 
extend to control of the seasonality of reproductive func-
tion (Bartness et al., 1993) as well, which may, at least 
in part, be due to the differences in the sites of action of 
melatonin. Thus, in Siberian hamsters, the SCN lesion 
prevents the inhibitory effect of exogenous melatonin 
infusions (Bartness et al., 1991), but this is not the case 
in Syrian hamsters (Bittman et al., 1989). As to how this 
extends to control of metabolic function, particularly 
thermogenesis, is not known.

FIGURE 12.8 Interaction between sex and season. The effect of increasing doses of leptin (by intracerebroventricular injection), on voluntary 
food intake in castrated male and female sheep in spring and autumn. Note that the response is minimal in autumn and greater in spring. Also 
note that the response is greater in females than males. Source: Reproduced with permission from Clarke, I.J., 2001. Sex and season are major determinants 
of voluntary food intake in sheep. Reprod. Fertil. Dev. 13(7–8), 577–582; Clarke, I.J., Tilbrook, A.J., Turner, A.I., Doughton, B.W., Goding, J.W., 2001. Sex, fat 
and the tilt of the earth: effects of sex and season on the feeding response to centrally administered leptin in sheep. Endocrinology 142(6), 2725–2728.
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2.7.3 Vitamin D and Photoperiod
In humans, low vitamin D is often associated with the 

obese state and insulin resistance (Soares et al., 2012), but 
little is known as to whether this is a cause or effect rela-
tionship. In humans, however, consumption of a break-
fast high in vitamin D leads to increased fat oxidation 
and increased thermogenesis during the postprandial 
period (Ping-Delfos and Soares, 2011). This suggests that 
vitamin D may be important in modulating or increasing 
energy expenditure via activation of thermogenic path-
ways, at least in humans.

There are few data on the effect of vitamin D on en-
ergy expenditure or thermogenesis in animal models, 
but there is some suggestion of an inhibitory effect in 
rodents, in contrast to findings in humans. For example, 
mice that lack vitamin D or the vitamin D receptor ex-
hibit a lean DR phenotype (Narvaez et al., 2009). Inter-
estingly, food intake is slightly increased in the vitamin 
D receptor knockout animals and the lean phenotype ap-
pears to be at least partly driven by an increase in UCP1 
in WAT (Narvaez et al., 2009). This is substantiated by 
targeted overexpression of the vitamin D receptor in the 
adipocytes of transgenic mice, which reduces UCP1 ex-
pression in BAT, reducing energy expenditure and lead-
ing to an obese phenotype (Wong et al., 2011).

As the vitamin D receptor is a nuclear receptor, it can 
act directly to alter expression of target genes, with spe-
cific findings pertaining to the repression of ELOVL3 in 
WAT (Ji et al., 2016). ELOVL3 is a BAT-specific marker, 
so reduced expression indicates that vitamin D is an in-
hibitor of BAT development and/or function in rodents. 
Interestingly, the central actions of vitamin D are com-
pletely opposite, causing reduced food intake and body 
weight in mice through the activation of POMC neurons 
within the ARC (Sisley et al., 2016). Such findings sup-
port the hypothesis that vitamin D deficiency is associ-
ated with obesity, but there are clearly disparate effects 
centrally and peripherally. There clearly appears to be 
a relationship between vitamin D, the control of body 
weight, and energy expenditure, but further investiga-
tion is required to try to address the apparent species 
differences, as well as the possible differences between 
central and peripheral effects on energy homeostasis.

2.8 Fetal Growth Retardation and Subsequent 
Effect on Metabolic Balance

Undernutrition during gestation is known to re-
duce birthweight and have long-term impact on body 
weight, body composition, and metabolic health. In hu-
mans, effects of maternal undernutrition on long-term 
weight regulation in progeny is dependent on the tim-
ing of undernutrition and the availability of food in the 
early postnatal period. Exposure to famine during the 

early stages of gestation increases the body weight of 
the offspring (Painter et al., 2005; Zeltser, 2015). Simi-
lar observations have been observed in sheep, where 
undernutrition during the first 3 months of gestation 
leads to increased adiposity and resultant obesity dur-
ing adulthood (Gnanalingham et al., 2005). The simi-
larities between sheep and humans are not surprising 
given that both are precocial newborns and thus the 
formation of neural circuits that regulate food intake 
and energy expenditure are largely formed prior to 
birth (Symonds, 2013).

The “Barker Hypothesis” (Barker and Osmond, 1986; 
Barker et al., 1989, 1993) states that early life events, es-
pecially prior to birth, have detrimental effects that are 
manifested in later life. In particular, this hypothesis fo-
cussed on the predisposition to heart disease, but it is 
now clear that early life events can lead to a number of 
adverse health issues, including cancer. This is reviewed 
in de Boo and Harding (2006), detailing the implications 
of fetal programming on disease in later life, as shown 
in Fig. 12.9. Animal models of the human disease have 
been developed, one being that of placental restric-
tion (Robinson et al., 1979). This model, developed in 
sheep, involves the surgical removal of “caruncles” in 
the uterus that are the placental structures. Removal of 
caruncles leads to reduction in the growth of the fetus 
and a reduction in birthweight. As a consequence, the 
offspring have insulin resistance when young and glu-
cose tolerance is compromised in the adults (De Blasio 
et al., 2007a,b, 2010, 2012; Gatford et al., 2008; Owens 
et al., 2007). In this model, insulin resistance appears to 
be due to reduced expression of genes related to insulin 
signaling and metabolic function in skeletal muscle, but 
not liver (De Blasio et al., 2012). It would be interesting 
to determine whether such fetal programming affects 
thermogenic function and alters energy expenditure in 
this way.

In rodents, the state of maternal nutrition clearly im-
pacts on the developing neural circuitry that govern 
energy homeostasis (Zeltser, 2015). In rodents, which 
are altricial as newborns, the hypothalamic connections 
are primarily established during the postnatal period 
(Bouret, 2012). A primary driver of nutritional program-
ming of hypothalamic circuitry appears to be circulating 
leptin levels. The neural projections extending from the 
ARC are disrupted in ob/ob mice (Bouret et al., 2004). 
Furthermore, this can only be reversed by leptin treatment 
during the neonatal period and not in adulthood; leptin 
replacement during postnatal days 4–12 restored AgRP- 
and αMSH-positive fiber density in the PVN (Bouret 
et al., 2004). The long-term consequences of altered syn-
aptic development in the absence of postnatal leptin is 
unknown since ob/ob mice exhibit satiety in response 
to leptin treatment. It has also been hypothesized, that 
postnatal leptin levels are important for the development 
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FIGURE 12.9 Impact of early life programming on the prevalence of disease later in life. Source: Adapted with permission from de Boo, H.A., 
Harding, J.E., 2006. The developmental origins of adult disease (Barker) hypothesis. Aust. N Z J. Obstet. Gynaecol. 46(1), 4–14.
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of bat (Zeltser, 2015). interestingly, at postnatal day 10 
the primary endogenous source of leptin is bat and not 
Wat (Zhang et al., 2001). the effects of leptin on bat 
development, however, are complex. in normal control 
or wild-type mice, neonatal leptin treatment inhibits bat 
thermogenesis and increases the propensity to become 
obese (vickers et al., 2008; yura et al., 2005). in contrast, in 
states of leptin deficiency (ob/ob mice) or iUGr, neona-
tal leptin treatment improves bat function (bouyer and 
simerly, 2013; vickers et al., 2005). there is a lack of data 
on the effects of maternal programming on thermogenesis 
in tissues other than bat. it would be most interesting to 
characterize the differential effects of maternal program-
ming on thermogenesis in brown or beige adipocytes, as 
well as in skeletal muscle.

2.9 Transgenerational Effects of Obesity

in rats, female offspring, whose fathers had been 
rendered obese due to high-fat diet showed impaired 
insulin secretion and glucose tolerance, associated with 
altered gene profiles, particularly in the pancreatic islets 
(ng et al., 2010). Hypermethylation of genes suggests 
epigenetic programming in these animals. interestingly, 
the daughters did not have altered body weight, growth 
rate, energy intake, or energy efficiency, implying the 
unlikelihood of an impact on thermogenesis or overall 
energy expenditure. a study of mice born to obese fa-
thers showed significant genetic perturbation in gametes 
of offspring and impaired fertility (Fullston et al., 2012). 
increased body weight in F2 female offspring suggests 
that metabolic perturbations were transgenerational. 
transcriptome analysis of pancreatic islet genes in fe-
male offspring of HFD fathers revealed alterations in the 
expression of 642 genes including those involved in atP 
binding, the cytoskeleton and intracellular transport (ng 
et al., 2010). Phenotypically this resulted in impaired glu-
cose homeostasis possibly due to a decreased β-cell mass 
within the islets of langerhans. another study based on 
the impact of paternal HFD on female offspring investi-
gated transcriptional changes within retroperitoneal fat, 
as well as pancreatic cells, with 5108 genes having al-
tered expression. broadly speaking these changes were 
within pathways involved in responses to stress, cell 
survival, growth, and proliferation, which were hypoth-
esized to be consistent with gene signatures characteris-
tic of premature aging and degenerative disorders (ng 
et al., 2014). What is exciting is that in the same model 
of transgenerational paternal metabolic influences, a 
short-term diet/exercise intervention can ameliorate in-
sulin sensitivity and adiposity in female offspring. these 
changes are reflected at the molecular level. in HFD fa-
thers, the expression of four X-chromosome-linked mi-
crornas (mirnas) were reduced, however, with diet 
and/or exercise the expression profiles were restored 

comparable to that of controls (McPherson et al., 2015). 
these mirnas are associated with early embryonic de-
velopment and due to their link to the X chromosome 
any adverse effects as a result of altered mirnas are 
more profound in females due effectively to the “double 
dose.” these studies clearly demonstrate that maternal 
and paternal body weight and metabolic health are like-
ly to have detrimental effects on progeny across a num-
ber of generations.

2.10 Polygenic Models of Obesity

Whereas single gene defects might lead to an obesity 
phenotype in humans and in animals, these do not ac-
count for the majority of cases in which body confor-
mation is inherited. a large number of genes have been 
associated with obesity. in spite of this, it is seen that 
individual genes have a small influence on the obese 
phenotype as a whole. in a review of this topic (Walley 
et al., 2009), it was concluded that, in the search for sin-
gle genes and gene linkage, “…our current methods are 
only identifying minor contributors to the genetic effect 
in obesity.” this is most likely due to the fact that genetic 
determination of body conformation and propensity to 
become obese in an obesiogenic environment is polygen-
ic in nature (Kunej et al., 2013). accordingly, the applica-
tion of quantitative genetics to selection of animals for 
obesity genotypes has provided useful animal models of 
the human condition. in this section we will discuss two 
ovine models that (1) have been selected for differences 
in adiposity or (2) the application of cortisol responsive-
ness as a marker for altered propensity to gain weight.

2.10.1 Models of Genetic Obesity
Polygenic models of obesity have been devel-

oped in chickens (lilburn et al., 1982; simon and 
leclercq, 1982), pigs (Hetzer and Harvey, 1967; Hetzer 
and Miller, 1972, 1973) and sheep (Mcewan et al., 2001; 
Morris et al., 1997; suttie et al., 1991). Perhaps the 
most well-examined model is that in the sheep, which 
was based on the selection of animals with greater or 
lesser back-fat thickness and backcrossing of the ani-
mals of the two extremes; the lean and fat lines show 
a significant difference in adiposity, despite similar 
body weights and voluntary food intake (alfonso and 
thompson, 1996; Morris et al., 1997). Whereas the ani-
mals have a phenotype in the growth hormone axis 
(Francis et al., 1997, 1998a,b; French et al., 2006; suttie 
et al., 1991), this may be only one factor contributing to 
the different phenotype. it is possible that the animals 
have different metabolic “set-point” and this might be 
exemplified in the steady-state level of gene expression 
for “appetite regulating peptides” in the hypothalamus. 
On a normal diet and at steady state, the level of gene 
expression for nPy in the arcuate nucleus is similar in  
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lean and obese animals (anukulkitch et al., 2010), which 
contrasts the effects of diet-induced alterations in body 
weight where nPy expression is increased in normal 
(unselected) animals made lean by food restriction 
(barker-Gibb and clarke, 1996). this is not surprising, 
since the obese animals do not display leptin resistance; 
the reduction in food intake caused by central infusion 
of leptin is equivalent in genetically lean and obese ani-
mals (Henry et al., 2015). On the other hand, the expres-
sion of both OrX and McH genes was altered. thus, in 
the DMH, OrX gene expression was higher than control 
in lean animals and lower than control in fat animals 
(Fig. 12.10). a similar trend was seen for McH gene ex-
pression in the lateral hypothalamus (Fig. 12.10). since 
there is no difference in food intake in these lean and fat 
animals, the differences in steady-state gene expression 
may relate to differences in energy expenditure. indeed, 
contemporaneous temperature recordings demonstrate 
that postprandial thermogenesis is attenuated in ret-
roperitoneal adipose tissue of genetically obese sheep 
compared to their lean counterparts (Henry et al., 2015). 
the reduction in heat output in obese sheep is confined 
to adipose tissue (not skeletal muscle) and is associated 
with reduced UcP1 expression, supporting the notion 
that thermogenesis is reduced in the obese group (Henry 
et al., 2015). as mentioned before, McH reduces energy 

expenditure, whereas OrX increases the same (astrand 
et al., 2004; ito et al., 2003; Messina and Overton, 2007; 
teske et al., 2008) and ablation of the OrX gene leads 
to obesity in mice (Hara et al., 2001), due to impaired 
development of bat and reduced bat thermogenesis 
(sellayah et al., 2011). as to why there is a similar trend 
in the expression of McH, being high in lean animals, is 
not known, since knockout of this gene in mice leads to 
accelerated weight loss (Willie et al., 2008). We propose 
that the altered expression of orexin may be important 
in determining altered thermogenesis and thus differ-
ent body compositions in the genetically lean and obese 
sheep, but this requires further investigation.

2.10.2 Cortisol Responsiveness Marks Inherent 
Differences the Predisposition to Obesity

Glucocorticoids are well known to exert a broad 
range of metabolic effects on food intake, energy par-
titioning, and energy expenditure, but space does not 
allow these direct glucocorticoid effects to be described 
herein. recent work, however, has suggested that the ef-
fects of glucocorticoids on thermogenesis differ between 
species. in humans, dexamethasone stimulates the dif-
ferentiation and development of brown preadipocytes 
in adipose tissue samples from the clavicular region 
(barclay et al., 2015). Furthermore, 3 days of predniso-
lone treatment enhanced cold-induced activation of bat 
in healthy male volunteers (ramage et al., 2016). this 
contrasts that seen in rodents, wherein glucocorticoids 
act, at least in the acute phase, to inhibit bat function 
(ramage et al., 2016). Further work is required to study 
the direct effects of glucocorticoids on thermogenesis in 
other tissues, such as skeletal muscle, and also in other 
large mammal models, such as pigs and sheep.

in humans, the secretion of cortisol is known to be al-
tered in obese states, particularly in the case of abdomi-
nal or visceral obesity where cortisol levels are elevated 
(Duclos et al., 1999; Pasquali et al., 1993). similarly, in 
sheep, DiO leads to increased secretion of cortisol in re-
sponse to isolation restraint stress in comparison to their 
lean flockmates (tilbrook et al., 2008). this initial work 
suggested that the obese state leads to dysfunction of the 
hypothalamo-pituitary-adrenal (HPa) axis. More recent 
work, however, suggests that inherent differences in cor-
tisol responsiveness can be used to predict altered pro-
pensity to weight gain (Fig. 12.11). initial studies identi-
fied rams as having either high or low cortisol responses 
to adrenocorticotropin (actH) with a greater response 
being correlated with lower feed-conversion efficiency 
(Knott et al., 2008, 2010). Marked differences in thermo-
genesis were revealed while using a similar protocol to 
identify high (Hr) and low (lr) cortisol responders in 
female sheep. at baseline, in a steady nonstressed state, 
lr and Hr eat similar amounts and have similar body 
composition, but Hr accumulate more adipose tissue 

FIGURE 12.10 Expression of genes for orexin (ORX) and mela-
nin-concentrating hormone (MCH) in the hypothalamus of ewes se-
lected for lean or fat phenotype. controls are animals from the same 
flock that were not selected. the animals were sampled on a normal 
diet, with no difference in food intake or body weight. the data are an 
index of expression which is obtained by the product of cell number 
and expression/cell. Source: Adapted with permission from Anukulkitch, 
C., Rao, A., Dunshea, F.R., Clarke, I.J., 2009. A test of the lipostat theory in 
a seasonal (ovine) model under natural conditions reveals close relationship 
between adiposity and melanin concentrating hormone expression. Domest. 
Anim. Endocrinol. 36, 138–151.
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on a high-energy diet (Lee et al., 2014c). Furthermore, in 
the nonstressed basal state, LR and HR animals exhibit 
differences in the set-point of the HPA axis, with HR 
animals having increased expression of corticotrophin-
releasing factor and arginine vasopressin, but reduced 
oxytocin levels in the PVN, as well as increased POMC 
mRNA in the anterior pituitary gland (Hewagalamulage 
et al., 2016a). Collectively these data demonstrate that 
high cortisol responsiveness can be used as a marker 
for increased susceptibility to obesity (Hewagalamulage 
et al., 2016b; Lee et al., 2014c,d).

Altered susceptibility to obesity in LR and HR is un-
derpinned by a number of metabolic, neuroendocrine, 
and behavioral traits that ultimately lead to increased 
food intake (in response to stress) and reduced energy 
expenditure (Lee et al., 2014d). A key feature of increased 
propensity to weight gain in the HR animals is reduced 
postprandial thermogenesis in skeletal muscle (Lee 
et al., 2014c). HR animals also show an attenuated cata-
bolic state in response to stress (Lee et al., 2014d). The 
reduction in food intake caused by psychosocial or im-
mune stress is greater in LR than HR (Lee et al., 2014d). 
Furthermore, in response to lipopolysaccharide treat-
ment the increase in muscle heat production is greater 
in LR, which suggests that energy expenditure is lower 
in HR animals (Lee et al., 2014d). Similar observations 
have been made in LR and HR women, where women 
characterized as HR tend to eat more and show greater 

preference toward foods high in fat and sugar in response 
to stress than LR women (Adam and Epel, 2007; Epel 
et al., 2001; Tomiyama et al., 2011). These metabolic dif-
ferences may be underpinned by altered melanocortin 
signaling in the PVN of the hypothalamus. Animals se-
lected for HR, are resistant to the satiety effect of α-MSH 
and have reduced expression of the MC3R and MC4R in 
the PVN (Hewagalamulage et al., 2015). Indeed, previ-
ous work in sheep has shown the MC4R to be central 
to the reduction in food intake caused by immune chal-
lenge (Sartin et al., 2008). Thus selection for cortisol re-
sponsiveness, at least in sheep, identifies animals with 
innate differences in the melanocortin system.

In addition to the metabolic sequelae, LR and HR 
animals exhibit inherent behavioral differences. Ani-
mals characterized as LR display a proactive coping 
style in response to stress, which is exemplified by in-
creased physical activity and reduced fearfulness (Lee 
et al., 2014d). This contrasts the HR animals that exhibit 
increased freezing, active avoidance behaviors, and in-
creased fear, which are characteristic of a reactive coping 
style (Hewagalamulage et al., 2016b; Lee et al., 2014d). 
It has been hypothesized that proactive coping strate-
gies are associated with increased physical activity and 
thus is another means by which LR animals may expend 
more energy than HR (Koolhaas et al., 1999, 2010).

In summary, selection for cortisol responsiveness 
identifies individuals with increased susceptibility to 

FIGURE 12.11 Summary of the neuroendocrine, behavioral, and metabolic differences between animals selected for either low or high 
cortisol responsiveness. Animals selected for high cortisol responsiveness exhibit increased food intake and reduced energy expenditure, which 
is associated with increased susceptibility to becoming obese. This figure summarizes the specific differences in neuroendocrine markers, the 
control of food intake, energy expenditure, and behavioral phenotypes in high or low cortisol responders. AVP, Arginine vasopressin; CRF, 
corticotrophin-releasing factor; and POMC, proopiomelanocortin. Source: Adapted with permission from Hewagalamulage, S.D., Lee, T.K., Clarke, I.J., 
Henry, B.A., 2016b. Stress, cortisol, and obesity: a role for cortisol responsiveness in identifying individuals prone to obesity. Domest. Anim. Endocrinol. 56 
Suppl., S112–S120.
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become obese. This increased propensity to gain weight 
is underpinned by a suite of metabolic, behavioral, and 
neuroendocrine factors that ultimately lead to reduced 
energy expenditure and increased food intake (under 
certain conditions).

3 CONCLUDING REMARKS

The energy balance equation, in which energy intake 
and energy expenditure are factored is a crucial consid-
eration for means of control of obesity. This chapter has 
sought to highlight the relevance of the latter and to exam-
ine models that might be useful in its interrogation. Ther-
mogenesis is defined as the dissipation of energy through 
the specialized production of heat; this process occurs in 
brown and beige adipocytes, as well as skeletal muscle. 
To date, there has been a prominent focus on the role of 
BAT thermogenesis in the maintenance of energy balance 
and the control of body weight. The recent identification 
of beige adipocytes has sparked a great deal of interest. 
The ability to transform or recruit beige adipocytes within 
typical WAT depots is likely to have beneficial effects not 
only on body weight, but also on metabolic health (e.g., 
improved glucose metabolism). In order to advance this 
area of research it is imperative to not only understand 
how we might expand BAT or beige adipocytes, but how 
these tissues are effectively activated.

Larger animal models, such as the sheep have been 
useful in elucidating the role of skeletal muscle thermo-
genesis. This process primarily occurs via two distinct 
mechanisms, that is, mitochondrial uncoupling through 
UCP3 and futile calcium cycling. In sheep, feeding is 
associated with activation of both pathways and a con-
comitant increase in muscle heat production. Given the 
relative abundance of skeletal muscle in comparison to 
BAT in humans, agents that target muscle thermogen-
esis may have broader application in the development 
of antiobesity therapies.

It is clear from genetic models (genetically lean and 
obese sheep and selection for cortisol responsiveness) 
and other natural models (such as photoperiodic change) 
that thermogenesis can play a significant role in the de-
termination of adiposity and that this is a potential tar-
get for manipulation. Furthermore, large animal models 
have allowed dissection of the differential contribution 
of BAT and skeletal muscle to total thermogenic capacity 
and the control of body weight. For example, genetic obe-
sity in sheep coincides with impaired BAT thermogenesis 
in retroperitoneal fat, whereas reduced skeletal muscle 
thermogenesis is a key component of the increased pro-
pensity to become obese in animals characterized as high 
cortisol responders. Given that efforts to regulate energy 
intake have been unsuccessful, it is suggested that mod-
els of thermogenesis offer a realistic alternative.
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1 INTRODUCTION

Animal models are indispensable for the elucidation 
of pathogenesis mechanisms, the identification of poten-
tial therapeutic targets, and the development of novel 
therapies for various liver diseases. Although large ani-
mals (rabbits, dogs, chimpanzees, etc.) have occasionally 
been used, rodents (especially mice and rats) are used 
most frequently. Rodents (especially mice) have the fol-
lowing advantages: (1) maintenance and breeding are 
easy because their bodies are small, and their life spans 
and gestation periods are short; (2) they are genetically 
close to humans and genetic manipulation is easy; and 
(3) ethical restrictions are less stringent compared with 
those for primates. In 2010, a gold standard publication 
checklist (GSPC) for animal studies was presented to 
facilitate future systematic reviews and metaanalyses 
of animal studies, to allow others to replicate and build 
on work previously published, to diminish the num-
ber of animals needed in animal experimentation, to 
improve animal welfare, and to improve the quality of 

scientific papers on animal experimentation (Hooijmans 
et al., 2010). Those who perform animal experiments in 
the future should consider GSPC for planning animal 
studies.

When using animal models, researchers need to un-
derstand their advantages and limitations. Compared 
with clinical studies, animal models have the following 
advantages: (1) an adequate number of specimens can 
be taken at various time points, (2) diseases develop in 
a shorter time, (3) a group with a homogenous genetic 
background can be examined, and (4) the roles of spe-
cific genes or signaling pathways can be analyzed by 
using genetically modified animals. Furthermore, com-
pared with in vitro studies, studies using animal mod-
els have the following advantages: (1) functions of the 
liver as a complete organ can be examined, enabling 
analyses of cell–cell and cell–matrix interactions; and 
(2) immunologic, metabolic, and endocrinologic inter-
actions between the liver and other organs can be ana-
lyzed.  However, animal experiments have limitations. 
Experimental animals occasionally react differently to 
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noxious agents than humans do. For example, the hep-
atitis C  virus does not infect rodent hepatocytes in the 
natural state (Mailly et al., 2013). Furthermore, it is dif-
ficult to induce alcoholic liver disease (ALD) in rodents 
because they have an aversion to alcohol (Mathews 
et al., 2014). Common bile duct ligation (CBDL) results 
in secondary biliary cirrhosis after only a few weeks in 
rodents, whereas month-long impairment of bile flow is 
needed to cause severe liver fibrosis in humans (Delire 
et al., 2015). As currently used animal models represent 
the characteristics of human diseases only partially, it is 
important to select an animal model that is suitable for 
the objective of the study. In this chapter, we present a 
systematic review of currently used animal models of 
various liver diseases, along with their advantages and 
disadvantages.

2 CLASSICAL MODELS OF LIVER 
FIBROSIS (TABLE 13.1)

Liver fibrosis and liver cirrhosis are the end-stage 
states of most chronic liver diseases. The cellular and 
molecular mechanisms of liver fibrogenesis have been 
extensively investigated using a wide variety of  animal 
models. Most liver fibrosis models were first devel-
oped in rats and later adapted to mice, enabling  genetic 
 manipulation. In general, mice are more resistant to  
liver fibrosis than rats. However, susceptibility to 
 fibrosis is highly variable among mouse strains; severe 
fibrosis can be induced in several strains by optimiz-
ing  experimental procedures (Bissell, 2011; Hillebrandt 
et al., 2002).

2.1 Liver Fibrosis Models Created Using 
Hepatotoxic Chemicals

Repetitive administration of hepatotoxic agents is a 
classical method of inducing liver fibrosis. Carbon tet-
rachloride (CCl4), thioacetamide (TAA), and diethyl or 
dimethyl nitrosamine (DEN or DMN) are the most com-
monly used hepatotoxic agents. It is relatively easy to 
create robust models using such agents. If all animals are 
given a similar effective dose of an inducing agent, the 
reproducibility is high.

2.1.1 Carbon Tetrachloride
CCl4 is one of the most commonly used  hepatotoxic 

agents for the induction of liver injuries in  experimental 
animals. It directly impairs hepatocytes by  altering the 
permeability of the plasma, lysosomal, and  mitochondrial  
membranes (Liu et al., 2013; Starkel and Leclercq, 2011; 
Wu and Norton, 1996). CCl4 is metabolized to the nox-
ious trichloromethyl radical ( –CCl3) by cytochrome 
P4502E1 (CYP2E1) in hepatocytes, and –CCl3  causes lipid 
 peroxidation and membrane damage leading to severe 
centrilobular liver necrosis. Acute and centrilobular he-
patocyte necrosis occurs following a single dose of CCl4; 
however, the liver subsequently recovers. When CCl4 is 
administered repeatedly, liver fibrosis occurs in the centri-
lobular region, and subsequently progresses to bridging 
fibrosis, cirrhosis, and hepatocellular carcinoma (HCC) 
(Constandinou et al., 2005; Domenicali et al., 2009; Frezza 
et al., 1994). Significant fibrosis occurs after 2–4 weeks, 
severe bridging fibrosis after 5–7 weeks, and cirrhosis 
after 8–9 weeks of administration. After 10–20 weeks, 
micronodular cirrhosis, portal hypertension, and as-
cites progressively appear (Constandinou et al., 2005; 

CCl3–
CCl3–

TABLE 13.1  Classical Animal Models of Liver Fibrosis

Animal models Main features

CCl4 Liver fibrosis occurs in the centrilobular region

Liver injury can be induced by various administration methods

Liver fibrosis is resolved after withdrawal of the agent

TAA Damage in zone 1 is conspicuous

Liver fibrosis persists for a long period even after withdrawal of TAA

A relatively long period is required to induce significant fibrosis

DEN and DMN Liver damage and necrosis occur in both centrilobular and periportal areas

Liver fibrosis and cirrhosis progress even after cessation of these drugs

Long-term administration of DEN causes HCC

CBDL Biliary fibrosis develops within weeks

Liver fibrosis can be resolved by biliodigestive anastomosis

Surgical complications (e.g., bile leakage) may occur

CBDL, Common bile duct ligation; CCl4, carbon tetrachloride; DEN, diethyl nitrosamine; DMN, dimethyl nitrosamine; HCC, hepatocellular carcinoma; TAA, 
thioacetoamide.
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Domenicali et al., 2009; Starkel and Leclercq, 2011). 
However, the timing and severity of the lesions depend 
on the amount, route, frequency of CCl4 administration, 
and on the species and strain of the animal. Liver inju-
ry can be induced by various administration methods, 
such as intraperitoneal injection, subcutaneous injection, 
oral gavage, and inhalation. When CCl4 is administered 
by intraperitoneal injection, inflammation and necro-
sis may occur at the site of injection, which can impede 
the experiment. Although it requires special equipment 
and training, inhalation is an effective method when a 
noninvasive procedure is indispensable. Phenobarbi-
tone, phospholipase D, and acetone potentiate liver in-
jury by CCl4 and promote liver fibrosis (Charbonneau 
et al., 1986; McLean et al., 1969; Ozeki et al., 1985). Liver 
fibrosis caused by CCl4 is resolved after withdrawal of 
the agent (Iredale et al., 1998). Therefore, CCl4 adminis-
tration can be used both as a model of liver fibrosis and 
as a model of recovery from liver fibrosis.

2.1.2 Thioacetoamide
TAA itself is not toxic to the liver, but its metabolic in-

termediates (in particular TAA-S-oxide, a reactive oxy-
gen species) covalently bind to hepatic macromolecules, 
leading to cellular damage and hepatocyte necrosis (Liu 
et al., 2013). Although TAA damages the hepatocytes 
of both zones 1 and 3, damage in zone 1 is more pro-
nounced compared with that caused by other hepato-
toxic agents. When low-dose TAA is administered for 
a long period, portal–portal or portal–central bridging 
fibrosis occurs and progresses to liver cirrhosis (Muller 
et al., 1988; Starkel and Leclercq, 2011; Zimmermann 
et al., 1987). Even after withdrawal of TAA, liver fibro-
sis persists for a long period (Muller et al., 1988). TAA 
administration over a long period also induces cholan-
giocarcinoma (CC) and HCC (Newell et al., 2008; Yang 
et al., 1998; Yeh et al., 2004). In addition to injection, TAA 
can be administered in drinking water. A drawback of 
this model is that a relatively long period is required to 
induce significant fibrosis. Several months are necessary 
to induce severe fibrosis/cirrhosis in mice or rats by ad-
ministration of TAA (Muller et al., 1988; Reif et al., 2004; 
Salguero Palacios et al., 2008).

2.1.3 Diethyl Nitrosamine and Dimethyl 
Nitrosamine

DEN and DMN are hydroxylated by CYP2E1 in liver 
cells, yielding diazonium ions as the bioactive interme-
diates (Liu et al., 2013). These metabolites cause alkyl-
ating damage to nuclear acids, leading to hepatocyte 
necrosis and liver carcinogenesis. Liver damage and 
necrosis occur in both the centrilobular and periportal 
areas with subsequent formation of fibrotic septa (Liu 
et al., 2013). Liver fibrosis and cirrhosis progress even 
after the  administration of DEN and DMN has ceased 

(Jenkins et al., 1985; Tsukamoto et al., 1990). Further-
more, the long-term administration of DEN causes HCC 
(Newell et al., 2008; Poirier, 1975). Therefore, this model 
is suitable for the study of the progression from liver fi-
brosis/cirrhosis to HCC, although it is rarely used as a 
model of pure fibrosis.

2.2 Common Bile Duct Ligation

CBDL is a classical experimental model of secondary 
biliary fibrosis. Through bile acid toxicity, CBDL causes 
proliferation of biliary epithelial cells and oval cells, 
leading to the proliferation of bile ductules, portal in-
flammation, fibrosis, and eventually liver cirrhosis and 
liver failure (Geerts et al., 2008; Kountouras et al., 1984; 
Popov et al., 2010). Biliary fibrosis develops within 
weeks. Portal hypertension, hyperdynamic circulation, 
portosystemic shunting, and ascites develop in rats after 
6–8 weeks (Geerts et al., 2008; Popov et al., 2010; Starkel 
and Leclercq, 2011; Tsukamoto et al., 1990). Liver fibro-
sis caused by CBDL can be resolved by biliodigestive 
anastomosis (Abdel-Aziz et al., 1990; Issa et al., 2001; 
 Zimmermann et al., 1997). Therefore, CBDL can also be 
used as an experimental model of fibrosis reversibility. 
The main drawback of the CBDL model is the occur-
rence of surgical complications (e.g., bile leakage, rup-
ture of a biliary cyst or gallbladder). This may occur 
more frequently in mice than in rats because of the more 
pronounced fragility of some mouse strains, especially 
transgenic mice, and the inevitable dilatation of the gall-
bladder (not present in rats) (Geerts et al., 2008). There-
fore, CBDL is more commonly performed for rats, but it 
is occasionally adapted to mice.

3 ANIMAL MODELS OF SPECIFIC 
LIVER DISEASES

3.1 Animal Models of Primary Sclerosing 
Cholangitis (Table 13.2)

Primary sclerosing cholangitis (PSC) is a rare disease 
that predominantly affects males; it is characterized by 
chronic inflammation, fibrous thickening, and stricture 
of intrahepatic and extrahepatic bile ducts (Fallatah and 
Akbar, 2011). When it progresses, it develops into bili-
ary cirrhosis due to chronic cholestasis, resulting in liver 
failure. Autoimmunity has been suggested as a possible 
mechanism, and PSC is associated with perinuclear an-
tineutrophil cytoplasmic antibody (pANCA) in up to 
90% of patients (Vierling, 2001). Ulcerative colitis (UC) 
is a complication in many cases. Pathologically, fibrous 
thickening and inflammatory cell infiltration, mainly 
due to lymphocytes and plasma cells, are observed in 
the walls of the extrahepatic and intrahepatic bile ducts. 
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When the disease progresses, fibrosis around the bile 
duct walls (onion skin–type fibrosis) becomes advanced, 
and the obstruction and destruction of bile ducts occur, 
eventually resulting in scar formation. CC may arise in 
∼15% of patients (Liu et al., 2013).

A perfect animal model that reflects all the charac-
teristics of PSC has not yet been developed, but mod-
els that reflect some of the characteristics have (Fickert 
et al., 2014; Pollheimer and Fickert, 2015). Animal models 
for (primary) sclerosing cholangitis have been classified 
into six different groups: models of cholangitis induced 
chemically [e.g., by 2,4,6-trinitrobenzenesulfonic acid, 
α-naphthylisothiocyanate, or 3,5-diethoxycarbonyl-1,4-
dihydrocollidine (DDC)]; knockout (KO) mouse models 
[e.g., using Abcb4−/− or cystic fibrosis transmembrane 
conductance regulator (Cftr−/−) mice]; models of cholan-
gitis induced by infectious agents (e.g., Helicobacter hepat-
icus or Cryptosporidium parvum); models of experimental 
biliary obstruction; models involving enteric bacterial 
cell wall components or colitis; and models of primary 
biliary epithelial and endothelial cell injury (Pollheimer 
and Fickert, 2015; Pollheimer et al., 2011). The Abcb4−/− 
KO mouse model is most appropriate for studying fibro-
sis (Delire et al., 2015).

3.1.1 The 3,5-Diethoxycarbonyl-1,4-
Dihydrocollidine Diet Model

DDC is known to induce Mallory–Denk bodies, 
which are associated with cholestasis, ALD, and non-
alcoholic steatohepatitis (NASH), in the hepatocytes of 
experimental animals (Fickert et al., 2002). DDC admin-
istration has also been proposed as a model of sclerosing 
cholangitis (Fickert et al., 2007). DDC-fed mice develop 
pericholangitis, periductal fibrosis, ductular reaction, 
and consequently portal–portal bridging fibrosis and 
segmental bile duct obstruction.

3.1.2 Abcb4−/− Mice
The Abcb4 gene encodes phospholipid transporter 

multidrug resistant protein 2 (MDR2). Abcb4−/− mice 

spontaneously develop cholangitis, ductular prolif-
eration, onion skin–type periductal fibrosis, and portal 
inflammation and fibrosis (Fickert et al., 2004; Mauad 
et al., 1994; Pollheimer and Fickert, 2015). These features 
are most likely linked to the lack of biliary phospholipid 
secretion and consequently increased concentration of 
free nonmicellar-bound bile acids, which subsequently 
cause damage to bile duct epithelial cells (Halilbasic 
et al., 2009; Pollheimer and Fickert, 2015). This model 
reflects the histopathological characteristics of human 
PSC as well. However, it has the drawback that it is not 
complicated with UC or CC, but is complicated with 
hepatocellular neoplasia, which is rare in PSC patients 
(Pollheimer and Fickert, 2015).

3.1.3 Cftr−/− Mice
The histological features of the livers of PSC pa-

tients are similar to those observed in cystic fibrosis 
( Henckaerts et al., 2009). Durie et al. (2004) evaluated 
multiple organs of congenic C57BL/6J Cftr−/− mice and 
found that all the Cftr−/− animals showed progressive 
liver disease with hepatosteatosis, focal cholangitis, in-
spissated secretions, and bile duct proliferation; mice 
older than 1 year showed progression to focal biliary 
cirrhosis. In addition, a genetic analysis of PSC patients 
suggested that the CFTR gene might be implicated in the 
pathogenesis of PSC (Henckaerts et al., 2009).

3.2 Animal Models of Primary Biliary 
Cholangitis (Table 13.3)

Primary biliary cholangitis (PBC) is an autoimmune 
disease that is characterized by chronic nonsuppura-
tive destructive cholangitis (CNSDC). It mainly occurs 
in middle-aged women, who are in their 40s or 50s. In 
PBC, interlobular bile ducts of less than 100 µm diam-
eter gradually collapse and vanish; eventually, fibrosis 
around the portal tracts progresses, resulting in liver 
cirrhosis. Histologically, inflammatory cell infiltration, 
mainly by lymphocytes and plasma cells, is observed in 

TABLE 13.2  Animal Models of Primary Sclerosing Cholangitis (PSC)

Animal models Main features

DDC diet DDC-fed mice develop pericholangitis, periductal fibrosis, ductular reaction, and consequently 
portal–portal bridging fibrosis and segmental bile duct obstruction

Abcb4−/− mice This model reflects the histopathological characteristics of human PSC well

This model is not complicated with either UC or CC

This model is complicated with hepatocellular neoplasia

Cftr−/− mice Cftr−/− mice show progressive liver disease, with hepatosteatosis, focal cholangitis, inspissated 
secretion, and bile duct proliferation

There is progression to focal biliary cirrhosis after 1 year of age

CC, Cholangiocarcinoma; DDC, 3,5-diethoxycarbonyl-1,4-dihydrocollidine; UC, ulcerative colitis.
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portal tracts, and CNSDC and bile duct disappearance 
are observed to various degrees, often accompanied by 
epithelioid cell granulomas. The disease is classified into 
four stages: the florid duct lesion stage, the ductular pro-
liferation stage, the precirrhosis stage, and the cirrhosis 
stage. Antimitochondrial antibodies (AMAs) that react 
with the pyruvate dehydrogenase complex (PDC), tar-
geting the inner lipoyl domain of the E2 subunit (anti-
PDC-E2), appear in the serum of almost all PBC patients 
(Liu et al., 2013).

Previously reported PDC-immunized mice,  neonatally 
thymectomized mice, peripheral blood mononuclear 
cell administration, Murphy Roths large/lymphoprolif-
eration (MRL/lpr) mice, and graft-versus-host-disease 
models are currently seldom used because they do not 
reflect the characteristics of human PBC sufficiently,  
or they require special technical skills. Newly intro-
duced animal models of PBC can be roughly classified 
into spontaneous models and xenobiotic-immunized 
mice.

3.2.1 Spontaneous Mouse Models
3.2.1.1 NOD.c3c4 MICE

The NOD.c3c4 mouse, the first spontaneous mouse 
model of PBC, was generated by introgression of B6- 
and B10-derived insulin-dependent diabetes regions 
(idd loci) into a nonobese diabetic (NOD) mouse (Irie 
et al., 2006). NOD.c3c4 mice develop antibodies to 
PDC-E2 at 9–10 weeks. Histologically, lymphocytic 
and eosinophilic infiltration of portal tracts, destructive 
 cholangitis, and granuloma formation are observed, as 
in human PBC patients. However, unlike in human PBC 
patients, in this model, extrahepatic biliary ducts are 
also affected. Furthermore, NOD.c3c4 mice develop bili-
ary cysts, which are not known in human PBC (Moritoki 
et al., 2011; Nakagome et al., 2007).

3.2.1.2 dnTGF-βRII MICE

dnTGF-βRII mice are transgenic for directed ex-
pression of a dominant-negative form of transforming 

TABLE 13.3  Animal Models of Primary Biliary Cholangitis (PBC)

Animal models Main features

NOD.c3c4 mice NOD.c3c4 mice develop antibodies to PDC-E2 and histology like human PBC

Extrahepatic biliary ducts are also affected unlike human PBC

NOD.c3c4 mice develop biliary cysts that are not known in human PBC

dnTGF-βRII mice These mice develop spontaneous production of AMAs

Severe immunological abnormalities occur in multiple organs

These mice have a relatively short life span

IL-2Rα−/− mice These mice develop portal inflammation, biliary ductular damage, and AMAs

These mice develop UC that are often seen in PSC, but not in PBC

The life span is short

Ae2a,b−/− mice Most Ae2a,b−/− mice test positively for AMA

The rate of mice showing histological features of PBC is low

This mouse strain seems to be very difficult to breed

Scurfy mice 100% of scurfy mice exhibit high-titer serum AMA of all isotypes

These mice have lymphocytic infiltrates surrounding portal areas

These mice die as early as 16–25 days after birth

MRL/lpr mice These mice have been used as a model for the study of SLE

The target antigens of AMA are not PDC

The rate of mice showing PBC-like pathology is rather low

2OA-immunized mice High levels of AMAs are detected, and cholangitis and granulomas are observed

Fibrosis occurs when these mice are exposed to α-GalCer

Peritonitis occasionally occurs in association with intraperitoneal injection

AE2, Anion exchanger 2; AMA, antimitochondrial antigen; dnTGF-βRII, dominant-negative form of transforming growth factor beta receptor type II; α-GalCer, α-
galactosylceramide; IL-2Rα, interleukin-2 receptor alpha; MRL/lpr, Murphy Roths large/lymphoproliferation; NOD, nonobese diabetic; 2OA, 2-octynoic acid; PDC, 
pyruvate dehydrogenase complex; PSC, primary sclerosing cholangitis; SLE, systemic lupus erythematosus; UC, ulcerative colitis.
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growth factor (TGF)-β receptor type II under the direc-
tion of the CD4 promoter (Oertelt et al., 2006). These mice 
spontaneously produce AMAs, and histologically, lym-
phocytic liver infiltration with periportal inflammation 
is observed. Additionally, the serum cytokine profile of 
these mice mimics that found in human PBC. The main 
drawbacks of this model are that severe immunological 
abnormalities occur in multiple organs because of a de-
fect in TGF-β signaling in T lymphocytes, and the mice 
have a relatively short life span (Tsuneyama et al., 2012). 
Colitis, which is not a characteristic feature of PBC but 
is a feature of PSC, occurs in these mice (Pollheimer and 
Fickert, 2015).

3.2.1.3 IL-2Rα−/− MICE

Interleukin (IL)-2 is critical for the development and 
peripheral expansion of CD4(+)CD25(+) regulatory 
T cells, which promote self-tolerance by suppressing 
T-cell responses in vivo (Nelson, 2004). IL-2 receptor 
alpha (IL-2Rα)−/− mice develop portal inflammation 
(predominantly due to T cells) and biliary ductular dam-
age similar to that found in human patients with PBC 
(Wakabayashi et al., 2006). Furthermore, IL-2Rα−/− mice 
develop AMAs with specificity for PDC-E2. The main 
drawbacks of this model are that the mice develop UC, 
which is often seen in PSC but not in PBC patients, and 
that their life span is short (Liu et al., 2013).

3.2.1.4 Ae2a,b−/− MICE
– –Cl /HCO3  anion exchanger 2 (AE2) is involved in 

intracellular pH [pH(i)] regulation and transepithelial 
acid–base transport, including secretin-stimulated bili-
ary bicarbonate excretion. AE2 gene expression is re-
duced in liver biopsy specimens and blood mononuclear 
cells from patients with PBC (Medina et al., 1997; Melero 
et al., 2002; Pollheimer and Fickert, 2015). Accordingly, 
the suitability of Ae2a,b−/− mice as an animal model of 
PBC was determined (Salas et al., 2008). Most Ae2a,b−/− 
mice tested positive for AMA, and about one-third of 
the Ae2a,b−/− mice had extensive portal inflammation, 
with CD8+ and CD4+ T lymphocytes surrounding dam-
aged bile ducts. Although the Ae2a,b−/− mouse model is 
considered useful for studying PBC, it has the drawback 
that the number of mice displaying the histological fea-
tures of PBC is low. Moreover, this mouse strain seems to 
be very difficult to breed (Pollheimer and Fickert, 2015).

3.2.1.5 SCURFY MICE

Scurfy mice are those that have a mutation in the gene 
encoding the forkhead box 3 (Foxp3) transcription factor 
that results in a complete abolition of Foxp3(+) T regula-
tory cells. At 3–4 weeks of age, all scurfy mice exhibit 
high-titer serum AMA of all isotypes (Zhang et al., 2009). 
Furthermore, mice have moderate-to-severe lymphocyt-
ic infiltrates surrounding portal areas, with evidence of 

biliary duct damage, and dramatic elevation of cytokines 
in serum and messenger RNAs, which encode cytokines 
in liver tissue, including tumor necrosis factor (TNF)-
α, interferon (IFN)-γ, IL-6, IL-12, and IL-23. Although 
the scurfy mouse model of PBC is interesting, it has the 
drawback that the mice die as early as 16–25 days after 
birth (Brunkow et al., 2001).

3.2.1.6 MRL/lpr MICE

MRL/lpr mice spontaneously develop lymphade-
nopathy, hypergammaglobulinemia, serum autoanti-
bodies, and a generalized autoimmune disease, such 
as glomerulonephritis and arthritis, and have been 
used as a model for the study of systemic lupus ery-
thematosus. Ohba et al. (2002) examined the  suitability 
of MRL/lpr mice as an experimental autoimmune-
mediated cholangitis model for PBC. They found that 
histopathologically, 24 of 47 (51%) older MRL/lpr mice 
showed evidence of cholangitis, compared with 2 of 20 
(10%) younger MRL/lpr mice. In particular, epithelioid 
granuloma and/or bile duct loss were seen in 11 out of 
47 (23%) older MRL/lpr mice, whereas such  findings 
were seen in only 1 of 20 (5%) younger MRL/lpr mice. 
The target antigens of AMA were not the PDC, but the 
2-oxoglutarate dehydrogenase complex and/or the 
branched-chain oxoacid dehydrogenase complex, as 
confirmed by immunoblotting. Currently, the MRL/lpr 
mouse model is seldom used to study PBC, mainly be-
cause the number of mice showing PBC-like pathology 
is rather low.

3.2.2 Chemical Xenobiotics–Immunized Mice
There is increasing evidence that environmental 

 factors, such as bacterial infection and exposure to xe-
nobiotics, are important in the pathogenesis of PBC. 
Wakabayashi et al. (2008, 2009) reported that C57BL/6 
mice and NOD congenic strain 1101 (NOD.1101) mice 
that had been immunized with 2-octynoic acid (2OA) 
coupled to bovine serum albumin (BSA) showed patho-
logical characteristics, similar to those found in human 
PBC. 2OA is a putative xenobiotic that is used as an ad-
ditive for food and cosmetics. High levels of AMAs were 
detected in the animal models, and portal infiltrates en-
riched in CD8+ T lymphocytes, cholangitis, and liver 
granulomas were observed. Thereafter, it was reported 
that when the 2OA–BSA immunized mice were exposed 
to α-galactosylceramide (α-GalCer), an invariant natural 
killer T-cell activator, autoimmune cholangitis was ex-
acerbated and fibrosis occurred (Wu et al., 2011). These 
models require simple techniques (intraperitoneal injec-
tion) and develop PBC-like pathological conditions with 
high reproducibility. However, it may be necessary to 
improve the method of administration because peritoni-
tis occasionally occurs in association with  intraperitoneal 
injection.

Cl–/HCO3–
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3.3 Animal Models of Autoimmune 
Hepatitis (Table 13.4)

Autoimmune hepatitis (AIH) is a chronic, active 
form of hepatitis that is associated with autoimmune 
 mechanisms. Clinically, it occurs more commonly in 
women and is characterized by HLA-DR4, hypergam-
maglobulinemia, antinuclear antibody, antismooth 
muscle antibody, and the symptoms of chronic hepatitis. 
Histopathologically, it is characterized by lymphocyte 
and plasma cell infiltration of the portal tracts, interface 
hepatitis, and hepatocyte rosette formation in periportal 
areas. The difficulty in generating animal models of AIH 
exists in abolishing immune tolerance and maintaining 
the long-term immune alterations that are necessary for 
inducing chronic hepatitis.

3.3.1 Concanavalin A Hepatitis
Concanavalin A (Con A) is a plant lectin that is pu-

rified from jack beans. Con A binds to the mannose 
residues of various glycoproteins and activates lym-
phocytes. When Con A is administered to mice, liver 
injury that depends on the activation of T lymphocytes 
by macrophages occurs (Tiegs et al., 1992). Therefore, 
the model might allow the study of the pathophysiol-
ogy of immunologically mediated hepatic disorders, 
such as AIH. TNF-α and IFN-γ play important roles in 
Con A–induced liver injury (Gantner et al., 1995; Kusters 
et al., 1996) and IL-10 prevents liver injury in this model 
(Di Marco et al., 1999; Louis et al., 1997). Blood levels of 

IL-2, IL-4, and IFN-γ dramatically increase after adminis-
tration of Con A (Wang et al., 2012). Major drawbacks of 
this model include the lack of circulating autoantibodies 
and rapid hepatocyte damage following a single-dose 
Con A injection, which is not a typical feature of chronic 
AIH (Liu et al., 2013).

3.3.2 BALB/c Strain TGF-β1−/− Mice
TGF-β1 exhibits various antiinflammatory activities 

and contributes to immune homeostasis and inhibition 
of autoimmunity. TGF-β1−/− mice develop an excessive 
inflammatory response with massive infiltration of lym-
phocytes and macrophages into many organs (but pri-
marily the heart and lungs), and they die when they are 
3–4 weeks old (Kulkarni et al., 1993; Shull et al., 1992). 
BALB/c strain TGF-β1−/− mice develop a lethal necro-
inflammatory hepatitis that is not observed in TGF-
β1−/− mice with a different genetic background (Gorham 
et al., 2001). This hepatitis is dependent on IFN-γ and 
epitomizes important aspects of AIH. The drawback 
of this model is that the mice usually die within a few 
weeks.

3.3.3 NTx-PD-1−/− Mice
Regulatory T cells regulate immunological tolerance. 

They play an important role in inhibiting excessive 
 immunological response and maintaining immunologi-
cal homeostasis. Kido et al. (2008) examined the regu-
latory roles of naturally arising regulatory T cells and 
programmed cell death 1 (PD-1)–mediated signaling 

TABLE 13.4  Animal Models of Autoimmune Hepatitis (AIH)

Animal models Main features

Con A hepatitis Liver injury depends on the activation of T lymphocytes by macrophages

Circulating autoantibodies are lacking

Rapid hepatocyte damage occurs after a single-dose Con A injection

TGF-β1−/− mice on BALB/c background These mice develop a lethal necroinflammatory hepatitis

Hepatitis is dependent on IFN-γ

The mice usually die within a few weeks

NTx-PD-1−/− mice These mice produce antinuclear antibodies and develop fatal hepatitis

The hepatitis is characterized by CD4+ and CD8+ T-cell infiltration

These mice usually die approximately 3 weeks after birth

Alb-HA/CL4-TCR mice These mice spontaneously develop chronic autoimmune-mediated hepatitis

Necroinflammatory lesions and hepatic fibrosis develop

Hepatitis occurs only in males

Ad-2D6–infected mice These mice develop persistent autoimmune liver disease

Cellular infiltration, hepatic fibrosis, fused liver lobules, and necrosis are seen

These mice generate type 1 liver kidney microsomal-like antibodies

Ad-2D6, Adenovirus expressing human CYP2D6; Alb-HA/CL4-TCR, albumin- hemagglutinin/CL4 T-cell receptor; Con A, concanavalin A; IFN, interferon; 
 NTx-PD-1, neonatal thymectomy-programmed cell death 1; TGF-β1, transforming growth factor beta 1.
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in the development of AIH. They subjected PD-1−/− 
mice to neonatal thymectomy (NTx), which severely 
reduces the number of regulatory T cells. As a result, 
the NTx-PD-1−/− mice produced antinuclear antibodies 
and developed fatal hepatitis characterized by CD4+ 
and CD8+ T-cell infiltration of the parenchyma with 
massive lobular necrosis. They concluded that the NTx-
PD-1−/− mice could be used as the first model of spon-
taneous fatal AIH. However, these mice cannot be used 
in long-term experiments because they usually die of 
fulminant hepatic failure approximately 3 weeks after 
birth.

3.3.4 Alb-HA/CL4-TCR Mice
Zierden et al. (2010) generated transgenic mice ex-

pressing the influenza virus hemagglutinin (HA) auto-
antigen under the control of mouse albumin regulatory 
elements and α-fetoprotein enhancers (Alb) specifical-
ly in the liver (Alb-HA mice); the mice were crossed 
with mice that express a specific T-cell receptor (TCR) 
(CL4-TCR). As a result, the double-transgenic mice 
(Alb-HA/CL4-TCR) spontaneously developed chronic, 
 autoimmune-mediated hepatitis characterized by necro-
inflammatory lesions, hepatic fibrosis, and increased 
 levels of aminotransferase; these features resembled 
those of AIH. However, this model has the disadvantage 
that hepatitis occurs only in males.

3.3.5 Ad-2D6–Infected Mice
Cytochrome P450 2D6 (CYP2D6) is the major hu-

man autoantigen in type 2 AIH. Holdener et al. (2008) 
infected mice with adenovirus Ad5 expressing human 
CYP2D6 (Ad-2D6). As a result, Ad-2D6–infected mice 

developed persistent autoimmune liver disease char-
acterized by  cellular infiltration, hepatic fibrosis, fused 
liver lobules, and necrosis. As with type 2 AIH patients, 
Ad-2D6–infected mice generated type 1 liver kidney 
 microsomal-like antibodies that recognized the immuno-
dominant epitope of CYP2D6. Interestingly, Ad-2D6– 
infected, wild-type FVB/N mice displayed exacerbated 
liver damage compared with transgenic mice expressing 
the identical human CYP2D6 protein in the liver, indicat-
ing the presence of a stronger immunological tolerance 
in CYP2D6 mice.

3.4 Animal Models of Alcoholic 
Liver Disease (Table 13.5)

ALD is a pathological condition of the liver that is 
caused by long-term (usually more than 5 years) and 
excessive alcohol consumption. Its symptoms, such as 
swelling of the liver and increased serum levels of ami-
notransferases and γ-glutamyl transpeptidase, are im-
proved or normalized by abstinence from drinking. ALD 
is classified into alcoholic fatty liver, alcoholic hepatitis, 
alcoholic liver fibrosis, and alcoholic liver cirrhosis. To 
date, no animal model has been created that reflects 
all the features of ALD (Brandon-Warner et al., 2012; 
Mathews et al., 2014). In rodents, natural aversion to 
 alcohol, absence of addictive behavior, spontaneous 
reduction in alcohol intake when acetaldehyde blood 
levels increase, a high rate of alcohol catabolism, and 
a high basal metabolic rate impair the ability to attain 
and maintain high blood alcohol levels over time; these 
factors explain the lack of hepatic damage (Brandon- 
Warner et al., 2012;  Delire et al., 2015).

TABLE 13.5  Animal Models of Alcoholic Liver Disease (ALD)

Animal models Main features

Acute binge ethanol–feeding model The most commonly used dosage is 4–6 g/kg body weight

This model affects hepatic mitochondrial function and oxidative stress

This model induces only a mild elevation of serum AST and ALT levels

Liquid diet model Animals are fed ethanol as part of a completely liquid diet

This model is easy to use and causes fatty liver

Severe inflammation, necrosis, and fibrosis of the liver do not develop

Intragastric ethanol infusion model Severe and progressive fatty infiltration is observed in the liver

Serum AST and ALT levels become markedly elevated

This model requires advanced skills in catheter implantation

Chronic + binge ethanol–feeding model This model induces liver injury, inflammation, and fatty liver

This model reflects well a history of alcohol consumption in ALD patients

This model is less time consuming compared to other models

ALT, Alanine aminotransferase; AST, aspartate aminotransferase.
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3.4.1 Acute Binge Ethanol–Feeding Model
An acute binge of one or multiple doses of ethanol has 

been used by many laboratories to study the pathogen-
esis of alcoholic liver injury (Mathews et al., 2014; Shukla 
et al., 2013). The most commonly used dosage is 4–6 g 
ethanol/kg body weight, and acute feeding of ethanol 
has been shown to affect hepatic mitochondrial function, 
oxidative stress, and inflammatory responses. However, 
the acute binge ethanol–feeding model has not been 
used widely as an animal model of ALD, partly because 
it induces only mild elevation of serum aspartate ami-
notransferase (AST) and alanine aminotransferase (ALT) 
levels.

3.4.2 Liquid Diet Model
Ad libitum administration of alcohol in drinking wa-

ter is the best and easiest way to emulate human behav-
ior in experimental animals. However, rodents show a 
strong aversion to the taste and smell of ethanol. Due 
to this, in this method, the animals do not consume 
enough alcohol to produce significant liver pathol-
ogy, even when using alcohol-preferring rodent strains 
(Liu et al., 2013). To overcome this, Lieber and DeCarli 
(1982, 1986) developed the technique of feeding ethanol 
as part of a totally liquid diet. This technique resulted 
in much higher ethanol intake than with  conventional 
procedures, and it caused fatty liver. Moreover, the 
technique is simple. However, in this method, severe 
inflammation, necrosis, and fibrosis of the liver do not 
develop unless second hits of, for example, vitamin A 
are added (Leo and Lieber, 1983). Therefore, although 
this model may be appropriate for studying early-stage 
ALD, it is not useful for investigating the advanced 
 disease.

3.4.3 Intragastric Ethanol Infusion Model 
(Tsukamoto–French Model)

As oral administration of alcohol does not induce liv-
er injury that is more severe than fatty liver,  Tsukamoto 
et al. (1985) developed an intragastric ethanol infusion 
model. In this model, a catheter was inserted into the 
stomach of each rat, and ethanol and a nutritionally de-
fined low-fat liquid diet were infused continuously. As 
a result, blood alcohol levels were maintained at high 
levels, and severe and progressive fatty infiltration was 
observed in the liver. In addition, following 30 days 
of intoxication, one-third of the animals showed focal 
necrosis with mononuclear cell infiltration in the cen-
trilobular areas of the livers. This was correlated with 
markedly elevated levels of serum AST and ALT in these 
animals. Dietary iron supplementation to the intragas-
tric ethanol infusion exacerbated hepatocyte damage, 
promoted liver fibrogenesis, and produced evident cir-
rhosis in some rats (Tsukamoto et al., 1995). A high-fat 
(HF) diet in combination with this model also caused 

liver fibrosis (French et al., 1986). Later, Kono et al. (2000) 
adapted a long-term intragastric rat protocol to mice so 
that KO technology could be used to study the mecha-
nisms of ALD. The main drawbacks of this model are 
that it requires constant monitoring and advanced skills 
in catheter insertion. However, it has the advantage that 
nutritional intake can be controlled accurately.

3.4.4 Chronic + Binge Ethanol–Feeding Model
Bertola et al. (2013a) developed a mouse model 

of  alcoholic liver injury by chronic ethanol  feeding 
(10-day ad libitum oral feeding with the Lieber– DeCarli 
ethanol liquid diet) plus single-binge ethanol feeding. 
This chronic plus single-binge ethanol–feeding proto-
col induces liver injury, inflammation, and fatty liver  
synergistically, which mimics acute- on-chronic alco-
hol liver injury in patients. This feeding protocol can 
also be extended to chronic feeding for longer periods 
(up to 8 weeks) plus single or multiple binges. The 
 procedure upregulates the hepatic expression of IL-1β 
and TNF-α, and induces neutrophil accumulation in 
the liver (Bertola et al., 2013b). As ALD is often caused 
by recent heavy drinking on top of a chronic drinking 
habit, this model effectively reflects a history of alco-
hol consumption in ALD patients. Moreover, it is less 
time consuming compared with other conventional 
models.

3.5 Animal Models of Nonalcoholic 
Fatty Liver Disease (Table 13.6)

Like ALD, nonalcoholic fatty liver disease (NAFLD) 
is characterized by fatty liver, steatohepatitis, liver fibro-
sis, or liver cirrhosis, but it occurs in people who do not 
consume excessive quantities of alcohol. Obesity, diabe-
tes, and dyslipidemia are important risk factors of the 
disease, and the resulting insulin resistance, fatty degen-
eration of the liver, and oxidative stress are thought to 
be involved in its pathogenesis. NAFLD is histopatho-
logically classified into simple steatosis, which is just fat 
accumulation in the liver, and NASH, which comprises 
a necroinflammatory reaction and ballooning degenera-
tion of hepatocytes, as well as steatosis. NASH is usually 
accompanied by fibrosis. The fibrosis usually begins as 
perisinusoidal fibrosis characterized by a chicken-wire 
pattern in zone 3, and portal fibrosis gradually devel-
ops, leading to portal–portal or portal–central bridging 
fibrosis (Takahashi and Fukusato, 2014). Long-standing 
NASH may progress to liver cirrhosis and HCC (Cohen 
et al., 2011; Harrison et al., 2003; Powell et al., 1990). 
NAFLD/NASH is currently the most common chronic 
liver disease in developed countries. Animal models of 
NAFLD/NASH are classified into genetic models, di-
etary models, and models combining genetic and nutri-
tional factors.
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TABLE 13.6  Animal Models of Nonalcoholic Fatty Liver Disease (NAFLD)

Animal models Main features

Genetic models

Ob/ob mice, db/db mice, and fa/fa rats These animals have a mutation in the leptin or a leptin receptor gene

The metabolic status of these animals reflects human NAFLD

Neither hepatic inflammation nor hepatocellular damage occurs spontaneously

KK-Ay mice These mice carry a heterozygous mutation of the agouti gene

The metabolic status is similar to that of NAFLD patients

Significant steatohepatitis does not occur spontaneously

PPARα−/− mice Many genes encoding enzymes involved in β-oxidation are regulated by PPARα

Fat does not accumulate in the liver of these mice under normal feeding condition

Severe fat deposition occurs in the liver under fasting conditions

PTEN null mice These mice show massive hepatomegaly and steatohepatitis

These mice develop liver tumors (hepatocellular adenomas and carcinomas)

These mice show insulin sensitivity

nSREBP-1c transgenic mice Liver histology resembles human NASH

These mice show disordered differentiation of adipose tissue

The liver lesion might model steatohepatitis associated with lipodystrophy

AOX−/− mice AOX is the first enzyme in the peroxisomal β-oxidation system

Microvesicular fatty change in liver cells is evident at 7 days

AOX−/− mice develop hepatocellular adenomas and carcinomas by 15 months of age

MAT1A null mice These mice develop macrovesicular steatosis and mononuclear cell infiltration

HCC develops

Although these mice are hyperglycemic, their insulin levels are normal

TSOD mice This model is regarded as a polygenic model of metabolic syndrome

Liver tumors occur spontaneously

The severity of steatosis and inflammation is mild

Dietary models

MCD diet MCD diet is easy to obtain and use

This model induces more severe histopathology of NASH than other dietary models

The metabolic profile is opposite to that in human NASH

HF diet HF diet induces a metabolic profile that corresponds to NASH

NAFLD/NASH induced by HF diet may be relatively mild and highly variable

Administration of HF diet via an implanted gastrostomy tube effectively induces NASH

Atherogenic diet Atherogenic diet containing cholesterol and cholate induces steatohepatitis

The addition of a HF component accelerates the pathology of steatohepatitis

Animals fed the atherogenic diet remain remarkably insulin sensitive

Fructose Fructose consumption is a well-known risk factor for NAFLD

A high-fructose diet induces macrovesicular steatosis and lobular inflammation

Steatosis is mainly distributed in zone 1

Fast food diet A fast food diet contains high levels of saturated fats, cholesterol, and fructose

This model induces obesity and insulin resistance

Histologically, steatohepatitis with ballooning and progressive fibrosis is observed

AOX, Acyl-CoA oxidase; HCC, hepatocellular carcinoma; HF, high fat; MAT1A, methionine adenosyltransferase-1A; MCD, methionine and choline deficient; 
NASH, nonalcoholic steatohepatitis; nSREBP-1c, nuclear sterol regulatory element–binding protein-1c; PPAR, peroxisome proliferator–activated receptor; PTEN, 
phosphatase and tensin homolog deleted on chromosome 10; TSOD, Tsumura–Suzuki obese diabetes.
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3.5.1 Genetic Models
3.5.1.1 ob/ob MICE AND db/db MICE (OR fa/fa RATS)

Leptin is a satiety hormone synthesized by white adi-
pose tissue; it regulates energy intake and expenditure. 
Ob/ob mice have a mutation in the gene that encodes 
leptin, and db/db mice and fa/fa rats have a muta-
tion in the gene that encodes a leptin receptor (Ob-Rb) 
( Anstee and Goldin, 2006; Carmiel-Haggai et al., 2005; 
 Lindstrom, 2007). Such animals are obese,  hyperphagic, 
inactive, insulin resistant, and spontaneously develop 
hepatic steatosis and type 2 diabetes. Although the met-
abolic status of these animals reflects that found in hu-
man NAFLD, they do not spontaneously develop either 
 hepatic inflammation or hepatocellular damage. One of 
the interesting features of ob/ob mice is that they are re-
sistant to liver fibrosis even when CCl4 or TAA is adminis-
tered (Honda et al., 2002; Leclercq et al., 2002). This finding 
 suggests that leptin is essential for hepatic fibrogenesis.

3.5.1.2 KK-Ay MICE

KK-Ay mice are a cross between diabetic KK and le-
thal yellow (Ay) mice, and carry a heterozygous muta-
tion of the agouti gene (Liu et al., 2013). KK-Ay mice 
show altered adipokine expression, obesity, dyslipid-
emia, and insulin resistance; thus, their metabolic status 
is similar to that of NAFLD patients. Although KK-Ay 
mice develop mild hepatic steatosis, significant ste-
atohepatitis does not occur spontaneously (Takahashi 
et al., 2012). KK-Ay mice exhibit increased susceptibil-
ity to methionine- and choline-deficient (MCD) diet–
induced  steatohepatitis, where hypoadiponectinemia 
probably plays a key role in the exacerbation of both 
inflammatory and profibrogenic responses (Ikejima 
et al., 2007; Okumura et al., 2006).

3.5.1.3 PPARα−/− MICE

Many genes encoding enzymes involved in the mi-
tochondrial and peroxisomal fatty acid β-oxidation 
pathways in the liver are regulated by peroxisome pro-
liferator–activated receptor α (PPARα) (Liu et al., 2013). 
Although fat does not accumulate in the livers of 
PPARα−/− mice under normal feeding conditions, un-
der fasting conditions severe fat deposition occurs in the 
liver in association with dramatic inhibition of fatty acid 
uptake and oxidation (Kersten et al., 1999; Reddy, 2001).

3.5.1.4 PTEN NULL MICE

Phosphatase and tensin homolog deleted on chromo-
some 10 (PTEN) is a multifunctional phosphatase and 
tumor suppressor that serves as a negative regulator of 
several signaling pathways, including PI3K/Akt (Liu 
et al., 2013). Mice with a hepatocyte-specific null muta-
tion of PTEN [AlbCrePten(flox/flox) mice] show  massive 
hepatomegaly and steatohepatitis with triglyceride ac-
cumulation, a phenotype similar to that found in human 

NASH (Horie et al., 2004). In one study, steatosis devel-
oped at 10 weeks of age, and steatohepatitis and fibrosis 
were present at 40 weeks of age. Importantly, the PTEN 
null mice developed liver tumors. By 44 weeks of age, 
47% of the PTEN null mice had developed hepatocellular 
adenomas, and by 74–78 weeks of age, 100% of the PTEN 
null mice had hepatocellular adenomas and 66% had 
HCCs (Horie et al., 2004). Therefore, this model is con-
sidered suitable for studies on carcinogenesis associated 
with NASH. The main drawback of this model is that the 
mice retain insulin sensitivity, and therefore, their meta-
bolic status is different from that of NAFLD patients.

3.5.1.5 nSREBP-1c TRANSGENIC MICE

Overexpression of the nuclear sterol regulatory 
 element–binding protein-1c (nSREBP-1c) in cultured 
preadipocytes promotes adipocyte differentiation 
( Shimomura et al., 1998). nSREBP-1c transgenic mice 
develop marked fatty liver accompanied by hyper-
glycemia, hypoleptinemia, and hypoadiponectinemia 
( Nakayama et al., 2007). The liver histology in such mice 
is similar to that found in NASH, that is, steatosis, mono-
nuclear cell infiltration, pericellular fibrosis, ballooning 
degeneration, and Mallory–Denk body formation are 
seen in the livers of these transgenic mice at 20 weeks 
or older. However, the mice show disordered differen-
tiation of adipose tissue, marked insulin resistance, and 
diabetes mellitus; thus, the liver lesion might model ste-
atohepatitis associated with lipodystrophy rather than 
normal NASH.

3.5.1.6 AOX−/− MICE

Acyl-CoA oxidase (AOX) is the first enzyme that is 
involved in the peroxisomal β-oxidation system. Mice 
deficient in fatty AOX (AOX−/− mice) develop specific 
morphological and molecular changes in the liver char-
acterized by microvesicular fatty change, increased mi-
tosis, spontaneous peroxisome proliferation, increased 
mRNA and protein levels of genes regulated by PPARα, 
and HCC (Cook et al., 2001). In AOX−/− mice, microve-
sicular fatty change in liver cells is evident at 7 days. 
At 2 months of age, livers show extensive steatosis and 
the presence in the periportal areas of clusters of hepa-
tocytes with abundant granular eosinophilic cytoplasm 
rich in peroxisomes. However, a compensating increase 
in fatty acid oxidation is observed by 6–7 months of age, 
and hepatic steatosis recovers by the regeneration of 
hepatocytes. AOX−/− mice develop hepatocellular ad-
enomas and HCCs by 15 months of age (London and 
George, 2007; Takahashi et al., 2012).

3.5.1.7 MAT1A NULL MICE

Methionine adenosyltransferase (MAT) 1A is a 
 liver-specific enzyme that catalyzes the formation of S-ad-
enosylmethionine, the principal biological methyl donor. 
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MAT1A KO mice are susceptible to choline- deficient 
diet–induced fatty liver at 3 months. At 8 months, 
MAT1A KO mice develop spontaneous macrovesicular 
steatosis and predominantly periportal mononuclear 
cell infiltration (Lu et al., 2001). HCC develops in more 
than half of the KO mice by 18 months of age (Martinez-
Chantar et al., 2002). Although MAT1A KO mice are 
 hyperglycemic, their insulin levels are normal and they 
do not appear to develop the other features of  metabolic 
syndrome (Martinez-Chantar et al., 2002; Takahashi 
et al., 2012).

3.5.1.8 TSUMURA–SUZUKI OBESE DIABETES MICE

Tsumura–Suzuki obese diabetes (TSOD) male mice 
spontaneously develop diabetes mellitus, obesity, glu-
cosuria, hyperglycemia, and hyperinsulinemia with-
out any special treatments, such as gene manipulation. 
Therefore, TSOD is regarded as a polygenic model of 
metabolic syndrome. As NAFLD/NASH is associated 
with metabolic syndrome, Nishida et al. (2013) deter-
mined whether these mice develop NAFLD/NASH. 
They observed microvesicular steatosis, hepatocellular 
ballooning, and Mallory–Denk bodies in the livers of 
4-month-old mice, with increasing severity over time. In-
terestingly, small liver nodules with high cellularity and 
the absence of portal tracts were frequently observed af-
ter 12 months. Most of the nodules showed nuclear and 
structural atypia, and mimicked human HCC. Recently, 
it has been suggested that splenic iron accumulation is 
involved in the development of NASH in TSOD mice 
(Murotomi et al., 2016). Although TSOD mice provide 
a natural model of NAFLD, the mice take a long time to 
develop the disorder, and the severity of steatosis and 
inflammation is mild.

3.5.2 Dietary Models
3.5.2.1 METHIONINE- AND CHOLINE-DEFICIENT DIET

MCD diet is a classical dietary model of NASH. Al-
though the diet comprises high sucrose (40%) and fat 
(10%), it lacks methionine and choline, which are indis-
pensable for hepatic mitochondrial β-oxidation and very 
low-density lipoprotein (VLDL) synthesis (Anstee and 
Goldin, 2006). As a result, an MCD diet induces hepatic 
steatosis. Furthermore, oxidative stress and changes in 
cytokines and adipocytokines occur, contributing to liver 
injury (Chowdhry et al., 2010; Larter et al., 2008; Lecler-
cq et al., 2000; Takahashi et al., 2012). When animals are 
fed an MCD diet, they rapidly develop steatohepatitis; 
this is accompanied by pericellular fibrosis that appears 
as a chicken-wire pattern distributed mainly in zone 3, 
 resembling that in human NASH (Fig. 13.1). In general, 
the MCD diet is easy to obtain and use, and it induces 
a more severe histopathology of NASH than other di-
etary models. The degree of liver injury induced by an 
MCD diet depends on the species, strain, and sex of the 

animal. Kirsch et al. (2003) examined the responses of 
male and female Wistar, Long-Evans, and Sprague Daw-
ley rats and C57BL6 mice to an MCD diet. The Wistar 
strain and male sex were associated with the greatest 
degree of steatosis in rats. Of the groups studied, male 
C57BL6 mice developed the most inflammation and 
necrosis, lipid peroxidation, and ultrastructural injury, 
and most closely approximated the histological features 
of NASH. The main drawback of the MCD diet model 
is that its metabolic profile is opposite to that found in 
human NASH. Rats or mice that are fed an MCD diet 
show significant weight loss and decreased serum tri-
glyceride and cholesterol levels. Serum levels of insulin, 
leptin, and glucose are also decreased; serum adiponec-
tin remains unchanged or even increases; and the ani-
mals are peripherally insulin sensitive, although they ex-
hibit hepatic insulin resistance (Leclercq et al., 2007; Liu 
et al., 2013; Rinella and Green, 2004). Therefore, caution 
is required when interpreting the results of experiments 
using this animal model.

3.5.2.2 HIGH-FAT DIET

A HF diet is widely used to induce NAFLD/NASH in 
various experimental animals. Lieber et al. (2004) fed a 
HF liquid diet (71% of energy from fat, 11% from carbo-
hydrates, and 18% from protein) to Sprague Dawley rats 
and examined the effects. The rats fed the HF diet ad libi-
tum for 3 weeks developed panlobular steatosis. The diet 
caused abnormal mitochondria and  mononuclear inflam-
mation. Plasma insulin was elevated, which reflected in-
sulin resistance, a pathogenic characteristic of NASH. It 
has subsequently been reported that the HF diet induced 
a metabolic profile (obesity and insulin resistance), se-
rum data (abnormal aminotransferase activity, hyper-
glycemia, hyperinsulinemia, hypercholesterolemia, 

FIGURE 13.1 Histological appearance of the liver of a mouse that 
was fed an MCD diet. Pericellular fibrosis can be seen in intralobular 
zone 3 (arrow) (Sirius red stain, ×400).
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and hypertriglyceridemia), and histopathology (hepatic 
steatosis, necroinflammation, mitochondrial lesions, 
hepatocyte apoptosis, and pericentral fibrosis) that 
corresponded to NASH in experimental animals (Ito 
et al., 2007; Svegliati-Baroni et al., 2006; Zou et al., 2006). 
However, other authors have reported that a HF diet did 
not induce hepatic steatosis or NASH in experimental 
animals (Romestaing et al., 2007). NAFLD/NASH in-
duced by a HF diet may be relatively mild and highly 
variable, and may be affected by the composition and 
duration of the HF diet and by the species, strain, sex, 
and age of the animals. In a comparison of the effects 
of a HF diet between mouse strains, BALB/c male mice 
accumulated more hepatic lipid than C57BL/6J male 
mice, and middle-aged C57BL/6J mice increased the 
ratio of fat to body weight and hepatic lipid accumula-
tion more than young mice (Nishikawa et al., 2007). To 
induce NASH more certainly using the HF diet, Deng 
et al. (2005) fed a HF diet to mice via an implanted gas-
trostomy tube for 9 weeks and increased the intake by 
up to 85% of the standard amount. As a result, overfed 
C57BL/6 mice progressed to obesity, with 71% larger 
final body weights. They had increased visceral white 
adipose tissue, hyperglycemia, hyperinsulinemia, hy-
perleptinemia, glucose intolerance, and insulin resis-
tance. Of these mice, 46% developed steatohepatitis with 
increased plasma ALT, neutrophilic infiltration, and si-
nusoidal and pericellular fibrosis. Although this method 
seems to be the most certain way to induce NASH using 
the HF diet, it has the disadvantage that it requires spe-
cific equipment and special techniques.

Recently, various modified methods using the HF 
diet have been tried. The products of lipid peroxida-
tion from oxidized low-density lipoprotein (OxLDL) are 
known to initiate intracellular oxidative stress (Maziere 
et al., 2000). It has been reported that OxLDL adminis-
tration to HF diet–fed mice not only aggravates hepatic 
steatosis, fibrosis, and lipid metabolism, but also results 
in intense inflammation, including severe hepatic injury 
and inflammatory cell infiltration, which are the typical 
histological features of NASH (Yimin et al., 2012).

Ogasawara et al. (2011) determined whether mice 
treated with gold thioglucose—known to induce lesions 
in the ventromedial hypothalamus, leading to hyperpha-
gia and obesity—and fed a HF diet had a comprehensive 
histological and dysmetabolic phenotype resembling 
human NASH. They found that gold thioglucose + HF 
induced dysmetabolism, with hyperphagia; obesity with 
increased abdominal adiposity; insulin resistance and 
consequent steatohepatitis with hepatocyte ballooning; 
Mallory–Denk bodies; and perivenular and pericellular 
fibrosis, as seen in adult NASH.

Fujii et al. (2013) established a reproducible NASH-
HCC model in mice by combining a HF diet and the 
administration of streptozotocin, a naturally occurring 

chemical that is toxic to the insulin-producing β-cells of 
the mammalian pancreas. Neonatal male mice exposed 
to low-dose streptozotocin developed liver steatosis 
with diabetes after 1 week on a HF diet. A continuous 
HF diet decreased hepatic fat deposits but increased 
lobular inflammation with foam cell–like macrophages, 
which resembled NASH pathology. In parallel with the 
decreased phagocytosis of macrophages, fibroblasts ac-
cumulated to form chicken-wire pattern fibrosis. All 
the mice developed multiple HCC at approximately 
20 weeks of age. Although this is an unnatural model, 
it has the advantage that HCC associated with NASH 
develops rather quickly.

3.5.2.3 ATHEROGENIC DIET (CHOLESTEROL AND 
CHOLATE)

An increase in the level of serum triglycerides and 
cholesterol is a risk factor for NAFLD/NASH and car-
diovascular diseases. An atherogenic diet containing 
cholesterol and cholate induces steatohepatitis in ex-
perimental animals. Such a diet increases blood levels of 
AST, ALT, lactate dehydrogenase, and total cholesterol, 
and from a histopathological perspective, steatosis, mac-
rophage infiltration, cellular ballooning, hepatic necro-
sis, myofibroblast proliferation, and hepatic fibrosis are 
also induced (Jeong et al., 2005; Matsuzawa et al., 2007). 
In one study, the addition of a HF component to the ath-
erogenic diet caused hepatic insulin resistance and fur-
ther accelerated steatohepatitis (Matsuzawa et al., 2007). 
Interestingly, the cholesterol and cholate components of 
the atherogenic diet were shown to induce distinct stag-
es of hepatic inflammatory gene expression (Vergnes 
et al., 2003). The drawback of this model is that animals 
given the atherogenic diet remain remarkably insulin 
sensitive, reflecting a different metabolic status than that 
found in human NASH (Delire et al., 2015; Matsuzawa 
et al., 2007).

3.5.2.4 FRUCTOSE

Fructose consumption is a well-known risk factor for 
NAFLD (Ouyang et al., 2008). We showed that a high-
fructose (70%) diet induced macrovesicular steatosis and 
lobular inflammation in rat livers (Kawasaki et al., 2009). 
However in this model, steatosis was mainly distributed 
in zone 1, a different pattern from that found in adult 
NAFLD patients (Fig. 13.2). Spruss et al. (2009) examined 
the effects of fructose on toll-like receptor (TLR)-4 mutant 
mice and wild-type mice, and suggested that the onset of 
fructose-induced NAFLD was associated with intestinal 
bacterial overgrowth and increased intestinal permeabil-
ity, subsequently leading to an endotoxin-dependent ac-
tivation of hepatic Kupffer cells. Combining risk factors 
for metabolic syndrome by feeding mice trans fats and 
high-fructose corn syrup induced a metabolic profile 
and histological features similar to those found in NASH 
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patients (Tetri et al., 2008). Kohli et al. (2010) demonstrat-
ed that mice maintained on a HF, high-carbohydrate diet 
and water with 55% fructose and 45% sucrose (wt./vol.) 
became obese and experienced increased levels of hepat-
ic reactive oxygen species and a NASH-like phenotype 
with significant fibrosis.

3.5.2.5 FAST FOOD DIET

Fast foods have high energy densities and glyce-
mic loads, and are often served in excessively large 
portions; this may be one of the reasons for the in-
crease in the number of overweight and obese people 
( Rosenheck, 2008). Charlton et al. (2011) examined the 
metabolic and  histological effects of a fast food diet 
(high in saturated fats, cholesterol, and fructose). Mice 
that were fed fast food [40% energy as fat (12% satu-
rated fatty acids and 2% cholesterol), supplemented 
with high levels of  fructose] became obese and insulin 
resistant. Steatohepatitis with pronounced ballooning 
and progressive fibrosis (stage 2) was also observed in 
the mice. Therefore, it was  suggested that a diet based 
on high levels of cholesterol, saturated fat, and fructose 
induces the features of metabolic syndrome and NASH 
with progressive fibrosis.

3.5.3 Combination Models (Genetic Modification 
Plus Dietary Manipulation)

Separate genetic and dietary models of NASH do 
not completely reflect all its pathological characteristics 
in humans. Therefore, numerous combination models, 
created by genetic and dietary manipulation, have been 
developed to more closely approximate the pathophysi-
ology of human NASH. In general, these models show 
more severe histopathological changes and closer patho-
physiology to human NASH than individual genetic or 

dietary models. Some of the representative combination 
models are described here.

3.5.3.1 LDLR−/− MICE FED A HF DIET

The low-density lipoprotein receptor deficiency 
(LDLR−/−) mouse is a widely used hypercholesterolemic 
atherosclerosis model. Gupte et al. (2010) showed that 
middle-aged male LDLR−/− mice fed a HF diet  developed 
NASH associated with four of five metabolic syndrome 
components. As observed in humans, liver steatosis and 
oxidative stress promoted NASH development in these 
mice. Aging exacerbated the HF diet–induced NASH 
such that liver steatosis, inflammation, fibrosis, oxidative 
stress, and liver injury markers were greatly enhanced in 
middle-aged versus young LDLR−/− mice.

3.5.3.2 fa/fa RATS AND db/db MICE FED A HF DIET

Carmiel-Haggai et al. (2005) determined whether a 
HF diet can act as a second hit and cause progression 
to liver injury in obese fa/fa rats. Hyperglycemia and 
steatohepatitis occurred in the fa/fa rats fed the HF diet 
(60% calories as lard). This was accompanied by liver 
 injury as assessed by ALT, hematoxylin and eosin stain-
ing, increased TNF-α and stellate cell–derived TGF-β, 
collagen deposition (periportal fibrosis), and upregu-
lation of α-smooth muscle actin. Oxidative stress oc-
curred in the fa/fa rats fed the HF diet because lipid 
peroxidation and protein carbonyl levels were elevated, 
whereas levels of glutathione and antioxidant enzymes 
were very low. We recently showed that db/db mice 
fed a HF diet develop the histopathology of NASH 
(Fig. 13.3) that is associated with increased serum lev-
els of AST and ALT, although the metabolic status did 
not completely reflect that of human NASH (Takahashi 
et al., 2014).

FIGURE 13.3 Liver histology of a db/db mouse that was fed an 
HF diet. Marked steatosis and scattered foci of lobular inflammation 
(arrows) and ballooned hepatocytes were observed (×200).

FIGURE 13.2 NAFLD model of a mouse that was fed a high- 
fructose diet. Steatosis, mainly distributed in zone 1 of hepatic lobules, 
was observed (×100). C, Central vein; P, portal tract.
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3.5.3.3 Foz/foz MICE FED A HF DIET

Foz/foz mice have a mutation in the Alms1 gene that 
plays a role in intracellular trafficking, and they exhibit obe-
sity, hyperinsulinemia, and diabetes (Arsov et al., 2006b). 
Foz/foz mice fed a HF diet develop serum ALT elevation 
and severe steatohepatitis with hepatocyte ballooning, in-
flammation, and fibrosis (Arsov et al., 2006a).

3.5.3.4 db/db OR PPARα−/− MICE FED AN MCD DIET

Sahai et al. (2004) fed db/db, ob/ob, and control mice 
an MCD diet and found that the MCD diet–fed db/db 
mice exhibited significantly greater histological inflam-
mation and higher serum ALT levels than the ob/ob and 
control mice. Trichrome staining showed marked peri-
cellular fibrosis in the MCD diet–fed db/db mice but no 
significant fibrosis in the ob/ob or control mice. More-
over, it has been reported that MCD diet–fed PPARα−/− 
mice developed more severe steatohepatitis associated 
with significantly higher serum AST levels compared 
with MCD diet–fed wild-type mice (Ip et al., 2003; 
Kashireddy and Rao, 2004).

3.6 Animal Models of Hepatitis C (Table 13.7)

HCV is an RNA virus that belongs to the Flaviviri-
dae family and infects humans via blood transfusion 

or injection using an unsterilized needle. The virus en-
codes one long open reading frame that generates a 
single polyprotein precursor, which is subsequently pro-
cessed into 10 individual gene products, including struc-
tural (C, E1, E2, and p7) and nonstructural (NS2, NS3, 
NS4A, NS4B, NS5A, and NS5B) protein subunits (Liu 
et al., 2013; Moradpour et al., 2007). Unlike hepatitis A or 
hepatitis B, hepatitis C frequently develops from acute 
to chronic hepatitis, and furthermore, progresses to liv-
er cirrhosis and HCC. Chimpanzees are one of the few 
animals that tolerate natural HCV infection. Therefore, 
the chimpanzee has provided a valuable model for the 
study of HCV–host interactions and vaccine candidates, 
but its use is severely hampered by financial and ethical 
constraints (Vercauteren et al., 2014). As mice are natu-
rally resistant to HCV infection, development of mouse 
models of hepatitis C has been challenging. However, to 
date, various mouse models of hepatitis C have been de-
veloped using molecular or immunological techniques.

3.6.1 Inducible-HCV Transgenic Mice
To study in vivo interactions between viral proteins 

and host cells, various transgenic mice models that 
overexpress HCV proteins have been generated. Sev-
eral kinds of transgenic mice expressing HCV proteins 
have not provided evidence of liver pathology (Frelin 

TABLE 13.7  Animal Models of Hepatitis C

Animal models Main features

Inducible-HCV transgenic mice Transgenic mice carrying the HCV core gene develop hepatic steatosis and HCC

These mice are immunotolerant of HCV proteins

Immunotolerance can be overcome using the Cre/loxP system

Immunotolerized rat model Fetal rats are tolerized in utero with hepatocytes

The rats support HCV gene expression and viral replication, and develop hepatitis

A genuine adaptive immune response toward HCV cannot be expected

Human liver chimeric Alb-uPA/SCID mice Human hepatocytes repopulate the mouse liver in a very organized fashion

These mice show immunodeficiency

Breeding efficacy is low and the time window for transplantation is narrow

FRG mice These mice can be highly engrafted with human hepatocytes

Mutant breeders of FRG mice are fully viable

Hepatocyte repopulation can be achieved at any stage

Immunocompetent HCV-permissive mouse 
models

Human hematopoietic stem cells and hepatocyte progenitors are cotransfected

These mice become infected with HCV and generate an immune response

Viral RNA detection is low and hepatocyte repopulation is relatively poor

Genetically humanized mouse models Human occludin and CD81 genes are expressed in these mice

HCV infection is allowed in fully immunocompetent inbred mice

Innate and adaptive immune responses restrict HCV infection in vivo

FRG, Fah−/−/Rag2−/−/Il2rg−/−; HCC, hepatocellular carcinoma; HCV, hepatitis C virus; SCID, severe combined immunodeficiency; uPA, urokinase-type 
plasminogen activator.
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et al., 2006; Kawamura et al., 1997; Koike et al., 1995; 
 Pasquinelli et al., 1997). However, transgenic mice car-
rying the HCV core gene developed hepatic steatosis 
and HCC (Moriya et al., 1997, 1998), and HCV core–E1-
E2 transgenic mice were predisposed to liver tumors 
( Kamegaya et al., 2005).

Transgenic mice with constitutive expression of HCV 
proteins have several drawbacks, such as a  random 
transgene integration site, its artificial expression, and 
the potential influence of the mouse genetic background. 
However, one of the largest problems is that such mice 
are immunotolerant of HCV proteins, and therefore 
do not develop an immune response to them. To over-
come this limitation, Wakita et al. (1998) developed ef-
ficient conditional transgene activation of HCV cDNA 
( nucleotides 294–3435) in transgenic mice using the Cre/
loxP system. Efficient recombination was observed in 
transgenic mouse livers upon intravenous administra-
tion of an adenovirus that expresses Cre DNA recombi-
nase. The findings in these mice suggested that the HCV 
proteins were not directly cytopathic and that the host 
immune response played a pivotal role in HCV infec-
tion. Thus, this HCV cDNA transgenic mouse model 
provides a powerful tool for the investigation of the 
immune  responses and pathogenesis of HCV infection. 
Using these mice, the same group revealed that HCV  
proteins suppressed Fas-mediated apoptotic cell death, 
suggesting that HCV may cause persistent infection 
as a result of suppression of Fas-mediated cell death 
(Machida et al., 2001). Thereafter, the same group es-
tablished HCV transgenic mice that expressed the full 
HCV genome in B cells (RzCD19Cre mice) and observed 
a 25.0% incidence of diffuse large B-cell non-Hodgkin 
lymphomas (22.2% in males and 29.6% in females) with-
in 600 days of birth (Kasama et al., 2010). In the original 
method, the expression of HCV proteins was regulated 
by the Cre/loxP system and an adenovirus vector that 
expressed Cre DNA recombinase (Cre) controlled by the 
CAG promoter (AxCANCre). However, it was demon-
strated that AxCANCre injection alone resulted in severe 
liver injury by the induction of the adenovirus protein IX 
gene. As a result, HCV protein expression in transgenic 
mice livers was only short term. To overcome this prob-
lem, the same group developed a Cre-expressing ad-
enovirus vector that bore the EF1α promoter (AxEFCre) 
to express HCV protein in the transgenic mouse livers, 
and indicated that use of AxEFCre efficiently promoted 
Cre-mediated DNA recombination in vivo without a se-
vere hepatitis response to the adenovirus vector (Chiyo 
et al., 2011).

3.6.2 Xenograft Models
3.6.2.1 IMMUNOTOLERIZED RAT MODEL

This model is based on the fact that the rat immune 
system does not develop until 15–17 days after gestation. 

If human hepatocytes are transplanted into a rat during 
this period, tolerization of an immunocompetent rat can 
facilitate the transplantation and survival of functional 
human hepatocytes (Ouyang et al., 2001). Applying this 
principle, Wu et al. (2005) established an immunocompe-
tent rat model of HCV infection and hepatitis. Fetal rats 
were tolerized in utero with 105 Huh 7 cells (hepatoma 
cell line). One day after birth, the rats received 5 × 106 
Huh 7 cells, and 1 week later they were inoculated with 
HCV genotype 1. As a result, the HCV-inoculated im-
munocompetent rats supported HCV gene expression 
and viral replication, and provided biochemical and his-
tologic evidence of hepatitis. However, a genuine adap-
tive immune response toward HCV cannot be expected 
in this model because of a mismatch between the rat im-
mune system and the human major histocompatibility 
complex on the transplanted Huh 7 cells. Therefore, this 
model is only useful for studying some details of HCV 
infection, such as the involvement of receptors and in-
tracellular host factors (Liu et al., 2013; Wu et al., 2005).

3.6.2.2 HUMAN LIVER CHIMERIC Alb-uPA/SCID MICE

Effective replacement of the mouse liver by human 
hepatocytes has become possible owing to the develop-
ment of transgenic mice that overexpress hepatotoxic 
urokinase-type plasminogen activator (uPA) (Sandgren 
et al., 1991). To allow transplanted human hepatocytes 
to proliferate effectively in the mouse liver, mouse hepa-
tocytes need to be destroyed. uPA is a type of protease. 
When the uPA gene is integrated under the control of 
the albumin promoter, it is exclusively expressed in the 
liver of the mouse and causes liver injury. uPA/severe 
combined immunodeficiency (SCID) mice are generated 
by crossing uPA transgenic mice with immunodeficient 
SCID mice. In these mice, transplanted human hepato-
cytes are not rejected; they proliferate and replace mouse 
hepatocytes.

Applying this technique, Mercer et al. (2001) gener-
ated mice with chimeric human livers by  transplanting 
normal human hepatocytes into SCID mice carrying a 
plasminogen activator transgene (Alb-uPA). Homo-
zygosity of Alb-uPA was associated with significant-
ly  higher levels of human hepatocyte engraftment, 
and these mice developed prolonged HCV infections 
with high viral titers after inoculation with infected 
human serum. Human hepatocytes repopulate the 
mouse liver in a very organized fashion with preser-
vation of normal cell function in Alb-uPA/SCID mice  
( Meuleman et al., 2005). Once human hepatocytes are 
stably transplanted to Alb-uPA/SCID mice, the livers of 
the mice can be infected by HCV, HBV, and other vi-
ruses that infect the human liver. This model has been 
very useful for the study of the basic aspects of HCV 
pathogenesis, the evaluation of passive immuniza-
tion strategies, and the assessment of novel antiviral 
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therapies (Akazawa et al., 2013;  Meuleman et al., 2008; 
Singaravelu et al., 2014). However, Alb-uPA/SCID mice 
show immunodeficiency. As liver injury from hepati-
tis C is mainly caused by the host’s immune response 
to the infection, sufficient chronic liver injury does not 
occur in Alb-uPA/SCID mice. Therefore, this model is 
not suitable for studying immune responses to HCV 
and related chronic liver injury. Moreover, the breeding 
 efficacy of the mice is low, the time window for trans-
plantation is narrow because of preweaning mortality, 
and the efficacy of human hepatocyte engraftment can 
be highly variable (Liu et al., 2013; Tateno et al., 2004; 
Turrini et al., 2006; Vercauteren et al., 2014).

3.6.2.3 Fah−/−/Rag2−/−/il2rg−/− MICE

Fumarylacetoacetate (Fah) is a metabolic enzyme that 
catalyzes the last step of tyrosine catabolism. Fah- deficient 
mice exhibit hypoglycemia and liver dysfunction owing 
to the accumulation of metabolites that are toxic to the 
liver (Grompe et al., 1993). The recombination-activating 
gene 2 KO (rag2−/−) mouse is depleted of mature B and 
T lymphocytes. The IL-2 receptor, common γ-chain KO 
(il2rg−/−) mouse has impaired B- and T-cell development 
and a complete absence of natural killer (NK) cell devel-
opment. A triple KO (Fah−/−/Rag2−/−/Il2rg−/− or FRG) 
mouse model was created and examined to determine 
whether it is a superior repopulation model ( Azuma 
et al., 2007; Bissig et al., 2007). The mice could be high-
ly engrafted (up to 90%) with human hepatocytes from 
multiple sources, including liver biopsies. FRG mice have 
higher rates of liver chimerism than Alb-uPA/SCID mice, 
and propagate both HBV and HCV (Bissig et al., 2010). 
In contrast to Alb-uPA/SCID mice, FRG mutant breed-
ers are fully viable, and hepatocyte repopulation can be 
carried out at any stage (Liu et al., 2013). More recently, 
other humanized chimeric mouse models of HCV (e.g., 
MUP-uPA SCID/Bg mice and TK-NOG mice) have been 
developed (Kosaka et al., 2013; Tesfaye et al., 2013).

3.6.2.4 IMMUNOCOMPETENT HCV-PERMISSIVE 
MOUSE MODELS

One of the major drawbacks of the human liver chi-
meric mouse models mentioned earlier is that they 
have to be immune deficient to prevent rejection of the 
engrafted human hepatocytes. The development of im-
munocompetent animal models is indispensable for the 
study of hepatitis C immunopathology. Washburn et al. 
(2011) developed humanized mice with a human im-
mune system and liver tissues. To promote engraftment 
of human hepatocytes, they expressed a fusion protein 
of the FK506-binding protein and caspase 8 under the 
control of the albumin promoter (AFC8); this fusion pro-
tein induces liver cell death in BALB/c Rag2−/− γC-null 
mice. Cotransfection of human CD34+ human hema-
topoietic stem cells (HSC) and hepatocyte progenitors 

into the transgenic mice led to the efficient engraftment 
of human leukocytes and hepatocytes. The researchers 
then infected those humanized mice (AFC8-hu HSC/
Hep) with primary HCV isolates and studied HCV-in-
duced immune responses and liver diseases. They re-
ported that the mice became infected with HCV, gener-
ated a specific immune response against the virus, and 
developed liver diseases that included hepatitis and fi-
brosis. Although this animal model of hepatitis C that 
includes the human immune system is promising, it has 
several drawbacks: a limited ability to detect viral RNA, 
relatively poor hepatocyte repopulation, and the lack of 
an efficient antibody response due to incomplete B-cell 
function (Liu et al., 2013).

3.6.3 Genetically Humanized Mouse Models
Human occludin and CD81 are entry factors that 

are necessary for HCV infection of murine cells (Ploss 
et al., 2009). Dorner et al. (2011) showed that the expres-
sion of the human genes that encode those two protein 
was sufficient to allow HCV infection of fully immuno-
competent inbred mice. Later, the same group demon-
strated that transgenic mice stably expressing human 
CD81 and occludin supported HCV entry, but innate and 
adaptive immune responses restricted HCV infection in 
vivo (Dorner et al., 2013). Blunting antiviral immunity in 
genetically humanized mice infected with HCV resulted 
in measurable viremia over several weeks. More recent-
ly, Chen et al. (2014) reported that HCV accomplished 
its replication cycle, leading to sustained viremia and 
infectivity for more than 12 months postinfection, with 
the expected fibrotic and cirrhotic progression in trans-
genic ICR strain mice that harbored both human CD81 
and  occludin genes.

3.7 Animal Models of Hepatitis B (Table 13.8)

HBV is a DNA virus that belongs to the Hepadnaviri-
dae family and infects humans via body fluids, such as 
blood, semen, and saliva. HBV comprises 42 nm–sized 
round particles called Dane particles that possess a hep-
atitis B surface antigen (HBsAg), which corresponds to 
the viral envelope. Two kinds of antigens [hepatitis B 
core antigen (HBcAg) and hepatitis B e antigen (HBeAg)] 
exist in the core part. When HBeAg is positive, infec-
tive capacity is strong. A characteristic infection route of 
HBV is infection of the infant from the mother via the 
placenta or the birth canal, whereby the infant becomes a 
HBV carrier. Some HBV carriers do not develop hepatitis 
(healthy carriers), but others develop chronic hepatitis. 
Acute hepatitis B rarely progresses to chronic hepatitis. 
Although the prophylaxis of hepatitis B has become pos-
sible owing to the development of vaccines, hepatitis 
B remains one of the main causes of liver cirrhosis and 
HCC.
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HBV is an enveloped virus. The HBV genome com-
prises of a partially double-stranded DNA of ∼3.2 kb 
that is organized into four open reading frames (Liu 
et al., 2013). The covalently closed circular DNA 
(cccDNA) serves as the template for both viral transcrip-
tion and replication. Infection and replication of HBV is 
possible in chimpanzees, but their use has become im-
possible for ethical reasons. Small animal models, espe-
cially mice, are preferred because they are easy to man-
age. To date, various animal models of HBV have been 
developed.

3.7.1 Animals That Permit HBV Infection and 
HBV-Associated Viruses That Infect Animals

Animals that permit HBV infection are very limited, 
and the chimpanzee is the only complete animal model. 
However, the chimpanzee has been classified as an en-
dangered species, and its use in experiments on infec-
tious diseases has been prohibited for ethical reasons. 

The tree shrew (Tupaia belangeri) also permits HBV infec-
tion (Baumert et al., 2005). It is closely related to mon-
keys and has been used in experiments on HBV and 
HCV infection. However, the infectious efficacy of HBV 
in tree shrews is not high, and only temporary and low-
titer infection occurs. Moreover, persistent infection does 
not occur. Although they can be kept in animal experi-
ment institutions, tree shrews are difficult to breed, and 
wild tree shrews are usually used in experiments.

Woodchuck HBV (woodchuck hepatitis virus: WHV), 
which infects M. monax, and duck HBV (duck hepatitis 
B virus: DHBV), which infects ducks, have been investi-
gated because they are similar to HBV; they have been 
used for viral infection experiments, the elucidation of 
viral life cycles, and the development of antiviral drugs 
(Korba et al., 2004). In woodchucks, vertical transmis-
sion of WHV causes chronic infection with high frequen-
cy, and after several years of persistent infection, almost 
all animals develop liver cancer. Therefore, the WHV 

TABLE 13.8  Animal Models of Hepatitis B

Animal models Main features

Animals that permit HBV infection and HBV-associated 
viruses that infect animals

Chimpanzees and tree shrews permit HBV infection

WHV infects Marmota monax and DHBV infects ducks

These models are not homologous to HBV infection in humans

HBV transgenic mice

Transgenic mice that express a part of HBV genes The influence of specific regions of HBV genes can be studied

HBV does not replicate

HBV cccDNA is not produced

Transgenic mice in which HBV replicates These mice express all HBV proteins

HBV reinfection is not observed

HBV cccDNA is not expressed

Mice with transferred HBV genes A recombinant adenovirus vector or hydrodynamic injection is used

Adenovirus vector itself causes liver injury and immune response

HBV virions that are released to the blood do not infect other hepatocytes

Human hepatocyte chimera mice

Trimera mice Human blood cells or tissues are implanted in irradiated mice or rats

Viremia peaks between days 18 and 25

This model enables the short-term evaluation of antiviral effects of drugs

Models in which human hepatocytes are transplanted to 
immunodeficient mice

Immortalized hepatocytes transfected with a HBV genome are used

Engrafted cells secrete HBV virions, and HBsAg is detected in plasma

Production of immortalized hepatocytes is difficult and time consuming

uPA/SCID mice High-level and long-standing viremia is observed

The mice are immunodeficient

Mice are expensive and maintenance costs are high

cccDNA, Covalently closed circular DNA; DHBV, duck hepatitis B virus; HBsAg, hepatitis B surface antigen; HBV, hepatitis B virus; SCID, severe combined 
immunodeficiency; uPA, urokinase-type plasminogen activator; WHV, woodchuck hepatitis virus.
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model has been regarded similar to the persistent infec-
tion and viral carcinogenesis caused by HBV. However, 
these models are not homologous to HBV infection in 
humans, so animal experiments using HBV are required.

3.7.2 HBV Transgenic Mice
HBV does not infect mice. However, transgenic mice 

in which a part of the HBV genome or the whole of the 
1.3-fold long HBV genome is incorporated are useful for 
studying the association between HBV genes and HBV 
replication or carcinogenicity. HBV transgenic mice do 
not develop liver injury owing to immunotolerance aris-
ing from the expression of HBV proteins from the time of  
birth. Adenovirus vectors or hydrodynamic injection is 
used to introduce HBV genes to mice after birth.

3.7.2.1 TRANSGENIC MICE THAT EXPRESS 
A PART OF THE HBV GENOME

Transgenic mice in which a part of HBV genome is in-
corporated have been developed to study the influences 
of specific regions of HBV genes on persistent infection, 
immunological modification, or carcinogenicity. Chisari 
et al. (1987) developed transgenic mice containing the 
entire HBV envelope-coding region and showed that 
they developed ground glass hepatocytes, focal hepato-
cellular degeneration and necrosis, lobular macrophagic 
inflammation, and increased serum aminotransferase 
activity. Thereafter, Koike et al. (1994) studied the de-
velopment of liver tumors in male HBx gene transgenic 
mice, and suggested that the continued expression of the 
HBx gene might initiate a complex progression to HCC 
by inducing DNA synthesis and subjecting large num-
bers of hepatocytes to secondary transformation events.

3.7.2.2 TRANSGENIC MICE IN WHICH HBV REPLICATES

Araki et al. (1989) produced transgenic mice that ex-
pressed and replicated the hepatitis B virus genome, and 
Guidotti et al. (1995) produced HBV transgenic mice 
whose hepatocytes replicated the virus at levels com-
parable to those in the infected livers of patients with 
chronic hepatitis. HBV possesses incomplete double-
stranded circular DNA. The more than 1.3-fold long 
HBV genome was incorporated into the transgenic mice; 
therefore, they express all HBV proteins. They do not 
have a special promoter to express the incorporated 
genes, thus the expression of HBV genes is character-
istically high in the liver and kidney. These mice have 
been used to examine the effects of antiviral drugs (e.g., 
nucleoside/nucleotide analogs, IFNs) or new antiviral 
therapies (Dang et al., 2009). These transgenic mice are 
suitable for studying the mechanisms of HBV replica-
tion and its relationship with host immunity in the in 
vivo system. However, HBV reinfection is not observed 
in these mice, so intracellular entry and diffusion of HBV 
cannot be studied. Furthermore, HBV cccDNA, which is 

a template for HBV replication, is not expressed. There-
fore, studies on the complete elimination or the half-life 
of HBV are impossible.

3.7.2.3 MICE WITH TRANSFERRED HBV GENES

To overcome the limitations of the transgenic mice 
mentioned earlier, several researchers have transferred 
HBV genes to uninfected mice. Representative methods 
of gene transfer include the use of a recombinant adeno-
virus vector and the use of hydrodynamic injection of a 
HBV plasmid.

3.7.2.3.1 TRANSFER OF HBV GENES USING A RECOM-
BINANT ADENOVIRUS VECTOR Sprinzl et al. (2001) 
showed that adenovirus-mediated genome transfer ini-
tiates efficient HBV replication in cultured liver cells and 
in the experimental animals from an extrachromosomal 
template. To transfer hepadnavirus genomes across the 
species barrier, they developed adenovirus vectors in 
which 1.3-fold overlength human and duck HBV ge-
nomes were inserted. The adenovirus-mediated genome 
transfer efficiently initiated hepadnavirus replication 
from an extrachromosomal template in established cell 
lines, in primary hepatocytes from various species, and 
in mouse livers. Following the transfer, HBV proteins, 
genomic RNA, and all replicative DNA intermediates 
were detected. In addition, infectious virions were se-
creted into the sera of mice.

In contrast to transgenic mice, HBV DNA is not incor-
porated into the host genome in this model. Therefore, 
immune system–mediated viral clearance or antiviral 
treatment can be studied using the model. In addition, 
the replication of various HBV mutants can be inves-
tigated. However, long-term persistence of infection is 
 difficult to achieve by the method using an adenovirus 
vector. In addition, liver histopathology is modified by 
the vector because the adenovirus vector itself causes 
liver injury and immune response. Improvements to the 
vector and technique are required.

3.7.2.3.2 TRANSFER OF HBV GENES BY HYDRODYNAM-
IC INJECTION OF HBV DNA Hydrodynamic injection is 
used as a method of transferring HBV genes to mouse 
hepatocytes without using virus vectors and without 
causing immune responses. In this method, plasmid 
DNA in which the target gene is incorporated is injected 
rapidly and massively to the mouse via the caudal vein; 
the method was established for HBV by Yang et al. (2002). 
After transfection of hepatocytes in vivo with a replica-
tion-competent, overlength, linear HBV genome, viral 
antigens and replicative intermediates were synthesized 
and the virus was secreted into the blood. Viral antigens 
disappeared from the blood as early as 7 days after trans-
fection, coincident with the appearance of antiviral an-
tibodies. HBV transcripts and replicative intermediates 
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disappeared from the liver by day 15, after the appear-
ance of antiviral CD8+ T cells. In contrast, the virus per-
sisted for at least 81 days after transfection of NOD/SCID 
mice, which lack functional T cells, B cells, and NK cells.

Although the expression of HBV genes is transient, 
immunomodulation by a vector is not present; thus, this 
model is useful for the verification of antiviral drugs 
and antiviral therapies. Verification of HBV elimination 
by treatment is also possible. Moreover, mutant HBV 
virions can be observed. However, in gene transfer by 
a vector or a plasmid, HBV virions that are released 
to the blood do not infect other hepatocytes, although 
HBV replication occurs. Therefore, the effects of antivi-
ral drugs may be overestimated. In these methods, HBV 
cccDNA is produced in mouse hepatocytes; however, its 
significance in HBV replication requires confirmation.

3.7.3 Human Hepatocyte Chimera Mice
Even though HBV genes are incorporated, reinfection 

by HBV does not occur as long as the hepatocytes origi-
nate from the mouse. As long as hepatocytes of mice are 
used, it is difficult to elucidate the life cycle of HBV. To 
develop antiviral drugs, the diminution rate of the virus 
and the frequency of the occurrence of mutant strains 
need to be determined; the HBV replication system in 
mouse hepatocytes is not suitable for this purpose. Hu-
man hepatocytes are needed to carry out experiments in 
which HBV replicates and virions are released to infect 
other hepatocytes. Chimera mice that carry transplanted 
human hepatocytes have been generated to establish an 
experimental system with human hepatocytes.

3.7.3.1 TRIMERA MICE

Trimera mice (or rats) are created by the implantation 
of human blood cells or tissues into lethally irradiated 
mice (or rats), radioprotected with SCID mouse bone 
marrow cells. Ilan et al. (1999) first developed a mouse 
trimera model for human HBV infection. In this model, 
viremia is induced by transplantation of ex vivo, HBV-
infected human liver fragments. Engraftment of the 
human liver fragments, evaluated by hematoxylin and 
eosin staining and human serum albumin mRNA ex-
pression, is observed in 85% of the transplanted animals 
1-month postimplantation. HBV DNA in the serum is 
first detected 8 days after liver transplantation. Viremia 
peaks between days 18 and 25 when HBV infection is 
observed in 85% of the transplanted animals. This model 
enables the short-term evaluation of the antiviral effects 
of drugs. A trimera model for HCV infection has also 
been developed (Ilan et al., 2002).

3.7.3.2 MODELS IN WHICH HUMAN HEPATOCYTES 
ARE TRANSPLANTED TO IMMUNODEFICIENT MICE

To develop a murine model for HBV production, 
Brown et al. (2000) established an immortalized, cloned 

liver cell line by transferring the Simian Virus 40 large 
T antigen into primary human hepatocytes. These cells 
were stably transfected with a full-length HBV genome 
to generate a clone that expresses HBV genes and repli-
cates HBV. The HBV-producing cells were transplanted 
into the livers of mice with combined immunodeficiency 
(Rag2 deficient) by intrasplenic injection. As a result, de-
termination of plasma HBV DNA levels indicated that 
engrafted cells secreted 3 × 107 to 3 × 108 virions/mL 
into the blood, and HBsAg was detected in the plasma.

However, the production of immortalized hepato-
cytes is difficult and time consuming. In some cases, HBV 
genes are incorporated into the genome of the mouse 
as in transgenic mice. HBV replication is restricted, al-
though persistent infection is achieved. Furthermore, 
sufficient substitution by human hepatocytes is difficult 
to achieve because proliferation of transplanted human 
hepatocytes is restricted.

3.7.3.3 uPA/SCID MICE

The uPA/SCID mouse is a useful model for HCV and 
HBV infection. Using this mouse model, Tsuge et al. 
(2005) performed transmission experiments on HBV. 
Human serum containing HBV and the virus produced 
in HepG2 cell lines that have been transiently or stably 
transfected with 1.4 genome length HBV DNA were 
inoculated. As a result, a high-level viremia (approxi-
mately 1010 copies/mL) was observed in mice inoculated 
with HBV-positive human serum samples. High-level 
and long-standing viremia was also observed in mice 
injected with the in vitro–generated HBV. The viremia 
continued for up to 22 weeks until death or killing. Pas-
sage experiments showed that the serum of these mice 
contained infectious HBV.

This experimental system may be used to accurately 
evaluate the direct therapeutic effects of antiviral drugs 
because HBV replication and diffusion are achieved. 
This model is useful for developing antiviral drugs that 
directly act on HBV, such as nucleoside/nucleotide ana-
logs. However, analyses of immunological conditions 
are difficult because the mice are immunodeficient. The 
death rate of transgenic mice with homozygous uPA 
is high. Moreover, a supply of human hepatocytes is 
 difficult to obtain and the passage of mice is difficult. 
Therefore, chimera mice with human hepatocytes are ex-
pensive. The cost of equipment and maintenance is also 
high because aseptic manipulation is necessary when 
handling mice, the administration of complement inhibi-
tors is necessary for the prevention of renal impairment, 
and the supplementation of vitamin C, which human 
hepatocytes cannot produce, is necessary. The chimera 
mouse is an animal model in which HBV reinfection oc-
curs effectively and with which the life cycle of HBV may 
be elucidated. The adoption of this model will require 
reductions in the cost of equipment and management.
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3.8 Animal Models of Other Infectious Diseases

Hepatitis D virus (HDV), also called hepatitis delta 
virus, is an RNA virus that only infects hosts infected 
with HBV, and causes exacerbation of hepatitis. The sur-
face of HDV is covered by HBsAg. Hepatitis D is mainly 
seen in the Mediterranean region. Transgenic mice, mice 
with humanized livers, and gene-delivery vectors have 
been developed for HDV, as for HBV or HCV (Aldabe 
et al., 2015). Various animal models for hepatitis A and E 
have also been developed (Krawczynski et al., 2011; Pur-
cell and Emerson, 2001; Yugo et al., 2014). Schistosomia-
sis is a parasite-transmitted disease that may cause liver 
cirrhosis and portal hypertension. Mice infected with 
Schistosoma mansoni or Schistosoma japonicum develop 
egg-related granulomas and liver fibrosis, and can serve 
as a model of hepatic fibrosis (Bartley et al., 2006; Dunn 
et al., 1977).

4 CONCLUSIONS

In this chapter, we reviewed animal models of vari-
ous liver diseases with an emphasis on their advantages 
and drawbacks. Many animal models for various liver 
diseases have been developed by genetic manipulation 
or exposure to external substances. No animal model 
completely emulates the human disease. However, ani-
mal models are very useful for elucidating certain as-
pects of liver diseases, such as their pathogenesis and 
pathophysiology, and they enable the development of 
novel prophylaxis or treatments. Each animal model has 
advantages and drawbacks; therefore, it is important to 
choose the most suitable model for the purpose of the 
study.
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1 INTRODUCTION

Damaged, lost, or injured animal organs can be rec-
onciled through regeneration or repair. While regenera-
tion results in the original architecture and functionality, 
repair leads to fibrotic tissue accumulation that forms 
a scar. Although scar tissues allow for the recovery of 
the integrity of injured tissues, the postinjured organ 
never regains its full functionality. Regeneration, a phe-
nomenon common for invertebrates, is limited to lower 
vertebrate classes, such as fish and amphibians. It seems 
that vertebrate regenerative capacity has decreased dur-
ing phylogenetic development and is almost lost in birds 
and mammals.

Regeneration mechanisms in animals fall into two cat-
egories: morphallaxis and epimorphosis. Morphallaxis, 
characteristic for invertebrates (i.e., hydra) is considered 
to be dependent on the presence of a neoblast, the group 
of totipotent stem cells persisting in adult tissues that 
replace lost organs (Ogawa et al., 2002). Epimorphosis, 
characteristic for vertebrates, relies on the prolifera-
tive capacity of reprogrammed/dedifferentiated cells 
in the place of injury that form the blastema structure. 

During the regeneration process, blastema cells differ-
entiate into cells that restore missing tissues to fully re-
cover lost or amputated organs (Kragl et al., 2009). The 
blastema structure has been examined during  zebrafish 
fin  regeneration (Poss et al., 2003), axolotl limb regen-
eration (Endo et al., 2004; Kragl et al., 2009), and even 
sporadically in mammals (Clark et al., 1998; Goss and 
Grimes, 1975; Seifert et al., 2012a). Through-and-through 
punch wounds made in the ears of rabbits (Goss and 
Grimes, 1975) and MRL/MpJ (Clark et al., 1998), nude 
(Gawronska-Kozak, 2004), and spiny mice (Seifert 
et al., 2012a) regenerate with the presence of blastema 
structures. Similarly, their presence has been ana-
lyzed during amputated digit tip regeneration in mice 
( Fernando et al., 2011).

There is another form of epimorphic regeneration that 
is blastemal-independent, which includes vertebrate 
skin regeneration (Seifert and Maden, 2014).

Skin is the largest organ and fulfills multiple key func-
tions, acting as an environmental protection barrier, an 
immunological response system, and a neuroendocrine 
organ (Slominski et al., 2012). Mammalian skin is com-
posed of two layers: the epidermis and dermis, which 
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are separated by a basement membrane. Stratified epi-
dermis, the superficial part of the skin, is mainly com-
posed from keratinocytes and forms basal, spinous, 
granular, and stratum corneum layers (Visscher and 
Narendran, 2014). Cellular components of the dermal 
part of the skin consist mainly of dermal fibroblasts, 
macrophages, and mast cells. Dermal fibroblasts are the 
predominant cells responsible for extracellular matrix 
(ECM) composition through the synthesis of collagen, 
elastin, glycoproteins, proteoglycans, and enzymes, such 
as matrix metalloproteinases (MMPs), which participate 
in its turnover during skin homeostasis and wound heal-
ing (Clark, 1996).

As the most outer barrier, skin is the organ most 
 frequently exposed to external insults. During physi-
ological maintenance, the epithelial layer undergoes 
 continuous renovation in the process of regeneration 
similar to other mammalian tissues including cells in 
the gut epithelium, blood cells, and the annual replace-
ment of antlers. Pathological events (i.e., injury) evoke 
a wound healing process that can take two directions: 
reparative (scar-forming) and regenerative (scar-free). In 
the skin, the spectrum of scar formation depends of trau-
ma severity. Whereas injury that affects the epidermal 
layer of the skin heals in a scar-free way, full-thickness 
excisional wounds comprising the epidermis, dermis, 
and hypodermis heal with scarring. However, this is 
only true when epidermal injury is not associated with 
underlying metabolic disorders, such as diabetes.

Reparative skin wound healing consists of overlap-
ping phases: inflammation, proliferation, and remodel-
ing (Clark, 1996; Werner and Grose, 2003). Inflammation, 
preceded by hemostasis achieved through provisional 
matrix formation in the form of fibrin cloth, is charac-
terized by the attraction of inflammatory cells, such as 
neutrophils and monocytes that subsequently differenti-
ate into macrophages to the wound. Inflammatory cells 
fulfill their function through bacteria elimination (neu-
trophils) and phagocytosis of necrotic tissues and neu-
trophils (macrophages). Macrophages release cytokines 
[e.g., transforming growth factor β (TGFβ) and platelet-
derived growth factor (PDGF)] that stimulate epithe-
lial cell and fibroblast movement into the wound area 
beginning the next stage of the wound healing process 
(Table 14.1) (Bryan et al., 2005; Couper et al., 2008; Cowin 
et al., 1998; Hubner et al., 1996; Liechty et al., 2000; Satish 
and Kathju, 2010). Proliferation begins as migration and 
proliferation followed by differentiation of epidermal 
cells to reepithelialize the wound area to restore skin bar-
rier function. Attracted dermal fibroblasts migrate to the 
wounded dermis, and together with invading through 
the process of angiogenesis the network of blood cap-
illaries generates granulation tissues to reestablish der-
mal integrity (Clark, 1996). Initially, dermal fibroblasts 
synthesize and release the components of so-called 

“embryonic” extracellular matrix, such as collagen III and  
extra-domain A (EDA) fibronectin followed by collagen 
type I, which is characteristic of adult skin ( Bielefeld 
et al., 2013). A sufficient amount of ECM deposition, 
replacement of collagen III by collagen type I, and the 
presence of myofibroblasts in the postwounded bed ini-
tiate the remodeling phase (Table 14.1) (Cass et al., 1997; 
Hinz, 2007). Dermal fibroblasts acquire a myofibroblast 
phenotype to contract the wound bed, which is fol-
lowed by scar formation. ECM remodeling is controlled 
by MMPs that degrade wound collagen (Table 14.1) 
(Madlener et al., 1998; Soo et al., 2000). The product of 
wound repair is a mature scar; however, the repaired tis-
sues lack epidermal appendages, such as hair follicles 
and sweat and sebaceous glands, meaning they never re-
gain the functional properties of uninjured tissues. Scar 
tissues are considered to block the regeneration process; 
therefore recognizing molecular signals and pathways 
that direct scarring versus regeneration is a prerequisite 
for understanding organ regeneration. Animal models 
for skin regeneration are an essential foundation for re-
search in this area.

With the enormous increase in the understanding of 
stem cells, regenerative medicine is currently focused on 
the benefits from embryonic, adult, and induced plurip-
otent stem cell (iPS) usage (Takagi et al., 2016). In vitro 
and in vivo data indicate that there is a reciprocal bond/
relationship between stem cells and the niches in which 
they exist. To fulfill the regenerative task, both the niche 
and stem cells have to cooperate. Since the regenera-
tive phenomenon undoubtedly involving stem cells and 
their niche has been solved in nature, study of the natu-
rally existing and genetically modified examples of re-
generation will shed light on the molecular and cellular 
mechanisms that control the process (Hu et al., 2014b).

Here we will focus on animal models to study skin 
regeneration, with an emphasis on vertebrates.

2 SKIN HEALING IN LOWER 
VERTEBRATE (ANAMNIOTES) MODEL 

ORGANISMS

2.1 Fish

Cutaneous diseases and wounding are relatively 
more frequent among fish compared to terrestrial ver-
tebrates due to their intimate contact with an aquatic 
environment (Groff, 2001). Both aquatic and terrestrial 
vertebrates share a similar pattern of the basic cellular 
organization of full-thickness skin. Striking differences 
between fish and mammalian skin include (1) greater 
average thickness of epidermis, (2) a lack of stratum 
corneum, (Guerra et al., 2006), and (3) reduced dermal 
layer in fish. Furthermore, mucus secretion is a specific 
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TABLE 14.1  Comparative Summary of the Differences in Skin Wound Healing Process Between Reparative (Scar-Forming) and 
Regenerative (Scar-Free) Mammalian Models

Skin wound 
healing 
stages

Skin wound healing in mammals

Reparative (scar forming) Regenerative (scar-free)

Adults Fetuses

Adults

Acomys Nude

Inflammation Massive inflammation; 
cytokines excess (Bryan 
et al., 2005; Cowin 
et al., 1998; Hubner 
et al., 1996), increased num-
ber of monocytes and mac-
rophages, overexpression 
of IL-1 and IL-8, decrease of 
IL-10 (Couper et al., 2008; 
Liechty et al., 2000; Satish 
and Kathju, 2010)

Minimal inflammation, reduced cyto-
kines response, low levels of PDGF, 
TGFβ1, TGFβ2, high levels of 
TGFβ3 (Barrientos et al., 2008; Hsu 
et al., 2001; Olutoye et al., 1996), 
reduced levels of neutrophils 
and macrophages (Adzick and 
Lorenz, 1994; Cowin et al., 1998), 
downregulation of IL-1 and IL-8, 
overexpression of IL-10 (Couper 
et al., 2008; Satish and Kathju, 2010)

Lack of F4/80 
macrophages, 
reduced cytokines 
levels, neutropenic, 
high amount of 
mast cells (Brant 
et al., 2016)

Lack of T 
lymphocytes, 
low levels of 
PDGF and TGFβ1 
(Gawronska-
Kozak et al., 2006)

Rapid overexpression of 
MMP-1, -2, -3, -8, -9, -10, -12, 
-13, -14, and TIMP-1, -2 at 
the initial phase of healing 
and then their gradual 
downregulation (Madlener 
et al., 1998; Soo et al., 2000)

Higher levels of MMPs and reduced 
expression of their inhibitors 
(TIMPs) (Dang et al., 2003a)

High levels of MMP-2 
and MMP-9 and low 
of TIMP-1 (Brant 
et al., 2015, 2016)

Bimodal pattern 
of MMP-9 and 
MMP-13 high ex-
pression detected 
at inflammatory 
and remodeling 
phases of healing 
(Gawronska-
Kozak, 2011; 
Gawronska- 
Kozak et al., 2006)

Proliferation Reepithelialization of 4 mm 
wounds extended to 
5–7 days after injury (Soo 
et al., 2000)

Accelerated reepithelialization of 
2 mm excisional wounds completed 
72 h after injury (Dang et al., 2003a)

Rapid reepithelial-
ization of 4 mm 
wounds within 
3 days postinjury 
(Hubner et al., 1996)

Complete wound 
closure observed 
between days 1 
and 3 (Gawrons-
ka-Kozak, 2011)

High levels of collagen I; 
densely arranged, parallel 
collagen fibers, oriented 
perpendicular to the wound 
surface; lower ratio of col-
lagen type III to type I (Lo 
et al., 2012); delayed collagen 
deposition and fibroblasts 
migration at the wound site 
(Larson et al., 2010); granula-
tion tissue formation starts 
at days 4–7 (Clark, 1996; 
Gawronska-Kozak, 2011)

High levels of collagen III; fine, 
well-organized reticular collagen 
bundles; higher ratio of collagen 
type III to type I (Lo et al., 2012); 
faster migration of fibroblasts, 
 synchronous fibroblasts prolif-
eration and collagen production 
(Larson et al., 2010)

Slow ECM deposition, 
domination of type 
III collagen, low 
levels of collagen 
type I, extended cell 
proliferation in the 
wound bed (Brant 
et al., 2016; Seifert 
et al., 2012a)

Granulation tissue 
formation starts 
at day 3; rapid 
collagen turnover 
(Gawronska-
Kozak, 2011)

Low levels of hyaluronic acid 
(HA) (Longaker et al., 1991)

Abundance of HA, rapid HA deposi-
tion and its maintenance during 
healing (Larson et al., 2010)

High levels of 
fibronectin and 
tenascin C (Seifert 
et al., 2012a)

High levels of HA 
in wound bed 
(Gawronska-
Kozak et al., 2006)

Increasement in decorin levels 
(Beanes et al., 2001); low 
synthesis of fibromodulin 
(Soo et al., 2000)

Decorin downregulation (Beanes 
et al., 2001), fibromodulin incre-
ment (Soo et al., 2000)

Slow synthesis of cell adhesion 
molecules after injury (Whit-
by and Ferguson, 1991)

Early expression of cell adhesion mol-
ecules (fibronectin, tenascin C) after 
injury (Whitby and Ferguson, 1991)

Presence of myofibroblasts 
(Clark, 1996; Hinz, 2007)

Controversial presence of 
myofibroblasts in the wound bed 
(Cass et al., 1997)

Lack of myofibroblasts 
(detected as αSMA 
positive cells) (Seifert 
et al., 2012a)

(Continued)
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feature of fish skin. Among many different functions, 
epidermal mucus plays a protective role in the initial 
stage of wound healing, possibly favoring regeneration 
and acting as an antibacterial agent because of its hydro-
lytic activity.

Skin wound healing in both scaled and nonscaled fish 
occurs rapidly, and the skin is dynamically covered by 
mucus along with a reepithelialization process initiated 
from the wound margin within a few hours after injury 
(Quilhac and Sire, 1999). In scaled fishes, skin lesions are 
covered several hours after the injury by a thin layer of 
epithelial cells that overlie the dermis. In the scaleless 
carp Cyprinus carpio L. and African catfish Clarias gariepi-
nus, complete wound closing occurs within 24 h (Guerra 
et al., 2008). Healing of African catfish skin first involves 
hemostatic and inflammatory responses that are activat-
ed shortly after injury (Guerra et al., 2008). In this spe-
cies hemorrhagic clots are observed 3 h of skin excision, 
but the numbers of clots gradually decrease within 12 h. 
Next, sliding of the epidermal layer over the wound is 
observed, and regenerated epidermis is formed within 
24 h. Thickness of the newly established epidermis on 
the third day is equal to that observed in normal skin. 
During healing, fusion of the migratory fronts is accom-
panied by inflammation that remains until day 3 of inju-
ry. Finally, the original wound borders are undetectable 
and perfectly mimic intact skin. Within a few weeks, a 
new scale with the size and characteristics of a mature 
scale is completely regrown (Ohira et al., 2007).

Zebrafish (Danio rerio) have been established as a 
 central model organism for studying regeneration due 
to their ability to regenerate various organs (e.g., fin, jaw, 
heart) and the wide availability of molecular genetics 
tools. Only a few years ago, Richardson et al. (2013) dem-
onstrated that skin wound healing in zebrafish involves 

regeneration rather than repair with absent or minimal 
scar forming. Laser-induced full-thickness skin wounds 
made on the flank of adult zebrafish healed without scars. 
Major steps of cutaneous wound healing are conserved 
between adult zebrafish and adult mammals (Richard-
son et al., 2013). Apart from external fibrin clot forma-
tion, all crucial steps of wound healing in mammalian 
skin also occur in adult zebrafish. In contrast to mamma-
lian systems, zebrafish wound repair involves minimal 
or a lack of scarring for both superficial and deep partial-
thickness wounds, indicating regeneration (Richardson 
et al., 2013). In contrast to mammals, reepithelialization 
precedes inflammation in zebrafish despite a massive in-
flammatory response. This sequence of events suggests 
that reepithelialization is independent of chemotactic 
signals released by macrophages. However, similarly to 
mammals, macrophages and neutrophils are present in 
the healing wound, so inflammation occurs earlier than 
granulation tissue formation and vacscularization (Rich-
ardson et al., 2013).

Skin wound healing depends on several internal (i.e., 
blood and nerve supply) and external (i.e., environ-
ment temperature and contamination) factors. Based on 
studies carried out on scaleless fishes (Rita rita), there is 
relationship between skin thickness and wound reepi-
thelialization, indicating that thinner skin regenerates 
slower (Mittal and Munshi, 1974). Scale regeneration in 
the goldfish Carassius auratus L. occurs most rapidly dur-
ing the first 5 days after injury, then new tissue forma-
tion gradually decreases, and continuous linear growth 
occurs over 5–28 days (Ohira et al., 2007). Another rel-
evant factor influencing wound healing in fish is water 
temperature. In C. gariepinus, rapid and effective wound 
healing is associated with high water temperature (30°C) 
that is close to its natural environment (35°C) (Guerra 

Skin wound 
healing 
stages

Skin wound healing in mammals

Reparative (scar forming) Regenerative (scar-free)

Adults Fetuses

Adults

Acomys Nude

Remodeling Slow collagen deposi-
tion;  collagen content in 
 postinjured skin at day 36 
does not regain levels ob-
served in noninjured tissue 
(Gawronska-Kozak, 2011)

Reticular pattern of deposited 
collagen, indistinguishable from 
the surrounding uninjured tissue 
(Cuttle et al., 2005)

Collagen’s porous 
architecture (Seifert 
et al., 2012a)

Accelerated stabili-
zation of collagen 
content (day 
21 after injury) 
(Gawronska-
Kozak, 2011)

Second wave of 
 upregulated 
MMP-9 and 
MMP-13 expres-
sion localized to 
dermis (Gawron-
ska-Kozak, 2011)

TABLE 14.1  Comparative Summary of the Differences in Skin Wound Healing Process Between Reparative (Scar-Forming) and 
Regenerative (Scar-Free) Mammalian Models (cont.)
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et al., 2008). In contrast, an Antarctic fish, Notothenia cori-
iceps, maintained at 0°C delays reepithelization process 
over the period of 7–14 days. The wound is completely 
closed after 23–30 days, but wounding scale formation is 
not observed even after 90 days and, intriguingly, scars 
composed of fibroblasts and collagen fibers are observed 
suggesting that low temperature discourages skin re-
generation (Cunha da Silva et al., 2005). Studies by Vieira 
et al. (2011) on the sea bream Sparus auratus indicated the 
effect of food deprivation on scale regeneration. Micro-
array data revealed that in fasted animals, scale removal 
resulted in upregulation of genes involved in cell divi-
sion/mitosis, cell growth, and metabolism (e.g., inter-
leukin enhancer binding factor, phosphoserine amino-
transferase, D-3-phosphoglycerate dehydrogenase), cell 
proliferation (e.g., macrophage-stimulating 1, hepato-
cyte growth factor-like), and cell signaling (e.g., inositol 
monophosphatase). Upregulation of GINS complex sub-
unit 1 (PSF1 homolog) was observed both 3 and 7 days 
after scale removal (Vieira et al., 2011). This complex is 
involved in hematopoietic stem cell proliferation during 
bone regeneration in mammals (Ueno et al., 2009). The 
upregulation of its transcripts might indicate that in te-
leosts, the GINS complex regulates the process of skin 
regeneration by activating cell proliferation.

2.2 Amphibians

2.2.1 Urodele Amphibians: Ambystomatidae (Mole 
Salamanders) Axolotls

Axolotls are pioneering and exemplary animal to 
study limb regeneration (Kragl et al., 2009). After limb 
amputation, keratinocytes surrounding the wound mi-
grate to cover wounded tissues during the first 24 h. Lat-
er on, the neoepidermis forms an apical epidermal cap 
(AEC); disrupting or preventing AEC formation abro-
gates limb regeneration (McCusker and Gardiner, 2011). 
This observation brought attention to the neoepidermis 
as a source of factors that direct cascade of followed 
events and turn attention into scar-free skin wound heal-
ing/regeneration study.

Detailed studies on amphibian skin response to wound-
ing showed that excisional (1.5-mm diameter) wounds 
made on the tail skin of axolotl (Ambystoma mexicanum) 
reepithelialized over 8 h. Interestingly, the partial base-
ment membrane regeneration was detected as late as 
12–18 days postinjury, with full development at day 90 
(Levesque et al., 2010). Completely regenerated skin tis-
sues at day 90 were undistinguishable from normal, un-
wounded skin. The skin regeneration process in axolotl 
was accompanied by a low inflammatory response mea-
sured as the number of neutrophils in wounded skin and 
a small number of cells expressing α-smooth muscle actin 
(SMA) as a myofibroblast indicator. Low levels of αSMA-
expressing cells were associated with low and transient 

(days 1–4) expression of the profibrotic cytokine TGFβ1. 
However, the study showed that axolotls are capable of 
making fibrous tissues in both uninjured and injured skin 
after bleomycin injection. This indicates that axolotl tissues 
possess all of the factors required for the fibrous response. 
Nonetheless, the regenerative, nonfibrous pathway of skin 
injury resolution was activated (Levesque et al., 2010).

Other studies have examined skin wound healing in 
both aquatic (paedomorphs) and metamorphose-induced 
terrestrial axolotls (Seifert et al., 2012b). Although both 
forms of axolotls were able to regenerate skin wounds, 
a significant delay in the process was observed for meta-
morphs. Skin wounds (4-mm diameter) completely 
reepithelialized during 24 and 72 h for paedomorphs 
and metamorphs, respectively. Injury caused blood flow 
into the area, but scabs never formed. The relatively long 
delay in new extracellular matrix production/remodel-
ing was detected with low levels of fibronectin and high 
levels of tenascin-C, indicating the formation of an an-
tiscarring matrix. Analysis of MMP expression patterns 
(MMP3/10a, MMP3/10b, MMP9, MMP19, MMP28) 
showed strong upregulation during the first postwound-
ed days; however, the surge of expression was higher for 
metamorphs. The authors suggest that sustained MMP 
activity during skin regeneration may control the timing 
of ECM deposition (Seifert et al., 2012b).

2.2.2 Anura Amphibians: Xenopus laevis
Unlike urodele amphibians, anurans’ regenerative 

capacity depends on the life stage. To study the adult 
skin wound healing process, postmetamorphosed 
(8- and 15-month-old) X. laevis were selected (Bertolotti 
et al., 2013). Incisional wounds were made on the dorsal 
skin of the hind legs. Histological examination demon-
strated typical overlapping phases for wound healing: 
inflammation, new tissue formation, and remodeling. 
The skin wound healing process in postmetamorphosed 
X. laevis revealed the occurrence of two healing pro-
cesses: regeneration of the epidermis and repair of the 
dermis. The healed epidermis in both 8- and 15-month-
old animals showed morphological appearances similar 
to the unwounded surroundings. Moreover, epidermal 
regeneration was associated with the restoration of exo-
crine glands (Bertolotti et al., 2013). However, differenc-
es were detected in the timing of wound closure (reepi-
thelialization). A single layer of epithelial cells covered 
the wound at 1 and 3 days for younger (8-month-old) 
and older (15-month-old) animals, respectively. Dermis 
reparative healing involved granulation tissue forma-
tion characterized by intense angiogenesis and the pres-
ence of inflammatory cells (neutrophils, macrophages, 
lymphocytes), fibroblasts, and myofibroblasts. Granula-
tion tissues were eventually replaced by dense, fibrous 
tissues forming scar-like tissues that were distinguish-
able from the surrounding uninjured dermis even after 
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several months (Bertolotti et al., 2013). On the contrary, 
excisional skin wounds in Xenopus froglets (very young 
adults) healed without scars (Yokoyama et al., 2011). 
Neoepidermis covered the postwounded area at 24 h, 
and the presence of exocrine glands within newly 
formed epidermis was detected at day 10.

Collectively these data indicate that skin regen-
erative capacity in anuran amphibians depends on the 
stage of development. It occurs before metamorpho-
sis and in young adults (froglets), while older animals 
(8–15 months) only regenerate the epidermis (Bertolotti 
et al., 2013; Yokoyama et al., 2011).

3 SKIN HEALING IN HIGHER 
VERTEBRATE (AMNIOTES) MODEL 

ORGANISMS

3.1 Reptiles

The higher vertebrates reptiles, birds, and mammals 
share structural skin characteristics that enable their suc-
cess in a terrestrial environment. Moreover, shelled eggs 
protected by amniotic membranes allow them to develop 
outside an aquatic environment. Unlike amphibians, they 
do not have an aquatic larval stage. Among amniotes, the 
most remarkable regenerative features are displayed by 
some lizards followed by autotomy or amputation of the 
tail (Delorme et al., 2012). Tail regeneration is preceded 
by scar-free skin healing, which seems to be essential for 
regeneration (Delorme et al., 2012). Lizard skin/integu-
ment consists of the epidermis, dermis, and hypodermis. 
The epidermis is divided into horizontal layers of stra-
tum basale, stratum spinosum, stratum granulosum, and 
the outermost stratum corneum (Delorme et al., 2012). 
Immunohistochemical analysis of postamputated tail 
tissues revealed increased expression of PCNA (prolif-
erating cell nuclear antigen) and WE6 (wound keratin 
marker) in proliferating wound epithelium, more MMP9-
positive cells and fibroblasts in the blastema structure, 
and the presence of TGFβ3 in fibroblasts and chondro-
cytes (Delorme et al., 2012). Skin wound healing studies 
in reptiles (lizards) showed regionally different responses 
to injury (Wu et al., 2014). Complete skin restoration was 
detected at the amputated/regenerated tail as a process 
preceding tail regeneration but not at the wounded tail 
or trunk skin. Molecular data suggest that β-catenin and 
tenascin-C are involved in epidermal differentiation and 
regeneration, respectively (Wu et al., 2014).

3.2 Mammals

Generally, mammals heal skin injuries in a repara-
tive (scar-forming) manner. There are only two natural 
and unique models of true postinjured skin regenera-
tion among mammals: mammalian fetuses and Acomys 
(spiny mice).

3.2.1 Mammalian Fetuses
Mammalian fetal skin integrity after injury is restored 

through a process that preserves the architecture and func-
tion of injured skin and is characterized by an absence of 
scar formation as seen in adult wounds. This regenera-
tive capacity seems to be limited to fetal skin since other 
organs, such as the fetal stomach and intestines heal with 
scarring. The phenomenon of postinjured skin regenera-
tion in mammalian fetuses occurs up to the third trimes-
ter of gestation in sheep (Longaker et al., 1990), monkey 
(Lorenz et al., 1993), mouse (Whitby and Ferguson, 1991), 
rat (Ihara et al., 1990), rabbit (Somasundaram and Prat-
hap, 1970), and human (Lorenz et al., 1992). Thereafter, 
skin incisions cause scar formation. The transition from 
scarless fetal-type repair to adult-type repair with scar oc-
curs between days 16.5 and 18.5 of gestation for rats (Ihara 
et al., 1990), 100–120 days for sheep (Longaker et al., 1990), 
100–107 days for Rhesus monkeys (Lorenz et al., 1993), 
and 24 weeks for humans (Lorenz et al., 1992). Initially 
regenerative skin healing in fetuses was attributed to the 
womb environment, but experiments showed that it is an 
intrinsic feature of fetal skin rather than the uterine envi-
ronment. Injuries made in adult sheepskin that had been 
grafted onto fetal lambs and perfused with fetal blood 
healed with scars. Conversely, fetal marsupials that de-
veloped outside the uterine environment heal wounds 
scarlessly (Armstrong and Ferguson, 1995).

Postinjured fetal skin ECM composition differs signifi-
cantly from that of adult skin ECM (Colwell et al., 2005). 
Fetal skin regenerative healing shows rapid and greater 
collagen accumulation compared to newborns and adults 
(Table 14.1) (Adzick et al., 1985). Although hypoxia gen-
erally leads to decreased hydroxyproline accumulation 
and fetuses are hypoxemic during normal development, 
more rapid collagen deposition has been observed dur-
ing fetal skin wound healing (Larson et al., 2010; Lo 
et al., 2012; Longaker et al., 1990). Furthermore, the ratio 
between collagen III and I deposition are higher for fetus-
es than postinjured adult tissues. Moreover, collagen fiber 
deposition in postinjured fetal skin are formed in a reticu-
lar patter characteristic for uninjured tissues (Table 14.1) 
(Colwell et al., 2005; Cuttle et al., 2005). The ECM of fetal 
wounds is rich in hyaluronic acid (HA), which sustains 
longer than in adult wounds. MMPs and their tissue in-
hibitors (TIMPs) modulate the ECM during skin wound 
repair. The higher ratio of MMP to TIMP expression in 
regenerating mammalian fetus skin suggests rapid colla-
gen degradation over collagen accumulation processes to 
prevent scar formation (Dang et al., 2003a). Specifically, 
increased expression of MMP9, the marker of limb re-
generation in amphibians, has been detected during fetal 
skin regeneration (Table 14.1) (Peled et al., 2002).

The regenerative ability of fetal skin has been attrib-
uted to differences in the expression of growth factors 
(e.g., TGFβ, PDGF, VEGF, FGF) (Table 14.1). Among 
them, the TGFβ family shows substantial differences 
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in expression between fetal and adult skin (Walraven 
et al., 2014). Embryonic wounds are characterized by 
high levels of TGFβ3 (antiscarring) and low levels of 
TGFβ1 and TGFβ2 (proscarring) (Table 14.1) (Ferguson 
and O’Kane, 2004; Ferguson et al., 2009).

There are convincing data that the capacity for skin 
regeneration is probably inherent to fetal skin. Compari-
sons between uninjured adult and fetal skin revealed 
several differences (Table 14.1) (Beanes et al., 2001; 
Coolen et al., 2010). The expression profiles of keratin 17 
(K17), involucrin, dermal Ki-67, fibronectin, and chon-
droitin sulfate were higher in human fetal than adult 
skin (Coolen et al., 2010). Microarray analysis of gene 
profile expression in cultured keratinocytes and dermal 
fibroblasts collected before and after scarless/scarring 
transition revealed 546 differently expressed genes (Hu 
et al., 2014a). Among 60 signaling pathways that are dif-
ferently regulated, β-catenin-dependent Wnt pathways 
appear to be key regulators of embryonic wound healing 
(Hu et al., 2014a).

Although, the mechanisms that underline the scarless 
skin repair in fetuses are unknown, the phenomenon 
has been linked to the low or absent inflammatory re-
sponse (Table 14.1) (Adzick and Lorenz, 1994; Barrientos 
et al., 2008; Hsu et al., 2001; Olutoye et al., 1996). For ex-
ample, the introduction of inflammation into normally 
scarless wounds produces scars (Dang et al., 2003b). On 
the phylogenetic ladder, immune system complexity ap-
pears to relate reciprocally to the regenerative capacities 
in vertebrate species (Harty et al., 2003). High regenera-
tive capacities in fish and amphibians are reduced in rep-
tiles and nearly absent in birds and mammals (Brockes 
et al., 2001). This relationship seems to be repeated in 
mammalian ontogeny according to the recapitulation 
rule that ontogeny is a shortened version of phylogeny. 
Mammalian fetuses can regenerate/scarlessly heal skin 
incisions up to the third trimester of gestation, the time 
when mature, single-positive T lymphocytes appear. For 
example, in rats, CD4-/CD8+ and CD4+/CD8- cells are 
observed on fetal days 18–19 and 20–21, respectively (Vi-
cente et al., 1998). Additionally, it has been demonstrat-
ed that diminished inflammation is a key feature of the 
privileged repair of oral mucosa (scarless) (Szpaderska 
et al., 2003).

Since fetal regenerative ability is common for all 
mammals, the spectrum for experimental choices seems 
great. However, short gestation periods, together with 
very short postoperative/experimental time for small 
animals and technically challenging surgical manipula-
tion, impose some limitations. Large animals, such as 
pigs or sheep with longer intrauterine periods, are more 
approachable; however, fewer molecular tools and high-
er housing cost are limitations of these species. Besides 
fetal skin changes dramatically with development, mak-
ing it is difficult to distinguish between ongoing devel-
opmental changes and skin wound healing processes.

3.2.2 Acomys
Although adult mammalian skin generally possesses 

very limited regenerative ability, some representatives of 
this class are not completely without regenerative talents. 
African spiny mice (Acomys) represent a unique example 
of skin regeneration in large full-thickness wounds and 
demonstrate a unique ability for skin autotomy in the 
class Mammalia (Seifert et al., 2012a).

Acomys species belong to the subfamily Deomynae, 
not Murinae, and while there are many phenotypic simi-
larities between them and Mus musculus, phylogeneti-
cally this genus is more related to gerbils (Gerbillinae) 
than true mice (Chevret et al., 1993). The genus Acomys 
includes at least eight species of small rodents found 
exclusively in Africa (Chevret et al., 1993). Two recently 
intensively studied species Acomys percivali and Acomys 
kempi (Seifert et al., 2012a), are reported to be capable of 
skin autotomy due to weak skin that easily tears from 
the body, which is presumably an antipredator behavior.

Recent studies carried out by Seifert et al. (2012a) re-
vealed that African spiny mouse skin is 20 times weaker 
than the skin of lab mice, and 77 times less energy is re-
quired to break it. Interestingly, cellular features of Aco-
mys skin is anatomically comparable to that observed in 
other rodents and there is no sign of evidence of a frac-
ture plane attributed to skin autotomy in some lizards 
(Bauer and Lamb, 2005; Sanggaard et al., 2012). More-
over, the abundance of elastin fibers responsible for skin 
elasticity is reported to be similar among M. musculus, A. 
percivali, and A. kempi. Apparently, the main difference 
in skin morphology between these rodents concerns 
the size of hair follicles, which is greater in spiny mice 
(55.61 ± 4.28%) compared to lab mice (43.65 ± 4.62%). 
Large hair follicles in Acomys reduce the total content of 
connective tissue, probably contributing to lower skin 
flexibility and reduced resistance to mechanical tension.

The regenerative responses of spiny mouse to 4-mm, 
15-mm (Seifert et al., 2012a), and 8-mm (Brant et al., 2016) 
full-thickness skin wounds significantly differs from that 
of scarring M. musculus. In wounds of all investigated 
sizes made for spiny mice, scab formation and shedding 
was rapid and completed several days before lab mice. 
Large (15-mm) wounds reduced the area by 64 ± 3.1% 
within 24 h after injury, whereas small ones (4-mm) reep-
ithelialized completely by day 3 after wounding, at a rate 
not observed in M. musculus. By day 10, Acomys wounds 
had looser vasculature networks and far fewer cells with 
the matrix (Brant et al., 2016). Moreover, the ECM was 
dominated by collagen type III, whereas collagen type I 
was more abundant in M. musculus. Collagen fibers were 
also less densely packed and contained more porous 
structures in Acomys (Table 14.1) (Seifert et al., 2012a), 
a finding that could explain the regenerative fashion of 
healing in this genus. Interestingly, newly regenerated 
hair follicles were observed in uncontracted areas of the 
wound bed (Seifert et al., 2012a; Brant et al., 2016), and 
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they expressed embryonic cytokeratins, Wnt, and BMP 
signaling pathway elements (Seifert et al., 2012a). By the 
end of third week, the wound beds in Acomys were deep-
ly penetrated with new hair follicles and developing se-
baceous glands (Brant et al., 2016). In addition, unlike 
M. musculus, the third spiny mice species Acomys cahri-
nus also demonstrated a remarkable capacity to repair 
full-thickness 4-mm circular punches in the ear; Santos 
et al. (2016) reported that these were completely closed 
within 2 months. Ear tissue regeneration involved, not 
only skin (epidermis, dermis) but also cartilage, adipose 
tissue, hair follicles, and sebaceous glands. Histological 
studies of dorsal skin and ear pinna regeneration in Aco-
mys revealed similar features with blastemal formation, 
suggesting that enormous regenerative ability of skin 
might be associated with blastemal-like tissue formation 
(Seifert et al., 2012a).

Brant et al. (2016) reported that several fundamen-
tal immune differences distinguish wound healing of 
African spiny mice from M. musculus. First, Acomys are 
neutropenic, and there is vast decrease in the number 
of neutrophils (6.7%) in the blood compared to lab mice 
(32%). Second, in normal (unwounded) Acomys skin 
there was a 3.5-fold increase in mast cells per unit area 
compared to Mus skin (Table 14.1). Similar up regula-
tion of mast cells was reported following wounding in 
spiny mice. Third, mature macrophages (detected by 
F4/80 antibody) were not detected in Acomys wounds, 
whereas in Mus they were present at all stages of heal-
ing. However, MOMA-2, another marker of monocytes/
macrophages, exhibited similar distributions in both 
Acomys and Mus. The lack of macrophages in the wound 
bed reflects reduced levels (or even absence) of many cy-
tokines typically present in skin wounds. As many as 18 
cytokines present in Mus were undetectable in Acomys 
(e.g., GM-CSF, G-CSF, CXCL10-11, IL-2, -4, -6, TIMP), 5 
were present at similar levels in both rodents (e.g., IL-1α, 
-1β), and only 1 chemokine (C–C motif) ligand 5 (RAN-
TES) (Table 14.1) was upregulated in spiny mice (Brant 
et al., 2016). Both the immunodeficiency of selected cell 
types and the absence of proinflammatory factors favor 
regeneration over fibrosis, improve wound healing, and 
guide this process toward the regenerative route. Pro-
teomic data (Brant et al., 2015) and microarray analysis 
(Brant et al., 2015) carried out on Acomys and Mus skin 
3, 5, 7, and 14 days after wounding indicated a moder-
ated immune response in spiny mice, low cytokine (e.g., 
IL-1β, IL-4) and chemokine gene expression, and signifi-
cant upregulation of collagen types III and V (COL3a1, 
COL5a1, COL5a2) (Table 14.1) (Brant et al., 2015). Similar 
to fetal wounds, spiny mice had significantly higher lev-
els of MMP2 and MMP9 and lower expression of TIMP1 
compared to Mus (Table 14.1) (Brant et al., 2015). These 
data indicate that a low immune reaction together with 
peculiar ECM composition underlie scarless wound 

healing in Acomys, and there are many similarities to the 
process in mammal fetuses.

4 GENETIC MOUSE MODELS FOR 
REGENERATIVE SKIN WOUND HEALING 

(TRANSCRIPTION FACTORS IN SKIN 
DEVELOPMENT AND REGENERATION)

A growing number of studies based on genome-wide 
analysis of gene expression aims to disseminate group of 
transcription factors that are crucial in regulating/redi-
recting reparative versus regenerative skin healing. Fol-
lowed studies conducted on genetically modified mice 
systematically uncover the signaling pathways that are 
differentially regulated during scarless and scar-form-
ing skin healing. Particularly transcription factors that 
belong to the large families of Fox (forkhead box), Hox 
(homeobox), and Ovol genes appear to be involved in 
regenerative versus reparative skin healing regulation.

4.1 Fox (Forkhead Box) Transcription Factor 
Family

4.1.1 Foxn1-Deficient (Nude) Mice
The unusual ability of skin healing in nude mice, de-

scribed as a “plastic surgeon’s dream” was observed by 
Barbul et al. (1989) during their study of the role of T lym-
phocytes in wound healing. Nude mice owe their name 
due to a lack of visible hair. They are immunodeficient 
as a result of thymus and T-cell deficiencies. Nehls et al. 
(1994) showed that this pleiotropic phenotype is the re-
sult of a point mutation in the transcription factor Foxn1, 
which is expressed in epithelial cells both in the thymus 
and skin. The initial evidence that nude mice exhibit a 
unique regenerative capacity was determined based 
on their ability to display scarless healing following 
ear hole—punches injuries (Gawronska-Kozak, 2004). 
Subsequent studies showed that skin wound healing in 
nude mice display characteristic features of regeneration, 
namely a lack of scar tissue formation, significantly dif-
ferent from control mice (Gawronska-Kozak et al., 2006). 
The skin wound healing process is also accelerated in 
nude mice. Rapid reepithelialization in nude postinjured 
skin is followed by faster granulation tissue formation/
resolution compared with control mice (Gawronska-
Kozak, 2011). The collagen content in nude mouse skin 
at postinjured day 21 had recovered to levels measured 
before injury, whereas control mice did not regain col-
lagen content until day 36 (Fig. 14.1; Table 14.1; Gawron-
ska-Kozak, 2011). The hypothesis that collagen turnover 
is accelerated in nude mice was further supported by 
the unusual expression patterns of MMPs, particularly 
MMP-9 and MMP-13, and their tissue inhibitor, TIMP1 
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(Gawronska-Kozak, 2011; Manuel and Gawronska-Ko-
zak, 2006). The bimodal pattern of MMP-9 and MMP-13 
in nude mice detected in the early and late (remodeling) 
healing phases was accompanied by low TIMP1 levels 
during the remodeling phase (Fig. 14.1, Table 14.1). In-
terestingly, MMP-9 expression during the first stage of 
wound healing is localized to the epidermis, whereas it 
was detected in dermal layer, particularly dermal fibro-
blasts, during the remodeling stage. A similar, bimodal 
array of MMPs expression was detected during limb 
regeneration in amphibians, and the authors associated 
it with antiscarring functionality (Vinarsky et al., 2005). 
The ECM of nude postinjured skin showed similarities 
with postinjured mammalian fetus skin with respect to 
high levels of HA and low levels of proscarring cyto-
kines (TGFβ1 and PDGF), further supporting the regen-
erative ability of nude skin (Fig. 14.1, Table 14.1). Subse-
quent in vitro studies backed up in vivo data showing 
high expression of MMP-9 and MMP-13, as well as col-
lagen types I and III, in nude mouse dermal fibroblasts, 
but not in controls fibroblasts (Gawronska-Kozak and 
Kirk-Ballard, 2013). Moreover, flow cytometric analysis 
of freshly isolated dermal fibroblasts showed that nude 
dermal fibroblasts express the stem cell markers CD117 
and Oct3/4 (Gawronska-Kozak and Kirk-Ballard, 2013). 
To determine whether the regeneration phenotype of 
nude mice was associated with T-cell deficiency and/or 
lack of thymus, experiments were performed on several 
murine models of immunodeficiency: thymectomized 
young and adult mice, mice that lack T and B lympho-
cytes (SCID and Rag), and immunosuppressant-treated 

mice (Gawronska-Kozak et al., 2006). The analysis of 
postinjured skin tissues showed an absence of scar tissue 
exclusively in nude mice. The study revealed that nei-
ther lack of the thymus nor T lymphocytes explains the 
regenerative phenotype in nude mice; although they do 
not exclude that an inflammatory response modulates 
skin wound healing. The nude phenotype in mice, rats, 
and humans is the consequence of Foxn1 inactivity. In 
the skin, Foxn1 expression was detected in the hair fol-
licles and interfollicular epidermal cells where it local-
ized to the first layer of supra-basal cells and to a few 
basal cells in the epidermis (Lee et al., 1999). In uninjured 
skin, Foxn1 appears to govern the balance between pro-
liferation and differentiation, promoting keratinocyte 
differentiation; it stimulates signal transduction between 
melanocytes and keratinocytes and participates in hair 
follicle development (Lee et al., 1999; Weiner et al., 2014). 
Recent data showed that Foxn1-bearing cells partici-
pate in the wound healing process through engagement 
in reepithelialization and possible involvement in scar 
formation due to Foxn1 activity during the epithelial-
to-mesenchymal transition (EMT) (Gawronska-Kozak 
et al., 2016). Collectively, the data point to Foxn1 as a 
regulator of the skin’s regenerative capacity.

Next-generation high-throughput DNA sequencing 
analysis showed similarities in skin gene signatures be-
tween mice fetuses and adult Foxn1-deficient mice (un-
published data). Moreover, the data revealed that Foxn1-
deficient skin shows changes in the expression of other 
transcription factors associated with skin wound healing 
including the Hox family, Foxo, and Ovol.

FIGURE 14.1 Comparison of the magnitude and time span of wound healing phases between wild-type (scar-forming) and nude (scar-
free) mice. ECM, Extracellular matrix. Source: Redrawn from Gawronska-Kozak, B., Grabowska, A., Kopcewicz, M., Kur, A., 2014. Animal models of skin 
regeneration. Reproduct. Biol. 14 (1), 61–67.
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4.1.2 FOXO Transcription Factor Subfamily
The mammalian forkhead box O (FOXO) subfamily 

belongs to a large family of transcription factors charac-
terized by a conserved DNA binding domain and con-
sists of FOXO1, FOXO3A, FOXO4, and FOXO6 (Huang 
and Tindall, 2007). These proteins can regulate a huge va-
riety of cellular processes (Accili and Arden, 2004; Barthel 
et al., 2005) including tissue repair (Lara-Pezzi et al., 2007; 
Snijders et al., 2009) and skin homeostasis (Roupe 
et al., 2010; Ponugoti et al., 2013; Mori et al., 2014; Zhang 
et al., 2015). Mori et al. (2014) indicated that in mice skin, 
both Foxo1 and Foxo3a genes were up regulated days 3–7 
after wounding, which is in agreement with a study car-
ried out in a diabetic mice model (Siqueira et al., 2010). 
Moreover, Foxo1+/− mice exhibited many morphologi-
cal and functional features indicating improving heal-
ing, including accelerated wound closure with enhanced 
keratinocyte migration, decreased granulation tissue for-
mation, reduced densities of collagen types I and III, and 
reduced inflammatory responses at wound sites (Mori 
et al., 2014). In contrast, there are some reports that de-
letion of FOXO1 in keratinocytes significantly reduces 
the wound-healing rate (Ponugoti et al., 2013). Similarly, 
Zhang et al. (2015) demonstrated that normoglycemic 
transgenic mice with keratinocyte-specific Foxo1 dele-
tion delays wound healing, whereas diabetic littermates 
exhibit improved skin repair. An in vitro study revealed 
reduced reepithelialization of “scratch” wounds under 
low glucose conditions in FOXO1-silenced cells, indicat-
ing that metabolic status is one of multiple factors con-
tributing to wound healing. One of the primary mecha-
nisms through which FOXO1 could enhance healing is 
upregulation of TGFβ1 and protection of keratinocytes 
from oxidative stress by regulating the expression of 
antioxidant genes and DNA repair enzymes (Ponugoti 
et al., 2013). In contrast, TNFα activates FOXO1 to impair 
the healing process in diabetic mice (Siqueira et al., 2010).

4.2 Homeobox Genes

Candidates for skin regenerative capacity include the 
homeobox genes, which can be divided into two large 
Hox and non-Hox families (Krumlauf, 1994). Homeodo-
main proteins are transcription factors that regulate tis-
sue growth and development; they are involved in pat-
tern formation during embryonic morphogenesis and 
organogenesis (Kessel and Gruss, 1990; Krumlauf, 1994) 
including skin development (Detmer et al., 1993; Stel-
nicki et al., 1997, 1998b). The various expression patterns 
of homeobox gene families define the regional identity 
of the skin (Yamaguchi et al., 2005).

4.2.1 Hox Gene Family
The Hox genes are arrayed in four genomic loci (A, 

B, C, D) and a variety of transcripts from each cluster 

have been reported in the epidermis of fetal (Detmer 
et al., 1993) and adult mouse (Bieberich et al., 1991) and 
human (Svingen and Tonissen, 2003) skin. Interestingly, 
higher Hox gene expression was observed in fetal versus 
adult skin and tended to be restricted to keratinocytes 
rather than dermal fibroblasts where they participate in 
both cell proliferation (Komuves et al., 2002) and differ-
entiation (Tkatchenko et al., 2001). In human fetal skin 
downregulation of HoxB13 may affect scarless wound 
healing (Potter et al., 2011). This observation was sup-
ported by the HoxB13 KO mice wound model that exhib-
ited several cellular (e.g., faster closure) and biochemi-
cal (e.g., higher HA levels) features of early gestational 
wounds (Mack et al., 2003). Different genetic approaches 
have documented that Hoxd3 (Uyeno et al., 2001) and 
Hoxd8 (Jain et al., 2008) are able to modulate cellular be-
havior during wound healing. Recent data revealed that 
Hoxc13-null mice and Foxn1 (nude)-deficient mice have 
similar defects of skin appendages. Furthermore, down-
regulation of Foxn1 in the skin of Hoxc13-null mice ac-
companied by reduced keratin gene levels suggests the 
existence of a Hoxc13 regulatory network of hair shaft 
differentiation (Potter et al., 2011).

4.2.2 Non-Hox Gene Family
Studies carried out on adult human skin revealed 

that non-Hox genes (MSX-1, MSX-2, MOX-1) are domi-
nant regulators of dermal layer functional features 
(Stelnicki et al., 1997). Similarly to Hox genes, such as 
Hox b13, the non-Hox representative Prx2 was shown 
to be highly expressed in fetal dermal fibroblasts and 
were further induced during fetal wounding, whereas 
this response was not observed in adult skin (Stelnicki 
et al., 1998a). Cultured fibroblasts derived from Prx2−/− 
mice revealed substantial changes in pro-MMP2 ex-
pression, increased HA production, and ECM reorga-
nization in three-dimensional collagen discs (White 
et al., 2003).

The non-Hox genes Msx1 and Msx2 play key roles in 
the development of both skin (Stelnicki et al., 1997) and 
hair shafts (Cai et al., 2009; Ma et al., 2003) and are sug-
gested to be strong regulators of tissue capacity to heal 
wounds (Carlson et al., 1998) and regenerate digit tips in 
mice (Han et al., 2003; Muneoka et al., 2008). A study by 
Yeh et al. (2009) of genetically modified mice revealed 
several features indicating that Msx2 regulates cellular 
competence during wound repair. Msx2 null mice exhib-
ited faster reepithelialization and wound closure, earlier 
appearance of cell differentiation-related keratins (K10, 
K14), and increased expression of αSMA and tenascin-
T in granulation tissue. Additionally, in vitro studies 
revealed faster migratory ability and enhanced collagen 
matrix contraction by Msx2 null keratinocytes compared 
to wild-type controls. Furthermore Msx2 mutation re-
duced the expression of Foxn1 and its target gene acidic 
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keratin mHa3 (Ma et al., 2003), and both transcription 
factors are required to maintain Notch1 expression in the 
hair follicle matrix (Cai et al., 2009).

4.3 Ovol Transcription Factor Family

The Ovol family constitutes evolutionarily conserved 
zinc-finger transcription factors among which two mem-
bers Ovol1 and Ovol2 are reported to act downstream 
of key developmental pathways, such as Wnt, EGF, and 
BMP (Dai et al., 1998). Both factors are expressed in mul-
tiple somatic epithelial tissues, including skin and hair 
follicles. Ovol2 mRNA level increased from embryonic 
day E13.5 to 16.5 in mice (Lee et al., 2014). Ovol1- and 
Ovol2-null mouse models exhibit epithelial abnormali-
ties, such as hyperproliferative epidermis, expansion 
of K1-positive cells (Nair et al., 2006), and death dur-
ing midgestation (E10.5) (Mackay et al., 2006). Interest-
ingly, genetic approaches revealed that Ovol2 provides 
a compensatory function for the loss of Ovol1 (Teng 
et al., 2007; Lee et al., 2014). Ovol1/Ovol2 epidermal-
deficient mice lack proper cytoskeletal reestablishment, 
resulting in and defective terminal differentiation and al-
terations indicating EMT (Lee et al., 2014). Furthermore, 
the same study revealed that Ovol2 overexpression in 
the epidermal basal layer and outer root sheath reduces 
stem/progenitor cells in mice embryo skin.

5 CONCLUSIONS

This chapter provides an overview on vertebrate mod-
els for skin regeneration, showing that among all classes, 
there are wild-type examples of regenerative skin heal-
ing. For more than 30 years, only mammalian fetuses 
were thought to be capable of regenerative skin healing. 
Detailed studies yielded a great amount of knowledge of 
fetal wound repair/regeneration involving growth fac-
tors, cytokines, ECM, and other factors. Recent discover-
ies that Acomys and Foxn1-deficient mice are capable of 
skin scar-free healing indicate that adult mammals also 
possess the molecular machinery for regeneration. The 
skin scar-free healing characteristic of wild-living Aco-
mys permits the study of naturally occurring regenera-
tive susceptibilities. Foxn1, Ovol, and Foxo transgenic 
mice have focused attention onto transcription factors 
that may be modulated to redirect repair into regenera-
tion. The comparison of global gene expression between 
reparative and regenerative models consistently shows 
that the greater number of down- versus upregulated 
genes in regenerative skin tissues supports the concept 
proposed by Mercer and coworkers; that is, the large 
number of downregulated genes suggests that the loss 
of their activity is involved in regeneration induction 

and maintenance (Mercer et al., 2012). Moreover, com-
parison of the genetic profile of skin between mouse fe-
tuses at the scar-free healing period to Foxn1 deficient 
mice showed similarities in transcriptional factor genes 
expression. Potentially, these transcription factors may 
be involved in directional skin wound healing resolu-
tion (Gawronska-Kozak, unpublished data). Determin-
ing whether fetal skin immaturity has an absence of 
particular transcriptional factors expression as observed 
for Foxn1- (Gawronska-Kozak, 2004, 2011; Gawronska-
Kozak et al., 2006), Ovol1- (Teng et al., 2007), Msx2- (Yeh 
et al., 2009), and Foxo- (Mori et al., 2014) deficient mice 
is one of the road maps for creating an environment suit-
able for regeneration.
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1 INTRODUCTION

Skin covers an area of 1.5–2 m2 and approximately 15% 
of body weight. It functions as an environmental sensor 
and the largest biological barrier that protects from de-
hydration and mechanical injury, excludes toxins and 
microbes, and participates in immune responses. The 
skin epidermis and its appendages, including hair and 
sebaceous and sweat glands, develop from a single layer 
of multipotent progenitor keratinocytes (Fuchs, 2007). 
The normal epidermis is comprised of multilayered and 
stratified epithelial cells that are organized in a polarized 
fashion through an integrated network of cytoskeletal ele-
ments and cellular junctions (Simpson et al., 2011). Yet, the 
epidermis ranks among the body’s most dynamic tissues, 
undergoing life-long self-renewal through a tightly regu-
lated balance of cell proliferation and terminal differentia-
tion. Disruption of this balance, along with barrier defects, 
represents a central process of a myriad of skin diseases.

The outer most cornified layer of the epidermis is 
comprised of terminally differentiated keratinocytes 

also known as corneocytes, which lack a plasma mem-
brane and are encased in a cornified envelope (CE) (Rice 
and Green, 1977). CE consists of keratins and a mixture 
of insoluble proteins, such as filaggrin (filament aggre-
gating protein) and involucrin that are cross-linked by 
transglutaminases and surrounded by a lipid envelope. 
The lipid envelope, along with the natural moisturizing 
factors (NMFs) derived mostly from degradation prod-
ucts of filaggrin, is responsible for water retention by the 
skin (Imokawa et al., 1989; Rawlings and Harding, 2004). 
Defects in the cornification processes compromise the 
mechanical integrity and skin barrier function, and lead 
to increased sensitivity to environmental toxins and in-
flammation.

Human and animal skins exhibit substantial species-
specific differences in tissue architect, spatial distribu-
tion of appendages and frequency of hair cycling, as 
well as immune responses and percutaneous drug pen-
etration (Bartek et al., 1972; Porter, 2003). Relative to hu-
man skin, mouse skin has a dense distribution of hair 
follicles, thin epidermis, and an underlying  cutaneous 
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muscle layer that is generally absent in humans 
(Fig. 15.1). Thus, it is important to keep in mind that 
no animal model can completely recapitulate all aspects 
of human dermatological diseases. Nonetheless, those 
that can partially recap varying aspects of human dis-
eases are instrumental for mechanistic understanding 
and drug development. In recent years, there has been 
an exponential increase of a wide range of animal mod-
els reported in the literature spanning from mice, rats, 
rabbits, dogs, monkeys, and fishes (Avci et al., 2013). 
Murine models are by far the most commonly reported 
model system owing to a multitude of favorable prop-
erties, such as facile husbandry requirements, rapid 
breeding (19 days of gestation) and inbred capability. 
These traits together with the modern gene targeting 
tools enable the generation of strains with inheritable, 
spatially and temporally inducible gene mutations (Pai-
gen, 2003). With the whole genome data available for 
mouse and human (Consortium, 2012; Yue et al., 2014), 

the similarities and the differences between the two spe-
cies are ever more clear, and should be carefully consid-
ered during data interpretation.

Environmental insults and genetic defects are the 
primary root causes of skin diseases. As such, animal 
models of human skin diseases generally involve one 
or more of the following techniques: (1) induction with 
environmental allergens, (2) epidermal tissue-targeted 
genetic engineering, which includes transgene expres-
sion driven by gene promoters specifically expressed 
in the skin, such as cytokeratin promoters (K5, K14, or 
K15), and Cre-loxP-mediated gene deletion or muta-
tion facilitated by Cre or Cre-ER transgenes expressed 
under epidermal cytokeratin promoters (Vasioukhin 
et al., 1999), and (3) xenografting, including subcutane-
ous tumor inoculation and de novo skin regeneration 
with genetically modified human keratinocytes on im-
munodeficient mice. This chapter covers a few examples 
of numerous animal models that have been reported to 

FIGURE 15.1 Histology of human and mouse skin sections. (A) Adult human abdominal skin. (B) Three-month-old mouse back skin. 
The epidermis (E) is comprised of stratified epithelial cells, namely keratinocytes. The skin pigment cells (melanocytes) are located in the 
epidermis and hair follicle of human and mouse skins, respectively. The dermis (D) houses hair follicles (H), blood vessels, nerve fibers, 
and various immune cells. Human body skin is populated with sweat glands, whereas mouse body skin is devoid of sweat glands and en-
riched with hair follicles. Human and mouse skin tissues are obtained in accordance to institutionally approved IRB and IACUC protocols, 
respectively.
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show a remarkable resemblance to human inflammatory 
skin diseases, genetic diseases, and cancer. Not surpris-
ingly, some of these models show partial resemblance to 
multiple skin diseases.

2 INFLAMMATORY SKIN DISEASE 
ANIMAL MODELS

Atopic dermatitis (AD) and psoriasis are the two most 
common inflammatory skin diseases. Both AD and pso-
riasis are characterized with keratinocyte hyperprolifer-
ation and elevated infiltration of various immune cells. 
While there is no doubt that immune cells play critical 
roles during disease progression and culmination, ke-
ratinocytes, the forefront barrier cells, can function as 
potent disease instigators. As the chicken-or-egg debate 
unfolds, evidence from an increasing number of animal 
models supports unequivocal roles of both immune cells 
and keratinocytes in the pathogenesis.

2.1 Atopic Dermatitis

Atopic dermatitis (AD, OMIM 603165) is a chronic 
or relapsing inflammatory skin disease that affects 
 15%–30% of children and 2%–10% adults world-
wide with a strong correlation with industrializa-
tion (Bieber, 2008). The typical features of AD include 
chronic inflammation, pruritic allergy, disruption of 
epidermal barrier function, increased immunoglobulin 
E (IgE) levels, and a dysregulated Th2-biased periph-
eral immune response (Akdis et al., 2003; Bieber, 2008; 
Boguniewicz and Leung, 2011; Hamid et al., 1996). The 
etiology of AD is rather complex involving environ-
mental and genetic factors (Bieber, 2008). Accordingly, 
AD animal models frequently involve sensitization 
with environmental allergens, microorganisms, and 
targeted gene mutations.

2.1.1 Epicutaneous Sensitization and Elicitation 
With Allergens

Allergens exist in the environment and food in many 
different forms including chemicals and peptides. Aller-
gen entry through a defective skin barrier is the basis of 
AD-mouse models induced by epicutaneous (EC) sen-
sitization and elicitation. Some of the frequently used 
experimental allergens are 2,4-dinitrochlorobenzene 
(DNCB), ovalbumin (OVA), and house dust mite (HDM) 
extracts.

2.1.1.1 2,4-DINITROCHLOROBENZENE

DNCB is an organic compound with the formula 
(O2N)2C6H3Cl. It is an important intermediate for many 
other industrial products. Exposure to DNCB was ini-
tially found to induce AD-like symptoms in humans 

in the 1980s (White et al., 1986). It has since been re-
ported in over 1000 articles for the induction of AD-
like responses in animals for drug development and 
phenotypic analyses of genetic animal models. For AD-
focused pharmacological studies, Nc/Nga mice are par-
ticularly favored as they are prone to the development 
spontaneous of AD-like lesions upon aging and expo-
sure to environmental factors when compared to other 
strains, such as Balb/c (Suto et al., 1999). To do this, 
mice are treated with topical doses of 0.1%–1% DNCB 
on the ear, footpads, the shaved abdominal or back 
skins (Garrigue et al., 1994). Tape stripping is sometimes 
applied to the shaved skin to enhance local skin barrier 
defects. Pharmacological compounds may be delivered 
topically, systemically via injection or oral consumption 
before or during DNCB treatment. The principal read-
outs include: (1) clinical signs of dermatitis, including 
severity of edema, erosion, dryness, hemorrhage, and 
alopecia; (2) serum IgE titers; (3) ear or footpad thick-
ness measurements; (4) histological analysis of the 
challenged skin samples; (5) profiling of immune cells 
isolated from the lymph nodes or skin samples; and (6) 
epidermal barrier function analyses, such as measure-
ment of transepidermal water loss (TEWL). These data 
are often collected at 12, 24, 36, 48, and 72-h time-points 
after sensitization. Results may be compared between 
drug treated versus untreated animals or wild-type ver-
sus mutant mice.

2.1.1.2 HOUSE DUST MITES

HDM refers to a large number of dust dwelling mites 
including the American HDM, Dermatophagoides farinae 
Hughes, and the European HDM, Dermatophagoides pter-
onyssinus. HDM is a common household aeroallergen 
known to cause asthma, allergic rhinitis and AD. The 
indoor level of HDM is associated with the severity of 
skin lesions (Kim et al., 2013). The bioreactive molecules 
of HDM consist of proteins and endotoxins derived 
from the body and feces. Various HDM extracts have 
been used for diagnostic tests, immunotherapy, and the 
induction of AD-like lesions in mice (Thomas, 2012). Re-
cently, several recombinant proteins including Derp 11, 
a protein highly homologous to paramyosins of mites, 
ticks, and other invertebrates, have been tested for the 
sensitization of AD-lesions. Interestingly, Derp 11 is 
characterized as a major allergen for AD patients, but a 
minor one for those suffering from respiratory forms of 
HDM allergy (Banerjee et al., 2015). To induce murine 
AD-like skin lesions, HDM whole body extracts (in mg 
ranges) or a recombinant protein solution (e.g., Derp 
11, in microgram ranges) may be topically applied to 
the ears and upper back skins twice a week for several 
weeks. AD lesions are analyzed at the macroscopic, mi-
croscopic, and molecular levels using the same sets of 
readouts as described for DNCB (Moniaga et al., 2010).
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2.1.1.3 OVALBUMIN

OVA is a chicken protein allergen mainly found in egg 
white. It is commonly used to sensitize immune reac-
tions. Prolonged EC exposure to OVA leads to the devel-
opment of an AD-like dermatitis characterized by mark-
edly increased expressions of total and OVA-specific 
serum IgE levels and infiltration of CD3(+) T-cells, eosin-
ophils and neutrophils, as well as increased mRNA levels 
of interleukin (IL)-4, IL-5, and IFNγ (Spergel et al., 1998). 
This treatment generally consists of up to 3 courses of 
1-week-long bandage of an OVA-soaked gauze (100 µg 
in 100 µL saline) to the back skins of mice. Each course 
is followed by 2-week-long breaks. Alternatively, mice 
may be sensitized via systemic administration of OVA 
(1 µg in 1 µL saline plus 1 µL adjuvant Imject Alum) prior 
to local challenges with EC OVA, which is shown to aug-
ment local sensitization of Balb/c mice to an acute Th2-
polarized AD-like phenotype (Yoo et al., 2014).

2.1.1.4 Staphylococcus aureus

Human skin is colonized by vast numbers of bacte-
rial communities that are distributed over the entire 
body with spatial and temporal specificities (Grice 
et al., 2009). Temporal microbial shifts (or dysbiosis) are 
associated with human diseases. Specifically, AD skin 
is disproportionally colonized with S. aureus (Leyden 
et al., 1974), and such a reduction of microbial diversity 
correlates with AD severity (Kong et al., 2012). Inhibition 
of S. aureus growth with antibiotics and sodium hypo-
chlorite (bleach) baths improves eczema severity (Huang 
et al., 2009), implicating a contributing role of S. aureus 
in disease progression. Dysbiosis is also detected in mice 
that develop spontaneous AD-like lesions, as recently 
reported in an animal model generated to model ADAM 
metallopeptidase domain 17 (ADAM17)-deficiency in 
human, namely Adam17(fl/fl).Sox9-Cre mice (Kobayashi 
et al., 2015). ADAM17, also called TACE [tumor necro-
sis factor-α (TNFα)-converting enzyme], is induced by 
S. aureus protein A, and is important for the activation 
of TNFα and EGFR family ligands (Gomez et al., 2007). 
During the onset of on eczematous dermatitis, different 
strains of bacteria, including Corynebacterium mastitides, 
S. aureus, and Corynebacterium bovis, sequentially domi-
nated the skin of Adam17(fl/fl).Sox9-Cre mice. Adminis-
tration of antibiotics specific for these bacterial species 
reversed dysbiosis and eliminated skin inflammation. 
Further analysis showed that, while S. aureus promi-
nently drove eczema formation, C. bovis induced robust 
T-helper 2 cell responses, indicating that dysbiotic flora 
have differential contributions to eczema formation (Ko-
bayashi et al., 2015).

While the debate as to whether dysbiosis is a cause or 
a consequence of AD in patients unfolds; a causal effect is 
further supported by the evidence that S. aureus can en-
ter epidermis of human skin equivalents and mice skin. 

Bacteria entry past the epidermis is markedly increased 
in mice with epidermal barrier defects (e.g., Cathelicidin 
knockout and OVA-sensitized filaggrin mutant mice), 
and triggers increased expression of IL-4, IL-13, IL-22, 
thymic stromal lymphopoietin (TSLP), and other cyto-
kines associated with AD (Nakatsuji et al., 2016). Taken 
together, S. aureus-induced AD-like lesions have clinical 
relevance in both human and mice. To induce AD-like 
lesions on mice with S. aureus, the dorsal skins of mice 
are typically shaved and disinfected with alcohol swaps. 
An agar disk (6 mm) containing S. aureus (ATCC35556 or 
MRSA USA300 LAC strains, 1 × 106 CFU) is then applied 
on the shaved area and kept in place with wound dress-
ing film for 20 h.

2.1.2 Genetic AD Animal Models
Genetic linkage and protein expression studies have 

implicated over 100 genes with AD association (Boguni-
ewicz and Leung, 2011). About 20% of them have been 
verified to show AD association by independent studies 
(Barnes, 2010). These genes encode proteins involved in 
(1) skin barrier function, (2) cell death and inflamma-
tory responses, (3) lipid metabolism, and (4) innate and 
adaptive immune responses. As such, genetic AD mouse 
models reported so far generally involve epidermis-
targeted loss-of-function mutation of genes important 
for skin barrier function or skin-specific keratin 5 or 14 
promoter (K5 or K14)-driven transgene expression of in-
flammatory molecules.

2.1.2.1 FLAKY TAIL MICE

Filaggrin (FLG) encodes a filament-aggregating pro-
tein that promotes condensation of the keratin cyto-
skeleton and consequently the cell compaction process 
essential for squame biogenesis and epidermal bar-
rier formation (Sandilands et al., 2009). It is by far the 
most well-characterized and prevalent AD susceptibil-
ity gene whose loss-of-function mutations are carried 
by up to 10% of the population worldwide (Palmer 
et al., 2006; Sandilands et al., 2007; Smith et al., 2006). 
These mutations represent a strong genetic predispos-
ing factor for AD, asthma and allergies, as well as ich-
thyosis vulgaris, a common skin condition character-
ized by dry, scaly skin (Sandilands et al., 2007). The 
spontaneous flaky tail mouse contains a homozygous 
frameshift mutation in the murine Flg gene, resulting 
in expression of a truncated filaggrin protein (Fallon 
et al., 2009; Presland et al., 2000). These mutant mice 
exhibit a dry and flaky skin with annular tail and paw 
constrictions in the neonatal period. Topical applica-
tion of the allergen OVA to the shaved abdominal skin 
of the flaky mice results in increased TEWL, cutane-
ous inflammatory infiltrates, and the development of 
allergen-specific IgG and IgE responses that resemble 
human AD.
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2.1.2.2 INVOLUCRIN, ENVOPLAKIN, AND PERIPLAKIN 
KNOCKOUT MICE

Involucrin, a terminal differentiation marker, along 
with the plakin family desmosomal protein envoplakin 
and periplakin (Jefferson et al., 2004), forms the protein 
scaffold on which the CE assembles. Remarkably, mice 
with single or double knockouts (KO) of these genes are 
viable and fertile with no overt phenotypic abnormali-
ties (Aho et al., 2004; Djian et al., 2000; Maatta et al., 2001; 
Sevilla et al., 2007). However, the triple KO mice develop 
a striking phenotype of dry and flaky skin over the entire 
body surface by a few days after birth. Their skins show 
delayed embryonic barrier formation and postnatal hy-
perkeratosis (abnormal accumulation of cornified cells) 
resulting from impaired desquamation. Their CEs are 
ultrastructurally abnormal, with reduced lipid content 
and defective filaggrin processing and degradation of 
desmoglein 1 and corneodesmosin. There is an elevated 
infiltration of CD4+ T-cells and a reduction in resident 
γδ+T-cells, reminiscent of AD. Thus, combined loss of 
the CE proteins impairs the epidermal barrier, and in-
duces AD-like lesions (Sevilla et al., 2007).

2.1.2.3 CLAUDIN-1 MUTANT MICE

Claudins are adhesion molecules critical for the 
formation of tight junctions (TJ) and the barrier func-
tion of both simple and stratified epithelia. Claudin-1 
(CLDN1) is commonly reduced in AD skin. Claudin-
1-null (Cldn1−/−) mice displayed postnatal lethality with 
wrinkled skin accompanied by excessive TEWL (Furuse 
et al., 2002). The lethality problem was eliminated in 
mice engineered to express varying levels of Claudin-1, 
which was achieved via insertion of a Neomycin selec-
tion maker in front of exon 1 (∆) and crossbreeding of 
(Cldn1∆/+) mice with Cldn1+/− mice. The Cldn1∆/− mice 
have a normal life expectancy, but exhibit morphologi-
cal features of AD and an innate immune response char-
acterized by neutrophil and macrophage recruitment 
to the skin (Tokumasu et al., 2016). These phenotypes 
were especially apparent in the infant stages. Adult mice 
showed an enhanced phenotype to DNCB-induced con-
tact hypersensitivity response compared with WT mice. 
These results demonstrate that insufficient Claudin-1 
expression not only compromises epidermal barrier de-
fects, but also promotes AD pathogenesis and disease 
progression (Tokumasu et al., 2016).

2.1.2.4 CASPASE MUTANT MICE

Caspases are evolutionarily conserved family of cys-
teinyl aspartate-specific proteinases. Mammalian cas-
pases play diverse functions in regulating programmed 
cell death (PCD), inflammation, immunity, and tissue 
morphogenesis (Man and Kanneganti, 2016). Dysregu-
lation of caspases can contribute to skin inflammation 
through distinct mechanisms.

2.1.2.5 CASPASE-8

PCD is a key process underlying the terminal differen-
tiation of keratinocytes and the formation of the stratum 
corneum (Candi et al., 2005). As a proximal caspase, ac-
tivated by TNF/NGF family receptors, caspase-8 repre-
sents a major regulator of epidermal PCD. Humans with 
an inherited inactive caspase-8 (Arg248Trp) mutation 
display immunodeficiency due to pleiotropic defects that 
involve the functions of T-cells, natural killer cells, and 
B-cells (Chun et al., 2002). These patients suffer from a 
number of clinical symptoms including failure to thrive, 
lymphadenopathy, splenomegaly reactive airway disease, 
HSV labialis, and skin eczema. aspase-8C−/− mice are le-
thal. In contrast, K14-Cre-medaited deletion of  caspase-8 
in the mouse epidermis (C8cKO) elicits many clinical hall-
marks of AD: epidermal thickening (acanthosis), scaling, 
elevated serum immunoglobulins, a  biphasic T-helper 
cell response, mast cell infiltration, and spongiosis (Kova-
lenko et al., 2009; Lee et al., 2009; Li et al., 2010). These 
inflammatory skin lesions are associated with increased 
signaling of IL-1α (Lee et al., 2009), _matrix metallopro-
teinase-2-mediated cleavage of the cell–cell adhesion 
molecule E-cadherin (Li et al., 2010), and increased activi-
ties of interferon regulatory factor 3 and TANK-binding 
kinase (Kovalenko et al., 2009). Results from these animal 
model studies reveal that epidermal loss of caspase 8 not 
only affects PCD, but also alters the local microenviron-
ment and elicits processes common to wound repair and 
skin inflammation.

2.1.2.6 CASPASE-1

Caspase-1, originally designated as IL-1β-converting 
enzyme (Keller et al., 2008), along with NLRP3 and the 
adaptor protein ASC, constitutes the inflammasome 
protein complex that plays a critical role in mounting 
an inflammatory response against a harmful stimulus. 
In an inflammatory microenvironment, such as the 
C8cKO skin, caspase-1 is induced by NF-kB, and stim-
ulates proliferation of cutaneous epithelial stem cells 
(Lee et al., 2015). Transgenic mice generated with K14-
driven expression of human Pro-Caspase-1 spontane-
ously developed recalcitrant dermatitis and skin ulcers, 
characterized by the presence of massive keratinocyte 
apoptosis (Yamanaka et al., 2000). The skin of these mice 
expressed increased levels of human caspase-1 and cas-
pase-activated DNase, an effector endonuclease respon-
sible for DNA fragmentation. In addition, their skin and 
sera showed elevated levels of mature IL-18 and IL-1β, 
but not of IFNγ. The plasma from these animals induced 
IFNγ production by IL-18-responsive NK cells. Admin-
istration of heat-killed Propionibacterium acnes, a potent 
in vivo type 1 T-cell inducer, caused IFNγ-mediated 
lethal liver injury in the transgenic mice, which was 
completely inhibited by treatment with neutralizing 
anti-IL-18 antibody. These results indicated that in vivo 
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overexpression of human caspase-1 caused spontane-
ous apoptotic tissue injury and rendered mice highly 
susceptible to exogenous type 1 T-cell-inducing condi-
tion in collaboration with endogenously accumulated 
proinflammatory cytokines.

2.1.2.7 CASPASE-14

Unlike most other caspases that are ubiquitously 
expressed, caspase-14 is selectively expressed and acti-
vated in the differentiating and cornifying layers of the 
epidermis and the hair follicles. It plays a crucial role in 
epidermal barrier formation, though not through direct 
regulation of the apoptotic process. Instead, caspase-14 
is required for the proteolytic processing of filaggrin 
into the natural moisturizing factors (NMFs), such as 
urocanic acid and pyrrolidone carboxylic acid (Hoste 
et al., 2011). It is induced in epidermal keratinocytes by 
green tea polyphenol via MAPK pathways, and corre-
lates with reductions of inflammatory skin lesions in the 
flaky tail mouse model (Hsu et al., 2007). In addition, el-
evated levels of caspase-14 were shown to protect skin 
from UVB irradiation (Bergeron et al., 2012). Conversely, 
caspase-14−/− mice display reduced epidermal barrier 
function and increased sensitivity to UVB radiation. In 
these mice, filaggrin is normally processed from precur-
sor profilaggrin proteins, but fail to undergo terminal 
degradation, resulting in substantial reduction in the 
amount of NMFs and incomplete cornification (Hoste 
et al., 2011). In addition, caspase-14−/− mice are prone 
to the development of parakeratotic plaques following 
challenges of epidermal permeability barrier function by 
repetitive acetone treatment or induction of psoriasis-like 
dermatitis by imiquimod treatment (Hoste et al., 2013). 
Moreover, when challenged with bacteria, caspase-14−/− 
mice show an enhanced antibacterial response compared 
to wild-type mice and an imbalance of the skin-resident 
bacterial communities (Kubica et al., 2014).

2.1.2.8 K5-THYMIC STROMAL LYMPHOPOIETIN

TSLP, an IL-7 like cytokine, is highly expressed by 
keratinocytes of AD and correlated with Langerhans 
cell activation in AD lesional skin. TSLP can directly ac-
tivate human CD11+ dendritic cells (DC) and DC-medi-
ated Th2 response in cell culture (Soumelis et al., 2002). 
The role of keratinocyte-derived TSLP in skin inflam-
mation was nicely demonstrated in K5-TSLP trans-
genic mice generated by crossing tetO-TSLP mice with 
K5-rtTA mice, which contains K5-driven expression of 
the reverse tetracycline transactivator. Two weeks af-
ter TSLP transgene induction via dietary doxycycline, 
K5-TSLP mice developed a spontaneous AD-like phe-
notype, with the development of eczematous lesions 
containing inflammatory dermal cellular infiltrates, 
including a dramatic increase of Th2 CD4+ T-cells 
and elevated serum levels of IgE (Yoo et al., 2005). In 

 addition, these animals showed an influx of immature 
B-cells into the periphery cells with population expan-
sion of follicular mature B-cells and a near-complete 
loss of marginal zone and marginal zone precursor 
B-cells. Thus, keratinocyte-derived TSLP modulates 
systemic B- cell development and promote humoral 
autoimmunity (Astrakhan et al., 2007). Similarly, kera-
tinocyte-derived TSLP levels are correlated with skin 
sensitization strength and asthma severity, as demon-
strated in mice in which TSLP expression was induced 
by topical application of MC903 (a vitamin D3 analog) 
(Leyva-Castillo et al., 2013). Conversely, TSLP oblation 
in epidermal keratinocytes reduces skin inflammation, 
and blocked the so-called atopic march, the progres-
sion from AD to asthma in animals with keratinocyte-
specific deletion of RBP-j (the DNA-binding partner of 
Notch) (Demehri et al., 2009). Together, these evidence 
indicate that TSLP is a systemic driver of AD and atopic 
march, and that selective inhibition of systemic TSLP 
may block the development of asthma, a common aller-
gic lung disease frequently affecting individuals with a 
prior history of eczema/AD (Demehri et al., 2009).

2.1.2.9 APOLIPOPROTEIN C1 (APOC1)

APOC1, along with several other plasma lipid trans-
port genes [APOC2, APOCE, glucose-6-phosphate isom-
erase, the low-density lipoprotein receptor, comple-
ment component 3 (C3), and peptidase D], is mapped 
on human chromosome 19 (Lusis et al., 1986). APOC1 
is linked to metabolic syndrome and skin inflammation. 
Consistently, transgenic mice engineered to overexpres-
sion APOC1 in liver and skin suffer from hyperlipid-
emia with strongly elevated serum levels of cholesterol, 
triglycerides, and FFA mainly to an accumulation of 
VLDL particles in the circulation (Jong et al., 1998). In 
addition, these mice spontaneously develop both gross 
and histologic features of human AD, including hy-
perkeratosis and parakeratosis, scaling, lichenification, 
dermal infiltration of inflammatory cells, and pruritus. 
These symptoms are accompanied with severe atrophy 
of sebaceous glands, the meibomian glands and subcu-
taneous fat tissues, and colitis. The AD symptoms of this 
model respond to topical treatment with corticosteroids. 
Moreover, oral treatment with probiotic Lactobacillus 
plantarum NCIMB8826 not only ameliorated colitis, but 
also improved skin barrier integrity and reduced epider-
mal thickening and inflammation (Mariman et al., 2016), 
which indicate that modulation of intestinal immune ho-
meostasis may contribute to AD suppression. In this re-
gard, AD is often linked to other atopic disorders, such as 
asthma, allergic rhinitis and food allergies (Bieber, 2008), 
and skin exposure to allergens is associated with food 
allergies later in life (Tordesillas et al., 2014). It is still un-
clear whether APOC1 is involved in these disease com-
plications.
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APOC1 displays genetic linkage to multiple other 
human diseases, including metabolic syndrome (Avery 
et al., 2011), cognitive disorder, memory impairment, 
and Alzheimer’s disease (AD) (Ki et al., 2002; Zhou 
et al., 2014a,b), as well as cancer (Ko et al., 2014). These 
human data, along with the results of the APOC1 trans-
genic model, imply that regulators of lipid metabolism 
and lipid barrier formation of the epidermis represent 
a unique class of susceptibility genes that link multiple 
different diseases.

There are many more animal models that have been 
reported to show spontaneous or inducible AD-like le-
sions. These models are clearly instrumental for under-
standing molecular mechanisms underlying AD patho-
genesis, the development of new AD therapeutics, and 
possibly elucidating other related disorders, such as 
asthma and metabolic syndromes.

2.2 Psoriasis

Psoriasis (OMIM 177900) is an ancient and universal 
inflammatory disease, initially described at the begin-
ning of medicine in the Corpus Hippocraticum (460–377 
BCE) as psora, meaning “to itch.” Psoriasis affects 0.5%–
4.6% of the population with a highest prevalence among 
Caucasians (Lebwohl, 2003). Like AD, psoriasis involves 
a combination of genetic and environmental factors, and 
is frequently inherited, but not following a classical auto-
somal Mendelian profile (Lowes et al., 2007). The disease 
complexity and severity are heterogeneous and variable 
longitudinally. Genetic linkage studies performed dur-
ing the past decade have identified a number of psoriatic 
susceptible loci, including PSORS1 (chromosome 6p21), 
PSORS2 (17q25), PSORS3 (4q), PSORS4 (1q21, S100A8, 
and S100A9), PSORS5 (3q21), PSORS6 (19p13), PSORS7 
(1p), PSORS9 (4q31-34), and PSORAS1 (16q12) (Bow-
cock, 2004, 2005; Bowcock and Krueger, 2005; Krueger 
and Bowcock, 2005; Lebwohl, 2003). Nevertheless, de-
finitive linkage of a single gene to psoriasis is made pos-
sible by recent RNA-sequencing technology which, for 
example, has identified association of TNFα promoter 
polymorphisms with psoriasis vulgaris and psoriatic ar-
thritis (Mossner et al., 2005).

An ideal animal model for psoriasis would reca-
pitulate all aspects of the clinical features of the dis-
ease. These include a marked hyperproliferation, 
 thickening and altered differentiation of the epidermis, 
an  increased T-cell infiltration and an altered vascular-
ity, as well as a responsiveness to current antipsoriatic 
therapies. To date, hundreds of psoriasis mouse mod-
els have been reported with each recapitulating par-
tial features of the human disease (Danilenko, 2008; 
Gudjonsson et al., 2007). Despite such limitations, data 
obtained from these animal models have shed light to 
specific aspects of disease pathophysiology,  elucidating 

dominant roles for both keratinocytes and T-cells 
(Danilenko, 2008; Gudjonsson et al., 2007; Nickoloff and 
Nestle, 2004). Due to the complexity of the disease eti-
ology and manifestation, it is challenging to establish 
standardized  validation criteria for psoriasis mouse 
models. However, with the technical versatility in ob-
taining and analyzing vast amount of genomic and gene 
expression data, quantitative parameters have emerged 
and become standardized. One such example is a re-
cent study focused on the comparison of whole-genome 
transcriptional profiles of human psoriatic skin lesions 
with those of five different psoriasis mouse models 
(Imiquimod, K5-Tie2 (Wolfram et al., 2009), K14-AREG 
(Cook et al., 1997), K5-Stat3C (Sano et al., 2005) and K5-
TGFβ1 (Fitch et al., 2009). These models show both simi-
larities with respect to expression of genes involved in 
epidermal development and keratinization and varia-
tions in immune and inflammation-associated genes, as 
compared to the human disease (Swindell et al., 2011). 
Likewise, comparisons among psoriatic lesions from 
different anatomical sites reveal that scalp and skin pso-
riasis show strong similarities in immune responses. 
However, the scalp lesions show markedly higher mag-
nitude of dysregulation and enrichment of the psoriatic 
genomic fingerprint than those of skin  lesions. In addi-
tion, skin lesions are mainly associated with activation 
of TNFα/IL-17/IL-22-induced keratinocyte response, 
whereas the scalp lesions show increased modulation of 
IFNγ (Ruano et al., 2016).

The imiquimod-induced psoriasis model is most fre-
quently utilized for drug development and gene func-
tion analysis in genetic animal models. Spontaneous de-
velopment of psoriasis-like lesions is observed in many 
genetically altered animal models encompassing K5- or 
K14-promter-deriven epidermis-targeted transgene ex-
pression and less frequently epidermis-targeted gene 
knockout.

2.2.1 Imiquimod Induction of Psoriasis
Imiquimod (IMQ) is a nucleoside analog of the imidaz-

oquinoline family, and is a potent agonist for the  toll-like 
receptors (TLR)-7 and TLR-8. As a potent  immune 
modulator, IMQ is initially used for topical treatment of 
genital and perianal warts caused by human papilloma 
virus, and later expanded for other skin abnormalities, 
such as actinic keratosis and superficial basal cell carci-
nomas (BCC) (Burns and Brown, 2005; Zitelli, 2005). At 
least two distinct mechanisms contribute to IMQ’s anti-
tumor effect. First, it activates TLR-7 and TLR-8 on DC 
and  consequently NF-kB-dependent secretion of a mul-
titude of proinflammatory cytokines and chemokines, 
leading to activation of antigen-presenting cells and oth-
er components of innate immunity and, eventually, the 
mounting of a profound T-helper 1 (Th1)-mediated an-
titumor immune response.  Second, IMQ interferes with 
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adenosine receptor signaling pathways independent of 
TLR-7 and TLR-8, leading to augmentation of the pro-
inflammatory activity (Schon and Schon, 2007). It was 
inadvertently discovered that, during topical treatment 
of actinic keratoses and BCC, patients with a well-con-
trolled psoriasis developed exacerbated psoriatic lesions 
well beyond the treated area (Fanti et al., 2006; Gilliet 
et al., 2004; Patel et al., 2011; Wu et al., 2004). These le-
sions were marked by the infiltration of plasmacytoid 
DC and type I interferon activity (Gilliet et al., 2004).

Application of IMQ to mice induces inflamed scaly 
skin lesions that show hallmarks of plaque type pso-
riasis, including increased epidermal proliferation, ab-
normal differentiation and accumulation of neutrophils 
in microabcesses, neoangiogenesis, and lymphocyte 
infiltrates consisting of CD4(+) T-cells, CD11c(+), and 
plasmacytoid DC (Palamara et al., 2004; van der Fits 
et al., 2009). Such lesions are apparent after 5–6 consecu-
tive days of daily topical dose of 62.5 mg of IMQ cream 
on the shaved back and the right ear of mice. The IMQ-
induced psoriasis model has been widely used to assess 
effects of nutrients, such as resveratrol and curcumin 
on disease initiation and progression (Kjaer et al., 2015; 
Sun et al., 2013). It has also been applied to genetically 
modified animal models to determine the role of specific 
genes, such as IL-23R and IL-17R, CXCR3, and Traf3ip2 
(an NF-kB activator and an obligate adaptor for IL-17 
receptor signaling), in the elicitation of skin inflamma-
tion (Ha et al., 2014; Morimura et al., 2016; van der Fits 
et al., 2009).

2.2.2 Psoriasis Models With Keratinocyte-Targeted 
Gene Alteration
2.2.2.1 TNFα AND TNFα-CONVERTING ENZYMES

Aberrant expression of TNFα and other cytokines, such 
as IL-1, IL-17, IL-22, IL-23, IL-36, and IFNγ, is a central el-
ement underlying the pathogenesis of psoriasis. These 
molecules induce both distinct and synergistic/additive 
effects on gene expression and development of psoriasis 
(Chiricozzi et al., 2011; Nakajima et al., 2011). In particular, 
TNFα is by far the most commonly utilized biomarker for 
assessment of inflammation, and TNF inhibition repre-
sents a gold standard for the treatment of psoriasis.

At low levels, TNFα orchestrates an important pro-
tective role in stimulating chemotaxis and antimicrobial 
activity of neutrophils, macrophages, and eosinophils. 
At high levels, it induces inflammation, cachexia, hem-
orrhage, necrosis and, ultimately, death. In skin, TNFα is 
produced by keratinocytes and skin resident CD11c(+)-
DC (Cheng et al., 1992; Lowes et al., 2005). The detrimen-
tal effects of TNFα are revealed in transgenic mice with 
K14-driven expression of TNFα. These mice often die 
within 1 week after birth, and those survive after 1 week 
exhibit retarded growth with profoundly reduced adi-
pose production, epidermal necrosis, and other features 

characteristic of cachexia (Cheng et al., 1992). In psoria-
sis, aberrant TNFα activity has been linked to genetic 
polymorphisms of the cis-regulatory domain or mol-
ecules involved in TNFα regulation, such as the TACE 
(also known as ADAM17), a member of the ADAM (a 
disintegrin and metalloprotease) family membrane-an-
chored metalloproteases.

ADAM17 processes and sheds the ectodomains of 
membrane-bound pro-TNFα and other membrane-
anchored growth factors [e.g., heparin-binding EGF-
like growth factor (HB-EGF), amphiregulin and trans-
forming growth factor TGFα], cytokines, and receptors 
(Black et al., 1997; Blobel, 2005). ADAM17−/− mice die 
at birth with heart defects (Peschon et al., 1998). Mice 
with K14-Cre-mediated epidermal deletion of ADAM17 
(A17∆KC) have normal skin architecture at birth, but de-
velop pronounced defects in epidermal barrier integrity 
2 days  after birth (P2) followed by a spectrum of other 
skin defects (Franzke et al., 2012). These include curly 
whiskers, delayed hair outgrowth, shortened and disor-
ganized hair follicles, dry scaly skin, and finally chronic 
dermatitis in adults. EGFR activation is significantly 
reduced in A17∆KC skin, and topical treatment of these 
mice with recombinant TGFα significantly improved 
epidermal barrier function and decreased skin inflam-
mation. Interestingly, A17∆KC mice skin phenotypes are 
similar to those of mice lacking EGFR in keratinocytes 
(Egfr∆KC), and also overlap with those of mice with TGFα 
deletion or mutation (such as waved 1) (Singh and Cof-
fey, 2014). The ADAM17 substrates, including TNFα, 
amphiregulin, HB-EGF, and TGFα, are significantly up-
regulated in the TPA-induced psoriasis-like lesions in 
K5.Stat3C transgenic mice. Treatment of K5.Stat3C mice 
with TNFα or EGFR inhibitors attenuated the skin le-
sions (Sato et al., 2014). Overall, ADAM17 contributes to 
the development of psoriatic lesions through releasing of 
TNFα and EGFR ligands.

2.2.2.2 JUNBEPI−/− MICE

NF-kB and AP-1 family transcription factors are evo-
lutionally conserved and functionally important for a 
wide range of cellular processes, including cell prolif-
eration, cell survival, tissue homeostasis, and inflam-
mation  (Angel et al., 2001; Baldwin, 1996; Dixit and 
Mak, 2002; Eferl and Wagner, 2003; Hess et al., 2004; 
 Jochum et al., 2001). These gene regulators play distinct 
functions in the skin. NF-kB controls epidermal cell 
proliferation and prevents premature cell death dur-
ing differentiation (Seitz et al., 2000; Zhang et al., 2004). 
NF-kB plays key roles in inflammatory responses (Baker 
et al., 2011; Wullaert et al., 2011). Likewise, AP-1 pro-
teins including JunB and c-Jun are dominant regulators 
of epidermal homeostasis and abnormalities (Angel 
et al., 2001; Eckert et al., 1997; Eferl and Wagner, 2003; 
Jochum et al., 2001). In human, JunB is encoded by a 
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gene previously mapped to human PSOR6 (ch19p13), 
though the functional relevance of JunB to this locus is 
unclear. In addition, JunB mRNA level is increased (Park 
et al., 2010; Zenz et al., 2005), while its protein level is sig-
nificantly reduced in the epidermal cells of psoriatic le-
sions as compared to uninvolved or healthy skin (Haider 
et al., 2006; Johansen et al., 2004; Kulski et al., 2005).

A pathogenic effect of JunB loss-of-function is vali-
dated in mice with epidermis-targeted deletion of JunB 
(JunBEpi−/−) alone or together withc-Jun. JunBEpi−/− mice 
develop joint and skin inflammation with histologi-
cal and molecular hallmarks of psoriasis and psoriatic 
arthritis (Meixner et al., 2008; Zenz et al., 2005). These 
inflammatory skin lesions are further attributed to the 
decreased expression of the tissue inhibitor of metal-
loproteinase-3 (TIMP-3), an inhibitor of the TACE, and 
consequently uncontrolled TNFα shedding in the epi-
dermis (Guinea-Viniegra et al., 2009). TNFR1-deletion 
or epidermal reexpression of TIMP-3 alleviates skin 
inflammation and TNFα-induced cachectic-like pheno-
type (Guinea-Viniegra et al., 2009). Using this JunBEpi−/− 
mouse model, further studies show that systemic anti-
VEGF treatment markedly reduces skin inflammation 
(Schonthaler et al., 2009), nicely supporting a major role 
of angiogenesis in psoriasis and the potential of VEGF-
targeted therapies for this disease.

Consistent with these mice data, JunB-interference 
through siRNA-mediated gene silencing or expression 
of a dominant negative mutant in human keratinocytes 
leads to an increased cell proliferation and a decreased 
barrier function (Zhang et al., 2015), as well as promo-
tion to Ras-driven tumorigenesis (Jin et al., 2011). Fur-
ther ChIP-seq and RNA-seq analyses reveal that JunB 
regulates expression of an array of psoriasis-relevant 
proinflammatory molecules, such as TNFα, CXCL10, 
and CXCL11, through NF-kB.

2.2.2.3 IKK2EPI−/− MICE

The IkB kinase (IKK) complex consists of two cata-
lytic subunits (IKK1 and IKK2) and a regulatory subunit 
(IKKγ, also known as NEMO). Upon phosphorylation 
by the IKK complex, IkB proteins undergo proteoso-
mal degradation, allowing the release and activation of 
activation of NF-kB family transcription factors (Isra-
el, 2000; Karin and Ben-Neriah, 2000). IKK proteins play 
essential roles in embryonic development and tissue 
morphogenesis. IKK1 controls epidermal differentiation 
through RelB/p52, a noncanonical NF-kB signaling axis 
(Hu et al., 1999, 2001; Li et al., 1999a; Takeda et al., 1999). 
Deficiency in the X-linked NEMO gene causes inconti-
nentia pigmenti (IP) (OMIM 308300) in both mice and 
human. IP is an inherited neurocutaneous disorder char-
acterized by strips of hypopigmented skin and abnor-
malities of the teeth, skeletal system, eyes, and central 
nervous system (Makris et al., 2000; Schmidt-Supprian 

et al., 2000).  Germline deletion of IKK2 results in embry-
onic lethality with liver degeneration (Li et al., 1999b; 
Tanaka et al., 1999). Mice with K14-Cre-mediated epi-
dermis-specific deletion of IKK2 (IKK2epi−/−) develop a 
severe inflammatory skin disease which is attenuated 
by deletion of the TNFα receptor 1 (TNFR1) or elimina-
tion of skin macrophages by subcutaneous injection of 
clodronate liposomes (Pasparakis et al., 2002). However, 
this skin phenotype is irresponsive to deletion of CD18 
(granulocytes) or T-cell antigen receptor (TCRα, αβT-
cells) and the receptor for IFNγ (Pasparakis et al., 2002; 
Stratis et al., 2006). Thus, IKK2-deletion initiates IFNγ-
independent psoriasis-like skin disease whose devel-
opment requires macrophages but not granulocytes or 
αβT-lymphocytes.

Taken together, studies of various animal models 
demonstrate that keratinocyte-targeted gene alteration 
can initiate psoriasis and even arthritis-like lesions. Pre-
sumably, each relevant gene controls specific aspects of 
the disease.

2.2.3 Psoriasis Models Induced by Intradermal 
Injection of Cytokines

Psoriatic lesions are enriched with polarized subsets 
of T-cells, including T-helper 1 (Th1; CD4+), T-cytotoxic 
(TC1; CD8+), and T-helper 17 (Th17; CD4+) cells, as well 
as effector cells of innate immunity, such as neutrophils, 
plasmacytoid DCs, and CD11c+ DCs (Lowes et al., 2007). 
These immune cells are recruited and activated by differ-
ent cytokines through a chain reaction.

As expected, different cytokines elicit varying aspect 
of the disease. Intradermal injection of IL-23, a cytokine 
responsible for the induction of IL-17 production by 
γδT-cells (Cai et al., 2011), induces skin inflammation 
that shares many characteristics with human psoriasis, 
including erythematosus, hyperplasia of the epidermis 
(acanthosis), parakeratosis, and leukocyte infiltration 
(Chan et al., 2006). The development of these lesions are 
dependent on TNF, IL-20R2, and IL-17 signaling (Chan 
et al., 2006).

IL-17 drives psoriatic inflammation via distinct and 
target cell-specific mechanisms. IL-17/Trafip2 signaling 
in keratinocytes is essential for neutrophilic microab-
scess formation and keratinocyte hyperproliferation. IL-
17/Trafip2 signaling in dermal fibroblasts promotes cel-
lular infiltration and accumulation of IL-17-producing 
γδT-cells cells in skin, forming a positive feed-forward 
mechanism (Ha et al., 2014). Interestingly, IL-17 is subject 
to regulation by adiponectin, a metabolic mediator of in-
sulin sensitivity (Shibata et al., 2015). Adiponectin sup-
presses IL-17 synthesis via direct binding to AdipoR1 on 
γδ-T cells. Mice with adiponectin deficiency show severe 
psoriasiform skin inflammation with enhanced infiltra-
tion of IL-17-producing dermal γδ-T cells. Adiponectin 
is decreased in serum, skin, and fat tissues of psoriasis 
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patients. Thus, adiponectin deficiency may provide a 
mechanism underlying the relationship between psoria-
sis and metabolic disorders.

Treatment of antibiotics in adult mice ameliorates 
imiquimod-induced psoriasiform dermatitis, with de-
creasing numbers of IL-17 and IL-22 producing T-cells. 
Surprisingly, animals treated with antibiotics at neona-
tal stage show markedly exacerbated inflammatory re-
sponses when challenged with topical imiquimod and 
intradermal injection of recombinant IL-23 during adult-
hood. Using 16S rRNA gene compositional analysis, it 
is found that neonatal antibiotic treatment can lead to a 
dysregulation of gut and skin microbiota later in life and 
potentially an increased susceptibility to psoriasis dur-
ing adulthood (Zanvit et al., 2015).

In summary, each of these animal models address-
es specific aspects of human psoriasis. In spite of the 
enormous heterogeneity of human psoriasis, data ob-
tained from animal model studies provide mechanistic 
insights, and are instrumental for drug development. 
At present, systemic therapies with TNF inhibitors, in-
cluding adalimumab, etanercept, and infliximab, rep-
resent the mainstream treatment options for psoriasis. 
These agents are currently approved by the US Food 
and Drug Administration for the treatment of moder-
ate to severe psoriasis (Kerdel, 2015). Nevertheless, sys-
temic biological agents are inevitably associated risks 
of immune reactions and infection. Thus, local and 
keratinocyte-targeted therapies are highly desired, and 
maybe developed based on the findings obtained with 
animal models that address the role of keratinocytes in 
disease pathogenesis.

3 GENETIC SKIN DISEASE ANIMAL 
MODELS

3.1 Ichthyosis Vulgaris

Ichthyosis vulgaris (OMIM#146700) is characterized 
by dry, scaly skin, and propensity to the development 
of AD (eczema) and allergic responses, such as asthma. 
It is caused by loss-of-function mutations in the gene 
encoding filaggrin (Sandilands et al., 2007, 2009; Smith 
et al., 2006), and mainly treated with moisturizing agents 
(Hoppe et al., 2015).

The flaky tail mice which carry a spontaneous muta-
tion in the filaggrin gene nicely recapitulate the human 
skin phenotype. This mutation resulted in the expression 
of a lower molecular weight form of profilaggrin (220 
kDa instead of 500 kDa) that is resistant to proteolytic 
processing into filaggrin intermediates necessary for 
the production of moisturizing factors. Thus, the flaky 
tail mice are useful for both AD and ichthyosis vulgaris 
studies.

3.2 Netherton Syndrome

Netherton syndrome (NS) (OMIM 256500) is a rare 
and severe autosomal recessive congenital ichthyosi-
form dermatosis characterized by extensive skin desqua-
mation, inflammation, multiple allergies, atopic mani-
festations, and hair shaft defects. Currently, there is no 
satisfactory treatment for NS, which can be life-threat-
ening in infants, and palliative treatments are applied 
for management of skin infections, itching, and pain. 
NS is caused by truncated loss-of-function mutations of 
the serine protease inhibitor Kazal-type 5 (SPINK5), a 
gene that encodes LEKTI (lymphoepithelial Kazal-type 
inhibitor). Specifically, LETKI is an inhibitor specific for 
KLK serine protease family members (KLK5, KLK7, and 
KLK14) (Chavanas et al., 2000). KLK5 is characterized 
as an initiator upstream of KLK7 and elastase-2 (ELA2). 
The current state-of-hypothesis is that Pro-KLKs are syn-
thesized and activated by matriptase in the stratum gran-
ulosum, but rapidly inactivated by LEKTI, thus prevent-
ing premature degradation of desmosomes. The acidic 
microenvironment of stratum corneum causes the release 
of active KLKs from LEKTI, and subsequent cleavage of 
corneodesmosomal proteins in the most superficial lay-
ers of the stratum corneum, ensuring finely balanced regu-
lation of the desquamation process (Ovaere et al., 2009). 
LEKTI loss-of-function results in unopposed protease 
activities and over digestion of epidermal structural and 
barrier proteins.

As expected, Spink5−/− mice recapitulate cutaneous 
and inflammatory aspects of the NS disease includ-
ing neonatal lethality (Descargues et al., 2005; Yang 
et al., 2004), which is associated abnormal degradation 
of the desmosomal cadherins, such as Desmoglein 1 
(Dsg1) and Desmocollin-1 (Dsc1) desmoglein 1, due to 
unopposed KLK5 and KLK7 protease activities (Desc-
argues et al., 2005). The uncontrolled KLK5 activity in 
NS epidermis appears to trigger AD-like lesions through 
PAR2-mediated TSLP expression, independently of the 
environment and the adaptive immune system (Briot 
et al., 2009).

Like Spink5−/− mice, transgenic mice engineered to 
overexpress human KLK5 in the granular layer of the 
epidermis via involucrin promoter display increased 
proteolytic activity of KLK5 and its downstream 
KLK7, KLK14, and ELA2. Similar to Spink5−/−, KLK5 
transgenic mice develop an exfoliative erythroder-
ma with scaling, growth delay, and hair abnormali-
ties, as well as cutaneous and systemic hallmarks of 
severe inflammation and allergy with pruritus. The 
skin shows increased expressions of inflammatory 
cytokines and chemokines, infiltrations of immune 
cells, and markers of Th2/Th17/Th22 T-cell responses 
along with elevated levels of IgE and TSLP in serum 
(Furio et al., 2014).
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Conversely, deletion of Klk5 rescues the neonatal le-
thality of in Spink5−/− newborn mice, and reverses cu-
taneous hallmarks of NS, including skin barrier defect, 
disordered epidermal structure, and skin inflammation 
(Furio et al., 2015). Notably, Klk5 loss results in reduced 
epidermal proteolytic activity, particularly KLK7, KLK14 
and ELA2, and restoration of structural integrity of des-
mosomes and corneodesmosomes and normal epider-
mal differentiation as well as normalized expressions of 
Il-1β, Il17A, and TSLP.

Further supporting a role of KLK5 in NS, ablation of 
matriptase, a protease involved in processing of Pro-
KLKs to active KLK, dampened inflammation, prevents 
detachment of the stratum corneum, and improves the 
barrier function of the epidermis of Spink5−/− mice (Sales 
et al., 2010). Results of this study indicate a crucial role 
of matriptase in NS pathogenesis and imply a role of the 
matriptase-pro-KLK pathway in other human skin and 
inflammatory diseases.

In addition to animal models, the epidermal de-
fects is observed in organotypic 3D cultures generated 
with normal human keratinocytes transfected with 
SPINK5-targeted small interfering RNA (siRNA) and 
fibroblast-populated collagen gels (Wang et al., 2014). 
Gene silencing of KLK5 or KLK7 markedly ameliorates 
the epidermal architecture compromised by reduced 
SPINK5 expression. Together, these studies confirm a 
major role of KLK5 and its upstream and downstream 
regulators in NS.

4 ANIMAL MODELS OF SKIN CANCER

Skin cancer is by far the most common type of can-
cer of human body (Eisemann et al., 2014), accounting 
for more cases than the combined incidences of breast, 
prostate, lung, and colon cancers (American Cancer So-
ciety, 2016). BCC and squamous cell carcinoma (SCC) 
constitute the majority of nonmelanoma skin cancers, 
accounting for an annual incidence of approximately 
4 and 1 million new cases, respectively, in the United 
States alone. These cancers, especially BCC, rarely 
spread to other parts of the body, and most of them can 
be effectively treated by surgery. Among the rare types 
of nonmelanoma skin tumors are cylindorma, trico-
epithelioma, and sebaceous adenoma. These adnexal 
tumors are often observed as a mixed population in 
Brook-spiegler syndrome, an autosomal recessive disor-
der. Although mostly benign, they are difficult to treat 
due to the high multiplicity and the frequent recurrence 
after surgical removal. Melanoma incidence accounts 
for nearly 85% of skin cancer death.

The primary risk factor for skin cancer is UV radiation 
which induces DNA mutations through  cyclobutane 

pyrimidine dimers and pyrimidine [6-4] pyrimidone 
photoproducts ([6-4]PPs) (de Gruijl, 1999; Freeman 
et al., 1989; Pleasance et al., 2010). Among the most well-
characterized driver mutations are (1) gain-of-functions 
of oncogenes, such as those of the Ras-MAPK pathway 
(HRas, KRas, NRas, BRAF, and MEK) and cell cycle reg-
ulators (CDK4 and cyclinD1), and (2) loss-of-function 
mutations of tumor suppressors, such as p53, PTEN and 
PTCH, and cell cycle inhibitors, such as p16. The preva-
lence of a specific gene mutation differs among different 
skin tumors.

4.1 DMBA/TPA Two-Stage Chemical 
Carcinogenesis

4.1.1 Nonmelanoma Skin Cancer Induced by 
Chemicals

The two-stage chemical carcinogenesis protocol is 
initially developed based on anecdotal findings made 
in the 1920s that wounding of mouse skin that had pre-
viously been treated with carcinogenic tar were prone 
to skin tumor development. This protocol has since 
been optimized and widely used to study skin carci-
nogenesis of mice with different genetic backgrounds 
or targeted gene engineering (Abel et al., 2009; 
Neagu et al., 2016). In essence, it requires two stages 
(Fig. 15.2). In the initiation stage, one dose of a chemi-
cal carcinogen most frequently 7,12-dimethylbenz[a]
anthracene (DMBA), a polycyclic aromatic hydrocar-
bon, is applied topically to the shaved or hairless skin. 
DMBA is metabolized by epidermal Langerhans cells 
to DMBA-trans-3,4-diol, an intermediate inductive of 
DNA mutations (Modi et al., 2012). HRas is a primary 
target gene of DMBA in most cases with a few excep-
tions, such as Pten+/− mice, in which HRas mutation 
appear to be exclusive of Pten loss (Mao et al., 2004). 
Activating HRas mutation, typically A to T (182) trans-
version in codon 61, is detectable 3–4 weeks after DM-
BA-treatment, and is characterized as critical event 
in skin carcinogenesis. In agreement with this, trans-
genic mice that express a constitutively active HRasV12 
mutant under the control of the zeta-globin develop 
tumors without the requirement of DMBA initia-
tion (Spalding et al., 1993). Similarity, mice with K14 
promoter-driven expression of a 4-hydroxytamoxi-
fen (4OHT)-regulated HRas-ER fusion develop pap-
illomas following induction with 4OHT (Ortiz-Urda 
et al., 2005).

By the 6–10th weeks after TPA promotion, elevated 
growth of begin papillomas is readily visible. Papillomas 
may then progress to invasive SCC as early as 20 weeks 
after treatment with the promoting agent. Further pro-
gression can lead to formation of spindle cell carcinomas 
and even metastasis to lymph nodes, as observed in the 
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transgenic mice with K14-driven expression of a catalyti-
cally deficient mutant of CYLD tumor suppressor (Mili-
ani de Marval et al., 2011).

The rate and multiplicity of papilloma development 
and the frequency of malignant conversion are depen-
dent on genetic background and the dosage of car-
cinogen and promotion agents used. In general, FVB 
and SENCAR mice are more sensitive to tumor induc-
tion than BALB/c mice. In order to minimize genetic 
background-dependent variations, multigeneration 
backcrossing is highly recommended when comparing 
tumorigenesis between WT and transgenic or knock-
out mice.

4.1.2 Melanoma Induced by Chemical 
Carcinogenesis

The DMBA/TPA protocol has been recently modi-
fied to induce melanocytic nevi and melanoma (Nasti 
et al., 2016). For this, the shaved back skin of C3H/HeN 
mice was painted with 50–100 µg of DMBA in 200 µL 
of acetone, and then treated twice weekly with topi-
cal doses of 6.25–12.5 µg TPA for 20 weeks. Dysplastic 
pigmented skin lesions appear with 100% penetrance 
around 7–9 weeks after TPA. It is believed that the low 
dose TPA results in the development of fewer and de-
layed appearance of epithelial papillomas (14–15 weeks 
after TPA). In addition, withdraw of TPA leads to regres-
sion of papillomas without affecting the development of 
pigmented lesions. By the 25th week, nests of melano-
cytic cells are detected in a subset of skin draining lymph 
nodes. Approximately 50% of the derived melanoma cell 
lines contain HRas mutations and p16Ink4a loss. While the 
feasibility of this melanoma model is yet to be tested 
in other mouse strains, it might be useful for screening 

therapeutics and identifying novel pathways associated 
with nevus formation (Nasti et al., 2016).

4.2 Modeling Skin Cancer With Genetically 
Engineered Animal Models

Numerous genetically engineered animal models 
have been used to study various skin cancers, including 
BCC, SCC, and melanoma (Gober et al., 2013), as well as 
other less common adnexal skin tumors, such as cylin-
droma (Jin et al., 2016).

4.2.1 BCC
BCC is primarily caused by the activation of the Sonic 

hedgehog (SHH) signaling pathway, most frequently, due 
to loss-of-function mutation of the tumor suppressor 
Patched 1 gene (PTCH1), and, less frequently, activating 
mutations of Smoothened (SMO) and the downstream 
Gli1 and Gli2 transcript factors (Hahn et al., 1996; John-
son et al., 1996). Recapitulating human BCC, Ptch+/− mice 
and transgenic mice with K14- or K5-driven overex-
pression of SHH, an active SMO-mutant (SMO-M2), 
Gli1 or Gli2 all develop spontaneous BCC (Aszterbaum 
et al., 1999; Grachtchouk et al., 2000; Nilsson et al., 2000; 
Oro et al., 1997; Xie et al., 1998). Further studies with 
K15-driven expression of SMO-M2 in hair follicle bulge 
stem cells demonstrate that hair follicle stem cells can be 
mobilized by wounding to the interfollicular epithelium 
where they are capable of triggering BCC tumor forma-
tion (Wong and Reiter, 2011).

4.2.2 SCC
The Ras/MEK/MAPK signaling pathway is frequently 

activated in human cutaneous SCC, with HRas mutation 

FIGURE 15.2 DMBA/TPA two-stage carcinogenesis. For initiation, one subcarcinogenic dose of 7,12-dimethylbenz[a] anthracene (DMBA) 
is applied to neonatal (50 µg in 50 µL acetone) or shaved adult skin (ranging from 2.5 to 100 µg in 200 µL acetone). DMBA is metabolized by 
skin resident Langerhans cells (LC) into DMBA-trans-3,4-diol which then induces gene mutations in keratinocytes. Two weeks after initiation, a 
promoting agent, such as 12-O-tetradecanoylphorbol-13-acetate (TPA) is applied (2–4 µg in 200 µL) biweekly and continues for the duration of 
the study, typically for 20 weeks. During promotion stage, TPA stimulates cell signaling, increases production of growth factors, and generates 
oxidative stress and tissue inflammation, which together create an environment that favors clonal expansion of cells with certain gene mutations, 
such as Ras (DiGiovanni, 1992).
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detected in about 20% of human SCC samples (Bamford 
et al., 2004; Pierceall et al., 1991). Transgenic mice with 
K14-driven expression of a tamoxifen-inducible mutant 
Ras (H-RasV12) or activated MEK1 develop skin tumors 
with features consistent with SCC (Pierceall et al., 1991; 
Scholl et al., 2004). p53 loss, frequently induced by UV-
irradiation (Brash et al., 1991), represents another com-
mon feature of SCC. p53 is a potent tumor suppressor re-
quired for maintenance of genomic stability and cell cycle 
control (Hoeijmakers, 2001). p53−/− mice are sensitive to 
UV-induced skin carcinogenesis (Jiang et al., 1999). In 
addition to direct gene mutation, Ras/MAPK activation 
and p53 loss-of-function also function as important SCC-
drivers in several other mouse models including trans-
genic mice with K14-driven expression of a constitutively 
active Fyn (K14-Fyn Y528F) (Zhao et al., 2009).

Nucleotide excision repair is a key process for the 
maintenance of DNA integrity. Patients with Xeroderma 
pigmentosum (XP), a rare autosomal recessive disease 
caused by XP loss of-function mutation, is in part char-
acterized by extreme skin sensitivity to sunlight and by 
1000-fold increased risk of developing cancer at sun-ex-
posed areas of the skin. Consistently, Xpa−/− mice devel-
op skin tumors at high frequency when exposed to UV 
light, and Xpa/p53+/− double KO mice develop tumors 
earlier and with higher incidences upon exposure to car-
cinogens as compared to their single knockout counter-
parts (van Steeg et al., 2001).

4.2.3 Melanoma
Mutational activation of BRAF is the earliest and most 

common genetic alteration in human melanoma. How-
ever, BRAF mutation is not sufficient to induce melano-
ma progression. In line with this, mice engineered with 
melanocyte-targeted BrafV600E mutation via tyrosinase pro-
moter-driven expression of the tamoxifen-regulated Cre-
ER (Tyr-CreER) develop benign melanocytic hyperplasias 
that undergo senescence and fail to progress to melanoma 
(Dhomen et al., 2009). By contrast, expression of BRafV600E 
combined with Pten gene deletion in melanocytes elicits 
aggressive melanoma growth with 100% penetrance, short 
latency, and metastases to lymph nodes and lungs (Dankort 
et al., 2009). The Tyr-CreER.BrafV600E.Pten−/− mice have been 
extensively used to characterized mechanisms of chemo-
resistance (Holderfield et al., 2014; Shtivelman et al., 2014). 
It is also used to demonstrate that copper is required for 
Braf-driven melanoma tumorigenesis (Brady et al., 2014).

4.3 Modeling Skin Cancer With Human Cells

4.3.1 De Novo Human Skin Regeneration on 
Immunodeficient Mice

A key aspect of skin research is to utilize skin tissue 
models that have a human specific tissue architecture, 

an intact epidermal permeability barrier and physiologic 
connections to the systemic circulation. For this purpose, 
the de novo human skin regeneration technique has been 
proven very useful. It involves isolation of primary hu-
man keratinocytes, melanocytes, and dermal fibroblasts, 
multiplex gene transduction and subsequent seeding of 
the primary skin cells onto devitalized or synthetic hu-
man dermis, followed by skin grafting on mice with se-
vere combined immunodeficiency (SCID) (Fig. 15.3A). A 
few weeks after grafting, the regenerated tissues develop 
a multilayered skin architecture that is indistinguishable 
from normal human skin or various skin tumors. For 
example, grafts regenerated with human keratinocytes 
transduced to express Ras and active c-Jun develop histo-
logical features of human SCC including an apparent der-
mal invasion and a high rate of cell proliferation as indi-
cated by abundance of Ki-67-positive cells (Fig. 15.3B–C). 
In contrast, grafts expressing Ras and JunB display near 
normal clinical and histological appearances as mani-
fested by the clear tissue boundaries between epidermis 
and dermis, and the basal cell restricted cell proliferation 
(Jin et al., 2011). This model has been successfully used 
to demonstrate that exogenous expression of CDK4, IkBα 
mutant (the super repressor of NF-kB), and the active mu-
tants of MKK7 and JNK2 each is sufficient to couple with 
oncogenic Ras to transform normal keratinocytes into 
SCC (Dajee et al., 2002; Ke et al., 2010; Lazarov et al., 2002).

Consistent with SHH signaling pathway being a pri-
mary driver of BCC, skin grafts generated with kerati-
nocytes transduced to express SHH develop into BCC 
within 1 month after the surgery (Fan et al., 1997). The 
regenerated skin tissue model has also been used to 
study melanoma development. This involves gene trans-
duction of primary human melanocytes for expression of 
melanoma relevant genes, such as NRas, hTERT, CDK4, 
and dominant negative p53 mutant (p53DN). The gene-
transduced melanocytes are then mixed with human 
keratinocytes at 1:10 ratio for skin grafting. Pigmented 
lesions emerge and quickly develop into malignant mel-
anoma within a few weeks after grafting on SCID mice 
(Chudnovsky et al., 2005).

4.3.2 Three-Dimensional Organotypic Human Skin 
Culture

The 3D organotypic skin culture system has been 
proven valuable in understanding the epidermal-cell 
intrinsic effects and the epidermal–dermal crosstalk, 
as well as genetic and pharmacological impacts on epi-
dermal growth, differentiation, barrier formation, and 
carcinogenesis (El Ghalbzouri et al., 2002; Maas-Sz-
abowski et al., 2001; Margulis et al., 2005a; Szabowski 
et al., 2000). As depicted in Fig. 15.4A, a basic 3D skin 
culture system is composed of an upper chamber and 
lower chamber that are separated by collagen gel or 
dermal matrices, such as split thickness human dermis 
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derived from cadaver or surgically discarded skin. Hu-
man keratinocytes are seeded on the top of the dermal 
matrices placed in the top chamber. Dermal fibroblasts 
and other dermal cells are seeded in the bottom cham-
ber either as monolayer culture or with collagen gel. For 
gene function studies, cells may be infected with retro 
or lentiviruses for targeted gene expression or silencing. 
Once cells are settled in their respective compartment, 
the media on the top chamber is removed, creating an 
air–liquid interface which is critical for epidermal strat-
ification. The bottom chamber will be replenished with 
fresh media every 2–3 days. Skin rafts may be main-
tained in culture for up to 1 month, and collected at 
various time-points for histological analyses(Margulis 
et al., 2005a,b). Depending on the project needs, mela-
nocytes or melanoma cells may be seeded together with 
keratinocytes. Skin grafts may be subject to pharmaco-
logical treatments during the incubation. By using this 
3D culture system, we have found that tissues gener-
ated with cells transduced for expression of JunB dis-
play epidermal hypoplasia as indicated by the reduced 
epidermal thickness and number of Ki-67(+) cells as 
compared to the control tissues (Fig. 15.4B). A similar 
3D setting was used to demonstrate that p63, ZNF750 

and methyltransferase 1 (DNMT1) are critical for the 
maintenance of progenitor cells in the epidermis (Sen 
et al., 2010, 2012; Truong et al., 2006).

The 3D skin raft system is also nicely used to iden-
tify a key role for the extracellular matrix interaction 
network facilitated by the β1-integrin in cancer progres-
sion (Reuter et al., 2009). Moreover, this model can be 
extended to epithelial cells from other tissues, such as 
oropharynx, esophagus, and cervix, and investigate how 
genetic changes affect cancer transformation and tissue 
invasion (Ridky et al., 2010).

5 CONCLUSIONS

Animal models are instrumental in understanding 
various dermatological diseases. They will continue to 
be utilized for future studies with the incorporation of 
cutting edge technologies, such as CRISPR or lentivirus-
mediated gene targeting of embryonic skin (Beronja 
et al., 2010; Yang et al., 2013). Meantime, the 3D organo-
typic tissue culture systems are expected to emerge and 
to be optimized for more frequent use as animal free skin 
equivalents.

FIGURE 15.3 De novo regeneration of human skin tissues with defined genetic changes. (A) Diagram of de novo human skin regeneration. 
(B) Histological appearance of 6-week-old skin grafts generated on immunodeficient SCID mice with primary human keratinocytes transduced to 
express Ras and c-Jun or JunB. E, Epidermal tissue; D,dermis; M,muscle. Grafts (n = 3–5) displayed 100% phenotypic penetrance. (C) Immunoflo-
rescent staining for Ki-67, nuclei (blue, Hoechst 3342), magnification. Source: Part B and C: Reprinted from Jin, J.Y., Ke, H., Hall, R.P., Zhang, J.Y., 2011. 
c-Jun promotes whereas JunB inhibits epidermal neoplasia. J. Invest. Dermatol. 131 (5), 1149–1158.
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1 INTRODUCTION

In this chapter, we detail numerous popular models of 
kidney disease. To organize the work, we have divided 
kidney disease into its acute and chronic manifestation 
and detail models of either form of kidney disease sepa-
rately. The need for reliable models of both acute and 
chronic kidney disease is apparent from the increasing 
prevalence of these diseases in the population and the 
lack of effective therapies of these disease states to pre-
vent progression to renal failure. Animal models allow 
the analysis of these complex disease states in terms of 
pathophysiology and the testing of new therapeutics to 
determine if they may interfere with disease progression 
and prevent renal failure. These preclinical studies of 
novel therapeutics can only be as accurate as the disease 
model systems they use to represent human disease. In 
recognition of this fact, models are discussed in terms 
of their similarities to human disease and shortcomings 
are indicated. It is our hope that this work will guide 
researchers in their choice of preclinical models and in-
crease our collective ability to find solutions to progres-
sive kidney disease.

2 ACUTE KIDNEY DISEASE

Acute kidney injury (AKI) is a form of acute kidney 
disease. AKI is defined by the Acute Kidney Injury Net-
work (AKIN) as a sudden loss of renal function indi-
cated by an increase in serum creatinine of 26.4 µmol/L 
(0.3 mg/dL) or more; a 50% increase in serum cre-
atinine from baseline; or a reduction in urine output, 
oliguria (<0.5 mL/kg hourly for >6 h) (Farooqi and 
Dickhout, 2016). AKI is of critical importance in disease 
outcome, as its occurrence results in increased length of 
hospital stay and mortality (Silver et al., 2015). It also 
imparts a persistent increased risk of chronic kidney 
disease (CKD): 10-fold, end stage renal disease (ESRD): 
3-fold, and premature death: 2-fold (Silver et al., 2015). 
Therapy for AKI is mainly supportive, with initiation 
of dialysis upon acute renal failure. As such, AKI repre-
sents a class of renal disease where exploration into ef-
fective therapies may take place. As AKI is difficult to 
diagnosis until after renal injury has occurred and serum 
creatinine is a trailing biomarker of AKI, animal models 
of AKI offer hope of developing effective interventions 
into AKI. These interventions then may be tested in a 
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human population at high risk of AKI, prophylactically. 
AKI can be classified by cause into three categories, pre-
renal, intrinsic, and postrenal AKI.

2.1 Prerenal Acute Kidney Injury

Prerenal AKI is caused by hypoperfusion of the kid-
ney, either absent blood flow [renal ischemia/reperfu-
sion injury (IRI)] or reduced blood flow (renal artery 
stenosis). In humans, prerenal AKI is typically caused by 
constriction or obstruction of the blood vessels supply-
ing the kidney (Devarajan, 2006). Animal models mimic 
this effect by surgically clamping or clipping renal arter-
ies to prevent/reduce renal blood flow (Al-Suraih and 
Grande, 2014; Wei and Dong, 2012) or inserting a copper 
stent to induce stenosis (Lerman et al., 1999). These ani-
mal models of prerenal AKI develop reduced renal func-
tion, as well as increased endoplasmic reticulum (ER) 
stress, apoptosis, inflammation, and fibrosis.

2.1.1 Renal Ischemia/Reperfusion
Renal IRI is caused by hypoperfusion of the kidney 

due to decreased cardiac output or constriction or ob-
struction of the blood vessels supplying the kidney 
(Devarajan, 2006). Risk factors for renal ischemia in hu-
mans include being over 50 years old, smoking, hyper-
tension, diabetes, hypercholesterolemia, having a family 
history of coronary artery disease, bilateral renal artery 
stenosis, having only one kidney, and having one dam-
aged kidney. The damage seen in animal models of re-
nal ischemia is typically worse than human kidneys that 
have undergone ischemia.

This animal model of renal IRI restricts blood flow to 
the kidney, preventing oxygen from reaching the cells. 
However, this does not happen uniformly throughout 
the kidney, and blood flow is mainly reduced in the out-
er medulla (Devarajan, 2006; Venkatachalam et al., 1978). 
The medullary thick ascending limb and the S3 segment 
of the proximal tubules require high oxygen consump-
tion; therefore, ischemia tends to result in damage pri-
marily occurring in the corticomedullary region of the 
kidney (Venkatachalam et al., 1978), outer medulla (OM) 
(Fig. 16.1). However, with an increased ischemic time, 
the damage extends to the inner medulla (IM) (Fig. 16.1). 
Under ischemic conditions, glomerular filtration rate 
(GFR) is reduced and solute transport to the thick as-
cending limb is decreased to maintain oxygen levels. 
This increases production of reactive oxygen species 
(ROS), which work to further reduce GFR and increase 
activity, and therefore oxygen consumption, of the thick 
ascending limb (Venkatachalam et al., 1978). Renal isch-
emia increases serum creatinine levels and blood urea 
nitrogen levels.

Renal ischemia/reperfusion surgery is performed in 
an anaesthetized animal by clamping off the renal artery 

(or arteries) with an atraumatic microvascular clamp for 
a predetermined amount of time. The clamps are then re-
moved, and the kidneys reperfuse (Wei and Dong, 2012). 
There are three methods of performing renal ischemia/
reperfusion surgery: (1) bilateral renal ischemia, where 
both renal arteries are clamped and both kidneys un-
dergo ischemia and subsequent reperfusion (Wei and 
Dong, 2012) (Fig. 16.1); (2) unilateral renal ischemia, 
where only one renal artery is clamped and one kidney 
undergoes ischemia and reperfusion (Le Clef et al., 2016); 
and (3) uninephrectomy (UNX) with unilateral renal 
ischemia, where one kidney is removed from the animal 
and the remaining kidney undergoes ischemia/reperfu-
sion via renal artery clamping (Skrypnyk et al., 2013). Af-
ter removal of the artery clamp(s), the animal is allowed 
to recover and is sacrificed at a time point determined 
by experimental end point. Earlier time points (hours 
to days) allow analysis of ER stress, inflammation, and 
apoptosis. Longer time points (days to weeks) allow ex-
amination of the fibrotic response. Renal injury in this 
model tends to be correlated to nephron mass. That is, in 
the UNX/unilateral IRI model, the animals develop sig-
nificantly more chronic damage than the bilateral or uni-
lateral IRI models, as they have reduced nephron mass 
caused by UNX (Cau et al., 2009).

Bilateral IRI is the model most similar to human re-
nal ischemic injury, where both kidneys receive reduced 
blood supply. Renal function and functional recovery 
can be measured in this model (via serum creatinine 
analysis), unlike in the unilateral renal ischemia model. 
Serum creatinine levels should be elevated by 24 h, and 
depending on the severity of the model, will decrease 
or continue to increase until sacrifice/death (Wei and 
Dong, 2012). Unilateral renal IRI (without UNX) does not 
allow for measurement of renal function, as the remain-
ing nonischemic kidney will compensate for reduced 
function of the injured kidney. Interestingly, the unilat-
eral renal ischemia model develops more severe fibrosis 
than the bilateral model. As such, it is often used as a 
model of post-AKI fibrosis. UNX with unilateral renal 
ischemia reduces variability in results, when compared 
with bilateral renal ischemia (Skrypnyk et al., 2013). 
It also reduces surgery times, as it takes less ischemic 
time to cause similar levels of damage, when one kid-
ney has been removed. However, fewer animals actu-
ally develop renal insufficiency in this model (Skrypnyk 
et al., 2013). Typically mice are used for IRI studies 
due to the availability of numerous transgenic strains; 
however, mice tend to demonstrate inconsistent results 
with regards to injury severity. Alternatively, rats, rab-
bits, and dogs have also been used to study renal IRI. 
While the molecular and cellular responses to IRI are 
complicated and not fully understood, it is known that 
this model causes ER stress, apoptosis, inflammation, 
and fibrosis.
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Protein folding in the ER is inhibited by prolonged 
lack of oxygen, ischemia, resulting in ER stress and ac-
tivation of the unfolded protein response (UPR). It 
has been suggested that UPR activation is actually up-
regulated via the reperfusion stage of IRI, not ischemia 
(Montie et al., 2005). The UPR is activated within minutes 
of reperfusion, with increased expression of the molecu-
lar chaperone, GRP78; the proapoptotic protein, CHOP; 
and phospho-eIF2α (Montie et al., 2005; Yang et al., 2014). 
As with structural damage, the primary location for ER 
stress marker expression is the corticomedullary junc-
tion (Montie et al., 2005). Within 24 h of reperfusion, ER 
stress marker expression is typically decreased (Yang 
et al., 2014). Preventing ER stress by enhancing protein 
folding with a small molecular chemical chaperone pre-
vents tubular injury, tubular necrosis, and tubular apop-
tosis (Gao et al., 2012). Further, knockout of CHOP pro-
tects the kidney from decreased renal function, structural 
damage, and apoptosis (Noh et al., 2015). Induction of ER 
stress and activation of the UPR can lead to various forms 
of cell death, such as necrosis, apoptosis, and pyroptosis 
(inflammatory apoptosis) (Yang et al., 2014).

Pyroptosis is characterized by activation of caspase-1. 
Caspase-1 activates proinflammatory cytokines, such as 
IL-1β and IL-18 (Yang et al., 2014). Preventing ER stress, 
specifically the upregulation of CHOP, can prevent the 
initiation of pyroptosis, indicating this inflammatory cell 
death is induced by ER stress. However, bone marrow 

transplants between wild-type and CHOP knockout 
mice demonstrate that the lack of CHOP in inflamma-
tory cells is not protective against IRI (Yang et al., 2014).

ER stress and apoptosis are intertwined in renal isch-
emic injury. ER stress activates signaling pathways that 
lead to increased expression or activation of proapop-
totic proteins (Yang et al., 2014). The proapoptotic fam-
ily of caspases plays a significant role in IRI-mediated 
apoptosis, though the roles and pathways of each in-
dividual protein are still being determined. Caspase-11 
activation is induced by CHOP, as is activation of its 
effector, caspase-1 (Yang et al., 2014), while GSK3β up-
regulates Bax expression, causing caspase-3 activa-
tion (Wang et al., 2010). Interestingly, melatonin inhib-
its caspase-3 activation in IRI, preventing apoptosis 
(Kunduzova et al., 2003). NGAL has also been shown 
to inhibit caspase-3 activation, as well as Bax expression 
(Zang et al., 2014). Using IGF-1 and a caspase inactiva-
tor, researchers were able to demonstrate that inhibiting 
apoptosis can prevent IRI-induced inflammation. Ad-
ministering the apoptosis inhibitors prior to the onset of 
apoptosis prevented inflammation, while administration 
after the onset of apoptosis did not (Daemen et al., 1999).

The inflammatory response initiated by IRI is caused 
by endothelial and tubular cell dysfunction. Tubular 
atrophy and decreased cellular adhesion occurs with 
renal ischemic injury. β1-Integrin is a transmembrane 
protein found on the basal surface of renal tubular 

FIGURE 16.1 Bilateral ischemia/reperfusion (IR)–induced acute kidney injury (AKI) in cortex (Cx), outer medulla (OM), and inner me-
dulla (IM) compared to sham. To induce ischemia, the right and left renal arteries of C57BL/6 male mice were clamped for 55 min. Blood flow 
was then allowed to recover for 48 h before sacrificing the animals. Periodic acid-Schiff staining shows IR-induced nephropathy depicted in the 
figure by cellular casts (arrows) in Cx, OM, and IM; loss of brush borders in proximal tubular cells (arrow head) in Cx; tubular dilation (asterisk) in 
Cx. Images were taken with an Olympus BX41 microscope using 10× (scale bar: 500 µm) and 40× (scale bar: 200 µm) objectives.
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epithelial cells. It acts as a cellular receptor for extracellu-
lar matrix (ECM) proteins, such as type IV collagen, and 
works to protect cell adhesion and epithelium integrity  
(Molina et al., 2005). Activated β1-integrin promotes 
adhesion, while decreased levels of β1-integrin contrib-
ute to renal tubular epithelial cell detachment into the 
tubule lumen. Mice treated with HUTS-21, which pro-
motes activation of β1-integrin, prevented IRI, TNF-α ac-
tivation, macrophage and T-lymphocyte infiltration, and 
intratubular protein cast formation caused by epithelial 
cell detachment (Molina et al., 2005). Directly inhibiting 
TNF-α activation protects renal function and prevents 
tubular necrosis, cell loss, intratubular debris, fibrosis, 
and tubular atrophy. Further, it prevents infiltration of 
CD3+ cells, as well as activation of p38 and MAPK (Cau 
et al., 2009). Toll-like receptors (TLR) activate the innate 
immune response, with TLR4 playing a key role in isch-
emia-induced IL-6 production. TLR4 knockout mice are 
protected from renal ischemic injury, as well as leuko-
cyte infiltration into renal tissue (Chen et al., 2011). TLR2 
is also increased in renal tubular epithelial cells after 
ischemia. Further, inactivation of TLR2 protected mice 
from IRI-mediated structural injury, as well as reduced 
neutrophil infiltration and expression of monocyte che-
moattractant protein (MCP)-1, TNF-α, IL-6, and IL-1 
(Leemans et al., 2005).

IRI-induced inflammation involves many types of in-
flammatory cells, such as neutrophils, macrophages, natu-
ral killer (NK) cells, and T cells (Akcay et al., 2009). The role 
of neutrophils in the IRI-induced inflammatory response 
is controversial. They are the first cells to infiltrate the re-
perfused kidney, but they do not appear to have much 
clinical significance (Patschan et al., 2012). Inhibiting mac-
rophage production protects the kidney from IRI; simi-
larly, a lack of T cells, as exemplified in nu/nu-mice and 
Rag-1 knockout mice, also protects from ischemic damage 
(Burne et al., 2001; Mombaerts et al., 1992). However, it 
has been suggested that CD4+ T cells can be protective 
or injurious, depending on the balance of IFN-γ and IL-4 
production (Patschan et al., 2012). NK cells are essential in 
the innate immune response, as they are responsible for 
mediating neutrophil infiltration and IFN-γ production; 
recruitment of NK cells from the spleen can protect the 
kidney from ischemic injury (Zhang et al., 2014). Rapamy-
cin, an immunosuppressant that increases NK cell infiltra-
tion in the kidney, was found to be renoprotective shortly 
after ischemic injury, preventing increased serum creati-
nine and blood urea nitrogen levels; however, rapamycin 
proved to aggravate renal injury long term (7 days after 
reperfusion) (Zhang et al., 2014).

As mentioned, fibrosis is an irreversible chronic result 
of IRI, and is aggravated by reduced nephron mass. IRI 
induces production of fibronectin and deposition of col-
lagen, as well as increases renal expression of TGF-β1 
(Chuang et al., 2014). Fibrosis occurs at a late stage, as 

it is caused by aberrant repair of the injured kidney. Ac-
tivated macrophages remain present as the kidney is re-
paired; however, these macrophages produce profibrotic 
cytokines, increasing the rate and severity of fibrosis 
(Bonventre and Yang, 2011). Further, renal tubular epi-
thelial cells undergo changes in proliferation, resulting in 
a secretory phenotype that increases production of pro-
fibrotic growth factors, such as TGF-β1 (Bonventre and 
Yang, 2011). TGF-β1 is responsible for activating supple-
mentary profibrotic mechanisms through the induction 
of profibrotic gene expression. After binding with TGF-
β1, the TGF-β1 receptor interacts with Smad2/3, which 
enters the nucleus to regulate transcription of target pro-
fibrotic genes (Chuang et al., 2014).

Ischemic preconditioning is a mechanism used to pro-
tect against further ischemia or nephrotoxic insults. IRI 
preconditioning has been shown to protect the kidney 
from further ischemic damage from 15 min to 8 days 
after the initial ischemic injury (Joo et al., 2006; Park 
et al., 2001). Typically, the preconditioning insult causes 
the normal response seen with renal ischemia. However, 
the secondary ischemic insult is protected from decreased 
renal function and renal structural injury, including tu-
bular dilation, tubular swelling and necrosis, medullary 
luminal congestion, and hemorrhage (Joo et al., 2006; 
Park et al., 2001). Inflammatory markers, such as activat-
ed JNK, p38, and MAPK, are reduced (Park et al., 2001), 
as are ER stress markers, such as GRP78, phospho-PERK, 
ATF4, and sXBP-1 (Joo et al., 2006), and apoptotic mark-
ers, caspase-12 and cytochrome-c (Wu et al., 2009). While 
ischemic preconditioning proves to be renoprotective in 
rodents, its clinical significance is still being studied.

2.1.2 Renal Artery Stenosis
Renal artery stenosis is the narrowing of arteries trans-

porting blood to the kidney(s). It is primarily caused by 
atherosclerosis in humans, and increases risk of devel-
oping hypertension, CKD, as well as cardiac morbidity 
and mortality (Al-Suraih and Grande, 2014). Much of 
the tissue injury caused by renal artery stenosis is due 
to ischemia, as the narrow arteries cause renal hypoper-
fusion. Risk factors for developing renal artery stenosis 
include age; being female; having hypertension or other 
vascular diseases, CKD, or diabetes; smoking; and high 
cholesterol. Animal models of renal artery stenosis de-
velop characteristics found in human renal artery ste-
nosis, such as renovascular hypertension, decreases in 
cortical and whole kidney volume, decreases in cortical 
and whole kidney blood flow, and impaired renal func-
tion. The decreases in renal volume and blood flow cor-
relate to the severity of the stenosis, similar to human 
disease (Lerman et al., 1999). Unilateral renal artery ste-
nosis produces a significant difference between the sizes 
of the kidneys; however, reduced renal size is not nec-
essarily found in bilateral renal artery stenosis (Lerman 
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et al., 1999). Animals with atherosclerosis, as well as re-
nal artery stenosis, develop more severe disease. They 
have reduced intrarenal microvascular density, as well 
as increased fibrosis, tubular damage, ROS, and renal 
microvascular media-to-lumen ratio (Sun et al., 2016). 
Histologically, animal models also develop vacuoliza-
tion of tubular epithelial cells, crescent-shaped struc-
tures (mainly composed of podocytes) in the glomeruli, 
and additional podocytic injury; further, small renal ar-
teries develop concentric intimal hyperplasia.

Porcine models of renal artery stenosis are commonly 
used due to comparable renal anatomy and physiology 
between pigs and humans. Due to this, the pathophysi-
ology resulting from artificially induced renal artery 
stenosis is similar to naturally occurring renal artery ste-
nosis in humans. For example, the intravascular copper 
stent model includes development of a vascular lesion 
(Lerman et al., 1999). This model is also noninvasive, 
which puts less stress on the animals involved. It in-
volves percutaneously using a balloon to embed a copper 
wire in the renal artery, which causes stenosis. Invasive 
models of renal artery stenosis include the two-kidney/
two-clip model, the two-kidney/one-clip model, and the 
one-kidney/one-clip model, and can be performed in 
mice, rats, dogs, and pigs (Al-Suraih and Grande, 2014). 
These models are comparable to the IRI models (bilat-
eral, unilateral, and unilateral with UNX), though with 
reduced renal blood flow instead of absent renal blood 
flow. These models are sensitive to antagonists of the 
renin–angiotensin (Ang) system, as well as changes in 
sodium intake (Grossman, 2010). Animals are typically 
sacrificed 4–12 weeks after initiation of the model.

Limited research has been conducted examining the 
mechanisms and roles of ER stress, apoptosis, and in-
flammation in renal artery stenosis. As much of the dam-
age in renal artery stenosis models is caused by reduced, 
but not absent, blood flow to the kidney(s), it is likely that 
much of the damage found is caused by similar mecha-
nisms as those found in IRI models. ER stress is upregu-
lated in this model, and therefore it is likely to play a role 
in the development of renal damage, as well as induc-
tion of apoptosis and inflammation (Yang et al., 2014). 
ER stress markers, such as CHOP and GRP94, have been 
found to be upregulated in endothelial and proximal tu-
bular cells of kidneys that undergo this model, but not in 
distal tubular cells (Zhu et al., 2013).

As mentioned, little research has been conducted to 
examine apoptosis in depth; researchers tend to sim-
ply note the presence or absence of apoptosis (TUNEL 
staining) (Chade et al., 2003; Favreau et al., 2010; Zhu 
et al., 2013), but not examine the mechanism(s) from 
which it develops. Increased levels of the proapoptotic 
protein, CHOP, may play a role in the increased apop-
tosis found in this renal artery stenosis model (Zhu 
et al., 2013); however, it has also been suggested that 

apoptosis is induced by ROS (Lerman et al., 2009). Apop-
totic markers, such as increased cleaved caspase-3 and 
reduced Bcl-2, are found in the kidney of this model. In-
terestingly, mesenchymal stem cells, which have vascu-
lar repair qualities, reduce both ER stress and apoptosis 
in this model (Zhu et al., 2013).

In the copper stent model, inflammatory cell infiltra-
tion occurs in the renal artery near the location of the 
stent; this is primarily comprised of neutrophils, which 
are bordered by lymphocytes and macrophages. Occa-
sional mononuclear cells can be found in the interstitium 
of the kidney of this model (Lerman et al., 1999). Inflam-
matory markers TNF-α and IL-1β are also increased in 
a model of unilateral renal artery stenosis; their expres-
sion was reduced by infusion of mesenchymal stem cells 
(Zhu et al., 2013). NF-kB, which is involved in a proin-
flammatory signaling pathway as well as a fibrotic path-
way, was found to be significantly increased in a model 
of atherosclerotic renal artery stenosis, but not in a model 
without atherosclerosis (Sun et al., 2016). As mentioned, 
inhibiting apoptosis can prevent inflammation in IRI 
kidneys (Daemen et al., 1999). While this mechanism has 
not been studied in renal artery stenosis, it is possible 
that a similar system exists, whereby apoptosis leads to 
inflammation.

Renal artery stenosis causes renal fibrosis, which is 
worsened with atherosclerosis (Sun et al., 2016) or hy-
percholesterolemia (Chade et al., 2003), an atherosclerotic 
simulator. As mentioned, NF-kB, which activates profi-
brotic cytokines, is increased in tubular, interstitial, and 
glomerular cells. TGF-β is also increased in the renal tu-
bules and glomeruli. Hypercholesterolemia increased lev-
els of fibrosis, NF-kB, but not TGF-β in this model (Chade 
et al., 2003). When Smad3, which is downstream of TGF-β, 
is genetically knocked out of a mouse, the animal is almost 
entirely protected from renal artery stenosis. The kidneys 
developed less tubular atrophy, interstitial inflammation, 
and interstitial fibrosis (Warner et al., 2012).

2.2 Intrinsic Acute Kidney Injury

Intrinsic AKI is caused by structural damage to the 
kidney, specifically the glomeruli, renal tubules, and in-
terstitium. Damage to these structures results in acute 
tubular necrosis, typically caused by nephrotoxic sourc-
es or ischemia. Damage is primarily found in the proxi-
mal tubules, though severe cases can also damage the 
distal tubules. Causes of intrinsic AKI include toxins and 
drugs, damage to the striated muscle, and sepsis.

2.2.1 Antibiotics
2.2.1.1 AMINOGLYCOSIDES

The effect of aminoglycosides on the kidney is most 
commonly studied using gentamicin. Gentamicin is 
frequently used to combat severe infections caused by 
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Gram-negative bacteria (Singh et al., 2012). It induces 
AKI by binding to phospholipids on the brush border, 
then translocating to the transmembrane protein, mega-
lin. It is then endocytosed into the cell, where it binds 
to phospholipids in the lipid bilayer, reducing phospho-
lipase activity and phospholipid metabolite production 
(Singh et al., 2012). Gentamicin alters other factors that 
may play a role in nephrotoxicity as well, such as su-
peroxide anion and hydroxyl radical generation, antioxi-
dant defense systems, and the renin–Ang system (Singh 
et al., 2012). Gentamicin accumulates in proximal tubu-
lar cells, altering the function of organelles. This results 
in tubular necrosis, proximal tubular cell vacuolization, 
mesangial hypercellularity, glomerular endothelial cell 
proliferation, cortical interstitial edema, and dilation and 
congestion of intertubular capillaries.

Typically, AKI is induced in animal models via intra-
peritoneal injection at a dose of 100 mg/kg for 5 days 
(Erdem et al., 2000), though other doses and end points 
have been used as well (40–200 mg/kg twice a day, for up 
to 14 days) (Bledsoe et al., 2008; Ortega et al., 2005; Volpini 
et al., 2006). While subcutaneous (Bledsoe et al., 2008) 
and intramuscular (Volpini et al., 2006) injections are also 
used, the intraperitoneal injection is the most similar to 
aminoglycoside-induced AKI in a clinical setting. The 
gentamicin model of AKI is typically performed on rats, 
as they are most similar to human gentamicin-induced 
nephrotoxicity (Suzuki et al., 1995), but other species are 
also used, such as mice (Whiting et al., 1981), dogs (Kai 
et al., 2013), and minipigs (Cui et al., 2015).

Gentamicin, once endocytosed, is reallocated into or-
ganelles via retrograde endosomal trafficking, including 
the ER and lysosomes (Sandoval et al., 2000). This absorp-
tion into the ER may be what initiates ER stress, which is 
exemplified by increased GRP78 and GRP94 expression 
and XBP1 splicing. Additionally, gentamicin treatment 
slightly increases renal expression of caspase-12 (Peyrou 
et al., 2007), as well as other apoptotic markers, such as 
caspase-3 (Bledsoe et al., 2008; Cui et al., 2015), cyto-
chrome-c, and Bax (Suh et al., 2013). In vitro work dem-
onstrates that apoptosis is dependent on the amount of 
drug accumulation in the cells (El Mouedden et al., 2000), 
though gentamicin-mediated lysosomal rupture also 
contributes to activation of proapoptotic pathways via 
protease release (Schnellmann and Williams, 1998). Fur-
ther, it has been suggested that storage of gentamicin in 
lysosomes and other organelles is protective; however, 
gentamicin damages the lysosomal membrane (Servais 
et al., 2005), resulting in its release from the lysosome 
into the cytosol (Servais et al., 2006). Once in the cytosol, 
it activates the mitochondrial apoptosis pathway, induc-
es oxidative stress, and decreases ATP stores (Morales 
et al., 2010; Simmons et al., 1980). Gentamicin induces 
upregulation of proinflammatory markers, such as NF-
kB (Cui et al., 2015), TNF-α, MCP-1, and ICAM-1, and 

infiltration of monocytes/macrophages and neutrophils 
(Bledsoe et al., 2008). It is believed that oxidative stress 
is responsible for the activation and nuclear transloca-
tion of NF-kB, which then regulates activation of the 
proinflammatory cytokines, chemokines, and adhesion 
molecules (Bae et al., 2014). After 10 days of gentamicin 
treatment, myofibroblasts are found in the renal intersti-
tium, though fibrosis has yet to develop; several weeks 
after cessation of gentamicin treatment, fibrosis can be 
found in the kidney. This suggests that the interstitial 
myofibroblasts, which secrete ECM proteins and TGF-β, 
may encourage the development of gentamicin-induced 
fibrosis (Bledsoe et al., 2008).

2.2.1.2 NUCLEOSIDES

Tunicamycin is the most common agent used to study 
the effects of nucleoside antibiotics on the kidney. It is 
also commonly used in vitro to study the effects of ER 
stress in various cell types (Bassik and Kampmann, 2011). 
Tunicamycin inhibits protein glycosylation, resulting in 
vacuolization of the renal tubular epithelium and acute 
tubular necrosis (Carlisle et al., 2014). Tunicamycin is 
typically administered intraperitoneally at a dose of 
0.5–1.0 mg/kg for 3 days (Carlisle et al., 2014; Marciniak 
et al., 2004). The principal area of renal damage caused 
by tunicamycin occurs in the corticomedullary region of 
the kidney (Carlisle et al., 2014) (Fig. 16.2).

By inhibiting N-linked glycosylation, tunicamycin in-
duces ER stress, such as increased GRP78, and the pro-
apoptotic protein, CHOP. CHOP is upregulated specifi-
cally in proximal tubular cells (Carlisle et al., 2014). CHOP 
knockout mice and mice with mutant GADD34 are re-
sistant to tunicamycin-mediated renal damage (Carlisle 
et al., 2014; Marciniak et al., 2004), suggesting ER stress-
mediated apoptosis is the primary mechanism of renal 
damage. Male and female mice actually have different 
responses to tunicamycin; female mice are more suscep-
tible to damage in the S3 segment of the proximal tubule 
(Fig. 16.2, female), while male mice, and female mice pre-
treated with testosterone, are more susceptible to damage 
in the outer cortex (S1 and S2 segments). Female mice also 
demonstrate reduced expression of ER stress markers and 
proapoptotic markers (Hodeify et al., 2013). While limited 
studies have been performed on tunicamycin and renal 
inflammation, it has been noted that knockout of the in-
flammatory cytokine TNF-α or its receptor TNF-α-R1 
results in increased sensitivity to tunicamycin-mediated 
ER stress and renal injury (Huang et al., 2011). While it is 
unknown if tunicamycin induces a fibrotic response, it is a 
likely outcome, as ER stress tends to facilitate the develop-
ment of fibrosis (Tanjore et al., 2013).

2.2.1.3 CALCINEURIN INHIBITORS

Calcineurin inhibitors are administered to transplant 
patients because of their immunosuppressive properties. 
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The most common calcineurin inhibitors are cyclospo-
rine and tacrolimus, which have both been used for de-
cades (Naesens et al., 2009). Cyclosporine and tacrolimus 
competitively bind to molecules causing inhibition of the 
phosphatase activity of calcineurin. This alters the trans-
location of the nuclear factor of activated T cells (NFAT), 
and reduces T-cell activation (Naesens et al., 2009). It has 
been hypothesized that the immunosuppressive action 
of calcineurin inhibitors is correlated with their nephro-
toxicity, suggesting that inhibition of calcineurin causes 
renal damage (Sigal et al., 1991). Apart from their im-
munosuppressive properties, calcineurin inhibitors also 
cause endothelial cell function impairment, resulting in 
vasoconstriction of glomerular arterioles and reduced 
blood flow. This leads to necrosis, hyalinosis of cells in 
afferent arterioles, and vacuolization of proximal tubu-
lar cells. These outcomes are consistent in both humans 
and animals, indicating translatability between species 
(Naesens et al., 2009).

In animals, cyclosporine is administered intraperi-
toneally or subcutaneously at a dose of 7.5–15.0 mg/
kg/day (Islam et al., 2001; Pallet et al., 2008; Thomas 
et al., 1998). Tacrolimus is administered to the animal via 
ingestion or oral gavage (0.1–12 mg/kg/day) (Hoskova 
et al., 2014; Malinowski et al., 2010), intravenously at a 
dose of 0.5 mg/kg (McLaughlin et al., 2003), or intraperi-
toneally at 2 mg/kg/day (Al-Harbi et al., 2014).

ER stress is induced in the kidney, as demonstrat-
ed with increased GRP78 expression in rats (Pallet 

et al., 2008) and humans (Lhotak et al., 2012). It has 
been suggested that calcineurin inhibitors do not di-
rectly induce ER stress, but that vascular dysfunction 
causes hypoxia, which causes ER stress. As calcineu-
rin inhibitors induce hypoxia (Zhong et al., 1998), it is 
likely that apoptosis occurs via the same mechanism 
as in IRI. Calcineurin inhibition may also directly in-
duce proapoptotic genes, thereby increasing apopto-
sis in proximal tubular and interstitial cells (Servais 
et al., 2008). Calcineurin inhibitors are used as immu-
nosuppressants and antiinflammatories; nonetheless, 
subclinical inflammation, with macrophage infiltra-
tion, is associated with calcineurin inhibition (Thomas 
et al., 1998). Cyclosporine induces fibrosis and fibrotic 
markers are increased, such as vimentin, fibronectin, 
type III collagen (Pallet et al., 2008), type I collagen, 
type IV collagen, and TGF-β1 (Islam et al., 2001). In-
terestingly, fibrosis and expression of fibrotic mark-
ers were prevented with ER stress inhibition (Pallet 
et al., 2008). Further, inhibiting TGF-β1 expression 
prevents renal function decline, arteriolar hyalinosis, 
and collagen expression; however, interstitial damage 
is worsened with TGF-β1 inhibition (Islam et al., 2001). 
In vitro work indicates that cyclosporine acts directly 
on tubulointerstitial fibroblasts and proximal tubular 
cells to increase collagen (Wolf et al., 1990). Acute renal 
damage caused by calcineurin inhibitors can progress 
to CKD, and can also cause hypertension (Naesens 
et al., 2009).

FIGURE 16.2 Tunicamycin (TM)-induced acute kidney injury (AKI in cortex (Cx), outer medulla (OM), and inner medulla (IM) compared 
to sham. Female mice were treated with saline (sham) or TM (single-bolus injection, 0.5 mg/kg) and sacrificed 3 days later. Periodic acid-Schiff 
staining revealed TM-induced damage to proximal convoluted tubules in Cx (arrows) and pars recta in OM (asterisks). Images were taken with an 
Olympus BX41 microscope using 10× (scale bar: 500 µm) and 40× (scale bar: 200 µm) objectives.
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2.2.1.4 CHEMOTHERAPEUTICS

Chemotherapeutics, such as cisplatin, can cause AKI 
in up to one-third of patients. Cisplatin is a nephro-
toxic antineoplastic drug used to treat solid-organ can-
cers (Miller et al., 2010). Cisplatin is freely filtered by 
the glomerulus, and becomes trapped in the renal cor-
tex (Ozkok and Edelstein, 2014), causing acute tubular 
necrosis, dilation of proximal convoluted tubules, and 
sloughing of the epithelium, particularly in the cortico-
medullary region. Animals treated with cisplatin also 
display adverse clinical signs, such as altered behavior, 
anorexia, and dehydration (Peyrou et al., 2007).

Cisplatin is typically administered to mice or rats 
at a single intraperitoneal dose of 5–40 mg/kg; how-
ever, studies have used doses up to 100 mg/kg (Singh 
et al., 2012) or daily injections (Peyrou et al., 2007). Renal 
failure is induced within 72 h (Singh et al., 2012). The 
single-dose model is not directly translatable to human 
disease, as the animals are often administered a high 
dose of the drug, and then sacrificed days later. Low-
dose/single-injection studies are somewhat relevant, as 
human patients often develop AKI after a single cispla-
tin treatment. A study providing mice with high-dose/
single-injection or low-dose/weekly treatments of cispl-
atin, similar to what would be performed in human dis-
ease, revealed differences in renal function, renal injury, 
apoptosis, necrosis, inflammation, and fibrosis between 
the two treatments (Sharp et al., 2016).

Cisplatin has been shown to induce expression of 
ER stress markers in kidney cells both in vitro (Liu and 
Baliga, 2005) and in vivo (Peyrou et al., 2007). How-
ever, the UPR pathways do not appear to play a role 
in cisplatin-mediated apoptosis. ER stress–induced 
activation of caspase-12 appears to be responsible for 
cisplatin-induced cell death. Caspase-12 is induced by 
ER stress, but not by the pathways of the UPR (Mandic 
et al., 2003); thus, it is likely that caspase-12 is activat-
ed by protein aggregation and inhibiting protein mis-
folding could prevent cisplatin-induced acute tubular 
necrosis. Interestingly, inhibiting caspase activity, and 
thus preventing cellular autophagy, worsens renal dam-
age and function in cisplatin-treated C57BL/6 mice 
(Herzog et al., 2012), though knockout of caspase-1 
alone reduces injury (Faubel et al., 2004). The proinflam-
matory response induced by cisplatin results in infiltra-
tion of T cells, neutrophils, macrophages, and mast cells 
(Ozkok and Edelstein, 2014), as well as activation of 
cytokines, such as IL-1β, IL-6, NF-kB (Sung et al., 2008), 
TGF-β (Faubel et al., 2007), and TNF-α (Ramesh and 
Reeves, 2002). Inhibiting TNF-α expression, by pharma-
cological or genetic means, reduces cisplatin-mediated 
injury (Ramesh and Reeves, 2002), suggesting TNF-
α is pivotal to cisplatin-mediated AKI. TLRs on renal 
parenchymal cells also play a significant role in cispl-
atin-mediated inflammation, activating the p38–MAPK 

pathways (Zhang et al., 2008). Fibrosis can occur with 
single-dose (Yamate et al., 2005) or repeated-injection 
(Sharp et al., 2016) cisplatin treatment. Fibrosis occurs 
primarily in the corticomedullary region, and kidneys 
demonstrate increased TGF-β, fibronectin, collagen, and 
α-smooth muscle actin.

2.2.2 Heavy Metals
2.2.2.1 MERCURY

The nephrotoxic effects of mercury have been recog-
nized for many years. However, the location of renal 
damage and physiological symptoms are dependent 
on the structure of the compound (Fowler, 1993). The 
inorganic mercuric chloride or organometallic methyl 
mercury are the compounds typically used in animal 
models, and induce damage in the S3 segment of the 
proximal tubule. Methyl mercury can also cause dam-
age to the S2 segment of the proximal tubule, depend-
ing on the sex of the animal and dose and duration of 
exposure (Fowler, 1993). Mice and rats are given a sub-
cutaneous injection of the mercuric compound, in doses 
ranging from 0.34 (Sanchez et al., 2001) to 10 mg/kg 
(Ahn et al., 2002), intraperitoneal injection of 6 mg/kg 
(Ewald and Calabrese, 2001), or 25 ppm in the drinking 
water daily (Abdel-Salam et al., 2010). Animals injected 
with 25 mg/kg mercuric chloride died within 2–4 min 
(Cunha et al., 2003). Animals are sacrificed at various 
time points, from 24 h (Stacchiotti et al., 2009) to 6 weeks 
(Abdel-Salam et al., 2010).

Mercury has a high bonding affinity with sulfur, spe-
cifically in the sulfhydryl groups in albumin, metallo-
thionein, glutathione, and cysteine (Zalups, 2000). 
This leads to fragmentation of the plasma membrane 
(Kempson et al., 1977), mitochondrial swelling (South-
ard and Nitisewojo, 1973), and disruption of organelles 
(Fowler et al., 1975) in proximal tubular cells. Bleb-
bing and sloughing of the brush border of proximal tu-
bules (primarily the S3 segment) is also seen (Kempson 
et al., 1977).

It is unknown if heavy metal nephrotoxicity induces 
ER stress. While ER stress has not been examined in ani-
mals treated with mercury, rat renal epithelial cells treat-
ed with mercuric chloride have demonstrated increased 
GRP78 levels in vitro (Stacchiotti et al., 2009); this sug-
gests that ER stress may be induced in the kidneys of 
treated animals. Apoptosis is present in the cortical prox-
imal tubules, as demonstrated by transmission electron 
microscopy and TUNEL staining; severity of apoptosis is 
dependent on the dose and duration of treatment (Nava 
et al., 2000; Stacchiotti et al., 2009). Mercury sulfide, or 
cinnabar, a traditional Chinese medicine, has been stud-
ied as a source of mercurial nephrotoxicity. After daily 
ingestion, it increased inflammatory markers in rats, 
such as chemokines, selectins, ILs, and TIMPs. Further, 
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it causes renal tubulointerstitial fibrosis by 8 weeks of 
treatment (Wang et al., 2015b).

2.2.2.2 CHROMIUM

Acute exposure to chromium can cause many symp-
toms, such as gastrointestinal distress, fever, muscle 
cramps, liver damage, and renal failure. Hexavalent and 
trivalent chromium are used in many industrial and 
chemical processes, such as leather tanning, printing, 
and steel manufacturing (Singh et al., 2012). Hexavalent 
chromium is absorbed more readily than trivalent chro-
mium, which must be reduced by glutathione, ascorbate, 
and hydrogen peroxide (Aiyar et al., 1991). Nephrotoxic 
effects of chromium are typically studied using mice, 
rats, or rabbits treated with potassium dichromate. Po-
tassium dichromate is subcutaneously injected into the 
animal at a dose of 15 mg/kg (Appel et al., 1981), and 
the animal is typically sacrificed within 48 h (Khan 
et al., 2010). In humans, acute chromium exposure is 
normally due to ingestion, which differs from the animal 
model using subcutaneous injection.

The mechanisms by which chromium causes renal 
damage are largely unknown; damage includes tubular 
degeneration in the outer cortex, DNA damage, areas of 
interstitial inflammation, and intratubular protein cast 
formation (Sahu et al., 2014). Proapoptotic markers are 
increased, such as Bax and cleaved caspase-3, at 48 h 
postinjection. Levels of inflammatory markers, such as 
TNF-α and nuclear NF-kB, are also upregulated at this 
time point (Sahu et al., 2014). Research examining the fi-
brotic effects of chromium is lacking.

2.2.2.3 URANIUM

Acute uranium poisoning is studied in animal mod-
els involving uranyl nitrate or uranyl acetate (Singh 
et al., 2012). These animals develop reduced renal func-
tion, proteinuria, glucosuria, and tubular damage 
(Blantz, 1975). Uranyl-mediated damage occurs primar-
ily in the S3 region of the proximal tubule (Bulger, 1986), 
causing a reduction in proximal tubular reabsorption of 
amino acids and low–molecular weight proteins. This 
leads to tubular necrosis, hyaline cast formation, vacuol-
ization of tubules, and widening of the Bowman’s capsule 
(Martinez et al., 2003). Animal models for uranium neph-
rotoxicity are typically performed in rats or mice, but vary 
with regards to dose of uranyl nitrate or uranyl acetate, 
as well as delivery method. Some studies reported using 
intravascular injection (5–25 mg/kg) (Avasthi et al., 1980; 
Kim et al., 1998), whereas others report intraperitoneal ad-
ministration (0.5–10 mg/kg) (Priyamvada et al., 2010; Tol-
son et al., 2005) or subcutaneous injection (5 mg/kg) (Do-
mingo et al., 1997). Each of these models develops renal 
failure within 3–5 days. Martinez et al. (2003) employed 
an oral gavage method, using 350 mg/kg uranyl nitrate in 
BALB/c mice, which developed AKI within 48 h.

As mentioned, renal damage, and thus apoptosis, oc-
curs primarily in renal proximal tubular cells; electron 
microscopy demonstrates condensed chromatin and 
relatively intact cell organelles at 5 days posturanyl ad-
ministration. Proximal tubules also demonstrate high 
expression levels of Bax and reduced levels of Bcl-2 
(Sano et al., 2000). In vitro work demonstrates that ura-
nium causes mitochondrial damage, decreasing MMPs, 
which produces ROS. Increased ROS ultimately leads 
to the activation of caspase-9 and caspase-3 (Thiebault 
et al., 2007). This pathway has yet to be confirmed in 
vivo. Inflammation occurs, with decreased innate and 
cellular immune function, and abnormal humoral im-
mune function. Zheng et al. (2015) suggest that increased 
ROS activate the TNF-α pathway, leading to inflamma-
tion. Gene expression of other proinflammatory marks is 
also increased after acute exposure to uranium (Taulan 
et al., 2006). Uranium has been shown to cause renal in-
terstitial fibrosis after chronic exposure (Zhu et al., 2009), 
but data on acute exposure are incomplete.

2.2.2.4 NONSTEROIDAL ANTIINFLAMMATORY DRUGS

Acetaminophen is an analgesic and antipyretic drug 
that is safe to use within the recommended doses; how-
ever, it can cause hepatic necrosis and renal failure in 
overdoses (Singh et al., 2012). Nonsteroidal antiinflam-
matory drugs (NSAIDs) typically cause damage through 
ischemia- or immune-related mechanisms. NSAIDs can 
cause reduced renal function, acute tubular necrosis, 
and acute interstitial nephritis, especially in the cortico-
medullary region (Choudhury and Ahmed, 2006). Ani-
mal models use a variety of NSAIDs, such as acetamin-
ophen (Singh et al., 2012), indomethacin (Nagappan 
et al., 2015), and the NSAID metabolite p-aminophenol 
(Peyrou et al., 2007). Acetaminophen is typically used in 
a dose range of 375–13000 mg/kg via intraperitoneal in-
jection (Singh et al., 2012), though occasionally ingestion 
is used as the delivery method (Kadowaki et al., 2012). 
Indomethacin is administered via oral gavage at a dose 
of 20 mg/kg (Nagappan et al., 2015), and p-aminophenol 
is administered by a single intraperitoneal injection at a 
dose of 225 mg/kg. Renal function is reduced in rodents 
within 6–24 h of NSAID treatment (Cekmen et al., 2009; 
Peyrou et al., 2007).

Information on the induction of ER stress by NSAID 
overdose is somewhat lacking. Treatment with the acet-
aminophen metabolite, p-aminophenol, resulted in in-
creased expression of select ER stress markers (GRP94 
and XBP1), but not others (GRP78) (Peyrou et al., 2007). 
Conversely, low-dose acetaminophen (30 mg/kg/
day) was shown to reduce ER stress markers in obese 
kidneys (Wang et al., 2014a), suggesting more research 
on this topic is required. Indomethacin was shown 
to induce ER stress, but not apoptosis in the kidney 
(Nagappan et al., 2015). However, acetaminophen and 
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p-aminophenol promote apoptosis, as demonstrated by 
pyknotic nuclei (Ortiz, 2000) and increased cleaved cas-
pase-12 (Peyrou et al., 2007). Proinflammatory cytokines, 
such as TNF-α and IL-6, are increased in rats overdosed 
with acetaminophen (Cermik et al., 2013), and a chron-
ic inflammatory reaction is seen in response to a single 
dose of p-aminophenol (Green et al., 1969). In vitro data 
demonstrate that renal epithelial tubular cell death and 
fibroblast proliferation occur in response to acetamino-
phen (Yu et al., 2014). Further, chronic high doses of 
NSAIDs can cause medullary fibrosis (Choudhury and 
Ahmed, 2006), though it is unclear if acute overdose 
causes similar results.

2.2.2.5 RADIOCONTRAST MEDIA

Iodinated radiocontrast media are used in radiological 
imaging and cause AKI. Patients with volume depletion, 
congestive heart failure, preexisting renal failure, or dia-
betes mellitus (DM) are more likely to develop impaired 
renal function and renal damage (Singh et al., 2012). Ra-
diocontrast medium is more viscous and has a higher 
osmolality than blood. As radiocontrast media travels 
through the kidney, water is reabsorbed, while the ra-
diocontrast media is not. This increases the tubular fluid 
viscosity significantly, reducing perfusion and causing 
hypoxia (Seeliger et al., 2014). Radiocontrast medium 
causes renal damage by reducing blood flow and GFR, 
causing vasoconstriction of the vasa recta, and direct tu-
bular toxicity, such as acute tubular necrosis, interstitial 
inflammation, and tubular cytoplasmic vacuolization 
(Deray, 1999). Risk of AKI increases with increasing dose 
volume and repeated administrations. Larger volumes 
are used for coronary angiography compared with other 
imaging studies; thus, AKI is more likely to develop in 
patients undergoing coronary angiography (Andreucci 
et al., 2014). Animal models involve intravascular iodin-
ated contrast media of varying types, such as diatrizoate, 
ioxaglate, iohexol, and sodium iothalamate.

Similar to human studies, radiocontrast agents are ad-
ministered to animals intravascularly, typically via aor-
tic or jugular injection. Varying doses are used, depend-
ing on the specific agent; diatrizoate is used at 2–10 mL/
kg for 2–5 min (Colbay et al., 2010; Erley et al., 1997; Yen 
et al., 2007), ioxaglate is used at 1 mL/min for 3 min 
(Touati et al., 1993), iohexol is used at 1.5–3 g/kg (Lee 
et al., 2006), and sodium iothalamate is used at 6 mL/kg 
for 2–3 min (Agmon et al., 1994). Renal failure can be in-
duced within 1 h of administration (Agmon et al., 1994), 
though 24–48 h is more common.

Radiocontrast media induces ER stress, activating 
the PERK pathway, in rat renal proximal tubular cells in 
vitro (Wu et al., 2010a), but it is yet unknown if results 
are similar in vivo. As mentioned, radiocontrast agents 
induce apoptosis due to their hyperosmolality (Hizoh 
and Haller, 2002) and viscosity (Andreucci et al., 2014). 

Radiocontrast media induce significant apoptosis with-
in 24 h, particularly in the corticomedullary region, as 
demonstrated by caspase-3 and -9 upregulation (Ko 
et al., 2016) and decreased Bcl-2 expression (Wang et al., 
2014b). Inhibiting autophagy, with 3-methyladenine, ex-
acerbates apoptotic cell death (Ko et al., 2016), suggest-
ing autophagy is renoprotective. Further, erythropoietin 
administration provides renoprotective effects, main-
tains renal function, and prevents apoptosis (Yokomaku 
et al., 2008). Interstitial inflammation is induced by con-
trast media, as demonstrated by macrophage infiltration 
(Ko et al., 2016) and increased proinflammatory cyto-
kines IL-6 and TNF-α (Deng et al., 2015). Much like the 
apoptotic response, inflammatory response is worsened 
by inhibiting autophagy (Ko et al., 2016). Typically, ra-
diocontrast agents do not cause renal fibrosis; however, 
gadolinium-based contrast agents, such as those used 
for MRI imaging, are associated with renal fibrosis, as 
well as fibrosis in other organs (Kallen et al., 2008). Ra-
diocontrast medium–induced AKI does not develop into 
CKD, though it can increase the rate of progression if the 
patient already has CKD (Singh et al., 2012).

2.2.2.6 RHABDOMYOLYSIS

Rhabdomyolysis is a condition involving the break-
down of striated muscle fibers and release of myoglo-
bin into the bloodstream. Myoglobin is typically filtered 
in the kidneys, but excessive levels can cause kidney 
damage. In humans, rhabdomyolysis is often caused by 
intrinsic muscle dysfunction, such as physical trauma, 
burns, disease, or excessive physical exertion; how-
ever, it can also be the result of certain metabolic disor-
ders, hypoxia, drugs, toxins, infections, or temperature 
extremes.

Animal models of rhabdomyolysis include intra-
muscular injection of glycerol. Standard protocol calls 
for 50% glycerol–saline at a dose of 8 mL/kg (Savic 
et al., 2002), though 10 mL/kg has also been used 
(Vlahovic et al., 2007). The intramuscular injection is 
administered equally between both hind legs. Animals 
are usually, but not always, deprived of food and wa-
ter 18–24 h prior to injection and sacrificed 24–48 h af-
ter injection (Sauriyal et al., 2012; Vlahovic et al., 2007), 
though longer time points are also observed (Korrapati 
et al., 2012). It has been suggested that models of sucrose 
injection or hemorrhage be performed, instead of dehy-
dration, as this bears a more similar resemblance to clini-
cal cases where humans are not chronically dehydrated 
prior to rhabdomyolysis (Zurovsky, 1993). Typically, ani-
mals used in rhabdomyolysis experiments are restricted 
to mice, rats, and rabbits (Singh et al., 2012).

While the mechanisms of glycerol’s pathogenic ef-
fect on muscle are incompletely understood, it is known 
that the excessive myoglobin in the kidney causes tu-
bular nephrotoxicity. Acute tubular necrosis develops 
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as excessive levels of myoglobin form intratubular pro-
tein casts, obstructing tubules (Vanholder et al., 2000). 
Further, there appears to be ischemic injury, possibly 
caused by intrarenal vasoconstriction, and the kidney 
undergoes ER stress, apoptosis, inflammation (Korrapati 
et al., 2012), and eventual fibrosis. While it is known that 
GRP78 levels are increased in the corticomedullary re-
gion of the kidney (Zhao et al., 2016), very little research 
has been performed on ER stress and rhabdomyolysis. 
Unfortunately, research demonstrating which of the 
three UPR pathways are activated has not been com-
pleted. Apoptosis occurs primarily in the renal tubular 
epithelial cells in this model of AKI (Komada et al., 2015; 
Singh et al., 2012). Increased expression of apoptotic 
markers, such as caspase-1 and -12, are found in the 
kidney (Komada et al., 2015; Zhao et al., 2016). Inflam-
matory markers include neutrophil and monocyte infil-
tration into the corticomedullary region and increased 
IL-1β, IL-6, and NF-kB activation (Komada et al., 2015; 
Korrapati et al., 2012). Komada et al. (2015) suggest that 
NLRP3 inflammasomes play a crucial role in the initial 
inflammation and injury caused by the glycerol injec-
tion, demonstrating that the inflammatory response, 
tubular apoptosis, and tubular injury precede leukocyte 
infiltration into the kidney. After 48 and 72 h of glycerol 
injection, TGF-β1 expression is increased, suggesting 
profibrotic activity (Korrapati et al., 2012). Mice inject-
ed with glycerol demonstrate fibrosis predominantly 
found in the interstitium and perivascular regions of 
the kidney; increased ECM deposition is made up of fi-
bronectin, type IV collagen, and α-actin smooth muscle 
(Rubio-Navarro et al., 2015). Interestingly, macrophage 
depletion reduces renal fibrosis for up to 7 months after 
rhabdomyolysis initiation (Belliere et al., 2015).

2.2.2.7 SEPSIS

In humans, sepsis involves two stages that occasion-
ally overlap, a proinflammatory stage that causes hypo-
tension and organ dysfunction, and an antiinflammatory 
stage that leads to immunosuppression through reduced 
lymphocyte proliferation and increased lymphocyte 
apoptosis (Doi et al., 2009). The mechanism of renal dam-
age is not completely elucidated; proposed mechanisms 
include endothelial dysfunction-mediated glomerular 
hypoperfusion, intraglomerular thrombosis, intrarenal 
hemodynamic changes, inflammatory response induced 
by systemic or local cytokines, and tubular dysfunction 
causing obstruction (Doi et al., 2009).

Animal models include endogenous toxin [lipopoly-
saccharide (LPS) injection], dysfunction of endogenous 
protective barrier (cecal ligation and puncture or colon 
ascendens stent peritonitis), or infusion of exogenous 
bacteria (Doi et al., 2009). LPS is typically administered 
intraperitoneally at a dose of 0.075–60 mg/kg (Cunning-
ham et al., 2002; Szabo et al., 1994). The cecal ligation 

and puncture model involves ligating the cecum, below 
the iliocecal valve, and then puncturing the cecum with 
a needle. A small amount of feces is gently forced from 
the cecum through the perforation sites, and the animal 
is sutured and resuscitated (Toscano et al., 2011). This 
model is often touted as the “gold standard” sepsis mod-
el, as it is most similar to the complex response seen in 
humans (Dejager et al., 2011). The colon ascendens stent 
peritonitis method is performed by inserting a cannula 
into the ascending colon, and gently squeezing the colon 
to force feces into the cannula. This allows a continuous 
flow of intestinal bacteria into the peritoneum (Traeger 
et al., 2010). The infusion of exogenous bacteria model 
is not often used, as it is requires large animals, is labor 
intensive, and is less translatable than other methods 
(Doi et al., 2009). Septic AKI is usually induced in ro-
dents, though sheep, pigs, and nonhuman primates have 
also been used. Results from these models may be vari-
able due to different strains, species, and age (Zarjou and 
Agarwal, 2011).

ER stress appears to be induced with LPS-mediated 
septic AKI. GRP78, GRP94, spliced XBP1, and CHOP lev-
els are upregulated 6 h after LPS injection. ER stress may 
play a protective role, as knockout of CHOP exacerbat-
ed LPS-mediated apoptosis, proinflammatory cytokine 
production, and inflammatory cell infiltration (Esposito 
et al., 2013). LPS injection induces proinflammatory cy-
tokines, such as IL-1 and TNF-α (Okusawa et al., 1988; 
Tracey et al., 1986). Inhibiting either of these cytokines 
provides protection against renal damage (McNamara 
et al., 1993; Tracey et al., 1987). Further, genetic knock-
out of TNF-α-R1 protects against LPS-induced apoptosis 
and inflammation (Cunningham et al., 2002). Endotoxin-
induced septic AKI induces interstitial and glomerular 
fibrosis within 9 h of treatment. Renal endothelial cells 
exhibit myofibroblast markers (Castellano et al., 2014), 
indicating that intrarenal vascular dysfunction may con-
tribute to renal fibrosis.

2.3 Postrenal Acute Kidney Injury

Postrenal AKI is caused by an obstruction in the uri-
nary tract, which increases intratubular pressure, reduc-
ing GFR. It also can reduce renal blood flow and activate 
inflammatory pathways that exacerbate the reduced 
GFR. Postrenal AKI can be caused by many factors, such 
as prostate cancer, gynecologic cancers, and renal or ure-
teral stones. Studies indicate that postrenal AKI accounts 
for less than 5% of all AKI cases (Basile et al., 2012).

2.3.1 Kidney Stones
Nephrolithiasis, or kidney stones, cause renal dam-

age by acting as an obstruction in the kidney, which al-
lows filtrate to build up and stretch the proximal ureter 
and collecting ducts. Kidney stones are derived from 
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crystal-forming substances, typically calcium, oxa-
late, and uric acid, and can form in the interstitium or 
in tubules (Khan, 2010). Crystals tend to aggregate at 
the corticomedullary region, papillary tips, and forni-
ces, as these areas have reduced luminal diameter and 
crystal movement is blocked. The most common type 
of stone in humans is composed of calcium oxalate, 
though stones can also be composed of struvite or cys-
tine (Khan, 2010). Formation of stones results in desqua-
mation of epithelial cells in collecting ducts, aggregation 
of desquamated cells in the tubular lumen, degenera-
tive alterations in the epithelium (Khan et al., 2006), and 
pyknosis of nuclei.

There are a number of animal models of kidney stone–
mediated AKI, which are usually performed in rats (Oh 
et al., 2011), though mice (Okada et al., 2007), rabbits 
(Sarica et al., 2001), and pigs (Mandel et al., 2004) are also 
used. Hyperoxaluria can develop into calcium oxalate 
stones, and can be induced in animals by treatment with 
sodium oxalate, ammonium oxalate, hydroxyl-l-proline, 
ethylene glycol, glycolic acid, or glyoxalate (Khan, 2010). 
The features of calcium oxalate kidney stones are incred-
ibly similar between human and rat subjects. Kidney 
stones develop acutely when animals are administered 
treatment via intraperitoneal injection (Khan, 1997), 
while ingestion leads to chronic development of stones 
(McMartin, 2009). Supplementing the animals with vita-
min D or calcium chloride produces more acute results 
(Asplin et al., 1996). There are also a number of genetic 
models of nephrolithiasis and hyperoxaluria, though 
they simulate chronic renal damage and are inferior to 
the inducible models (Khan, 2010).

It is yet undiscovered if kidney stones induce ER 
stress in the kidney; however, levels of free radicals 
are increased (Thamilselvan et al., 1997) and oxidative 
stress is induced (Bas et al., 2009) in the early stages of 
kidney stone development. While crystals originally 
develop in renal tubules, they translocate to the inter-
stitium; this movement is associated with an inflamma-
tory response, characterized by leukocytes, monocytes, 
and macrophages (de Water et al., 1999). Renal fibrosis 
is present in human patients with kidney stones (Boonla 
et al., 2011), though it has yet to be thoroughly exam-
ined in animal models. In vitro studies suggest that the 
fibrotic response may be TGF-β dependent (Kanlaya 
et al., 2013).

2.3.2 Ureteral Obstruction
Ureteral obstruction is studied in animals using the 

unilateral ureteral obstruction (UUO) model, which in-
volves obstructing one ureter. Ureteral obstruction in-
duces TGF-β signaling, causing increased activation of 
Smad2/3 (Fu et al., 2006). The kidney develops tubular 
dilatation, flattening, and atrophy, as well as infiltration 
of inflammatory cells, and expansion of the interstitial 

area with ECM proteins (Yang et al., 2010). Originally, 
this model was performed in rabbits and dogs, though 
it has become more common to use rats and mice 
(Chevalier et al., 2009).

The UUO model can be used to study acute or chron-
ic obstruction. Acute obstruction, where the insult is 
removed, can prevent or reverse renal injury, while 
chronic obstruction results in irreversible renal injury 
(Chevalier et al., 2009). UUO is an excellent model to 
use when studying the fibrotic response in the kidney, 
as exogenous toxins that can have additional effects 
on the kidney are not involved. Renal function cannot 
be measured in the UUO model, unless contralateral 
nephrectomy is performed. The UUO model is most 
commonly performed by ureteral ligation; in models of 
acute obstruction, where the insult is removed, tissue 
expansion around the ligation site can make removing 
the obstruction difficult (Chevalier et al., 2009). Alterna-
tively, this model can be performed using microvascu-
lar clamps placed around the ureter (Puri et al., 2010). 
If used incorrectly, the microvascular clamps can injure 
the ureter or only partially obstruct the ureter. Partial 
UUO models are also sometimes studied, using silas-
tic tubing (Hesketh et al., 2014) or partially ligating the 
ureter of a neonatal mouse (Thornhill et al., 2005). Loss 
of renal function typically occurs within 24 h, with fibro-
sis developing by 1–2 weeks of obstruction (Chevalier 
et al., 2009).

UUO induces ER stress in the kidney, particularly in 
the renal tubular cells, as demonstrated by increased 
GRP78 and CHOP expression (Fan et al., 2015; Liu 
et al., 2015). UUO-mediated renal tubular epithelial 
cell injury is partially caused by ischemia (Chevalier 
et al., 2009), which may contribute to the induction of 
ER stress. ER stress–dependent apoptosis is subsequent-
ly induced in the renal tubules (Liu et al., 2015; Yoneda 
et al., 2001). Genetic knockout of MKK3, which can be ac-
tivated by ER stress (Darling and Cook, 2014), prevents 
UUO-mediated apoptosis and an early inflammatory 
response, but not fibrosis (Ma et al., 2007). Further, ge-
netic knockout of Smad3 [which is also activated by ER 
stress (Tanjore et al., 2013)] prevented apoptosis, inflam-
mation, and fibrosis mediated by UUO. It was suggested 
that apoptosis is induced indirectly of Smad signaling, 
while inflammation and fibrosis are directly caused by 
Smad3 activation (Inazaki et al., 2004). Apoptosis and 
inflammation can lead to a profibrotic response in this 
model. Apoptosis leads to atubular glomeruli and tubu-
lar atrophy, while cytokines that induce fibroblast prolif-
eration and activation are released from macrophages in 
the interstitium (Chevalier et al., 2009). It has also been 
suggested that cells undergo cellular plasticity, with 
tubular epithelial cells, vascular endothelial cells, and 
pericytes differentiating into a myofibroblast phenotype 
(Chevalier et al., 2009).
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3 CHRONIC KIDNEY DISEASE: 
ANIMAL MODELS

CKD is an important degenerative disease of the or-
gans with an increasing prevalence and incidence (Jha 
et al., 2013). CKD is more likely to occur in older individ-
uals, and the demographic shift in many societies toward 
a more aged population may, in part, explain its increas-
ing prevalence (Jha et al., 2013). The prevalence of CKD 
on a global basis is about 10%–15% (Jha et al., 2013). The 
disease is not curable; although, interventions to slow its 
progression to ESRD are prevalent. Unlike AKI, the dam-
age that occurs in the kidney is permanent, thus prevent-
ing disease progression and preserving organ function is 
of great importance. Strategies to prevent CKD progres-
sion, according to the 2013 KDIGO guidelines, include 
blood pressure control and renin/angiotensin/aldoste-
rone system (RAAS) blockade, tight glycemic control 
in the case of diabetic nephropathy (DN) (target A1C 
of 7%), lowering of salt intake below 2 g of sodium in 
adults unless contraindicated, and lifestyle modification 
with physical activity, BMI (20–25), and smoking cessa-
tion. However, animal models are leading to an increas-
ingly detailed understanding of the pathophysiology of 
CKD progression. This in turn offers real opportunities 
to specifically target the aspects of CKD pathology that 
leads to progression, including the activation of the im-
mune system, renal interstitial fibrosis, and proteinuria/
albuminuria as key mediators of progression. As such, 
animal models of CKD offer appropriate preclinical test 
systems for novel therapeutics aimed at preventing CKD 
progression.

3.1 Hypertensive CKD

Hypertension has been reported to occur in 85%–95% 
of patients with CKD (stages 3–5) (Rao et al., 2008). Hy-
pertension has been considered a cause for CKD devel-
opment and is an independent risk factor for CKD pro-
gression to ESRD, as well as cardiovascular events in 
CKD patients, such as myocardial infarction and stroke 
(Barri, 2008). In the RENAAL study, every 10-mmHg rise 
in systolic blood pressure increased the risk for ESRD or 
death by 11% (Bakris et al., 2003). Further, antihyperten-
sive drugs, such as β-blockers and dihydropiridine calci-
um channel blockers, are widely used in the treatment of 
CKD patients. Along with increased blood pressure, hy-
pertensive CKD in humans is characterized by protein-
uria and glomerulosclerosis, resulting in declining GFR 
(Rao et al., 2008). Renal histological analysis shows inter-
stitial fibrosis and associated renal inflammation, where 
T cells and macrophages have been implicated in the 
pathogenesis and progression of CKD (Silverstein, 2009). 
The accumulation of unfolded proteins in the ER has been 
reported in human CKD (Wu et al., 2010c), and results in 

the activation of the UPR. The UPR results in the dis-
sociation of GRP78, an important regulatory chaperone 
protein, from three ER transmembrane proteins: PKR 
(double-stranded RNA-dependent protein kinase)–like 
ER protein kinase (PERK), inositol-requiring enzyme 
1 (IRE1), and activating transcription factor 6 (ATF6)  
(Cybulsky, 2010; Dickhout and Krepinsky, 2009; In-
agi, 2010). These three pathways are important in deter-
mining the fate of renal glomerular and tubular cells during 
CKD. The IRE1α and PERK pathway activate important 
apoptosis, autophagy, and inflammatory pathways that 
have been implicated in CKD pathogenesis (Mohammed-
Ali et al., 2015a; Sano and Reed, 2013). Animal models 
of hypertensive CKD discussed here display most of the 
features of human hypertensive CKD and its associated 
comorbidities, particularly cardiovascular disease.

3.1.1 Spontaneously Hypertensive Rat Model
The spontaneously hypertensive rat (SHR) is the most 

commonly used model of hypertension and cardiovas-
cular disease. The SHR strain was produced by Okamoto 
and Aoki (1963) by selective inbreeding of Wistar–Kyoto 
(WKY) rats with high blood pressure. Therefore, normo-
tensive WKY rats are employed as normotensive con-
trols in studies on SHRs. Hypertension starts to develop 
in these rats at 5–6 weeks of age, and blood pressure 
plateaus at approximately 50–60 days of age to remain 
stable or slightly decrease thereafter (Bianchi et al., 1974; 
Dickhout and Lee, 1997). In the early stages of hyper-
tension, SHRs experience increased cardiac output and 
normal total peripheral resistance; however, as the hy-
pertensive state stabilizes, cardiac output returns to nor-
mal and hypertrophied blood vessels produce a higher 
total peripheral resistance (Dickhout and Lee, 1997; 
Smith and Hutchins, 1979). Proteinuria, glomeruloscle-
rosis, and interstitial fibrosis along with characteristics 
of cardiovascular disease, such as cardiac hypertrophy, 
begin to develop between the initiation of hypertension 
and its plateau phase at 40 weeks (Conrad et al., 1995; 
Feld et al., 1981; Ofstad and Iversen, 2005). Between 14 
and 15 weeks, renal pathology begins to appear and may 
be exacerbated by a high-salt diet (HSD); however, this 
animal model is mostly salt resistant (Fig. 16.3). Between 
30 and 32 weeks, male SHRs exhibit a 20%–30% decrease 
in GFR (Reckelhoff et al., 1997) as renal pathology pro-
gresses. Age-related GFR decrease is absent in female 
SHRs. Female SHRs also have approximately sixfold 
lower proteinuria (Reckelhoff et al., 1997). Some level of 
protein cast formation can be seen at 40 weeks and this 
increases with time (Ofstad and Iversen, 2005). Inflam-
mation in the form of lymphocyte and macrophage in-
filtrates, as well as the increased expression of cytokines 
and chemokines has been observed at the prehyperten-
sive stage (3 weeks) in renal tissue of SHRs (Biswas and 
de Faria, 2007; Rodriguez-Iturbe et al., 2004). Treatment 
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with antiinflammatory agents leads to a reduction 
in blood pressure and inflammation in adult SHRs 
(Rodriguez-Iturbe et al., 2002, 2005). Oxidative stress 
precedes inflammation (occurs at 2 weeks) in SHR kid-
neys (Biswas and de Faria, 2007). Inflammatory and ER 
stress marker expression have been reported in the blood 
vessels and cardiac tissue of SHRs (Carlisle et al., 2016; 

Guo and Yang, 2015; Miguel-Carrasco et al., 2010; Sanz-
Rosa et al., 2005; Spitler et al., 2013; Sun et al., 2015). 
Compared to other models of hypertensive CKD, such 
as the Dahl S model, SHRs develop a much lower level 
of renal injury. The absence of progressive renal damage 
has been attributed to enhanced preglomerular vasocon-
striction, which prevents systemic hypertension from 

FIGURE 16.3 The effects of high- or normal-salt diet (HSD and NSD) on spontaneously hypertensive rats (SHR) compared to normoten-
sive Wistar Kyoto (WKY) control rats. (A) Control WKY rats and (B) SHRs were given NSD (0.4% NaCl) or HSD (8% NaCl) for 4 weeks from 
12 weeks of age. WKY rats fed NSD demonstrated normal renal histology, but WKY rats that were given HSD showed nephropathology, such as 
glomerular alterations in Bowman’s space in the Cx (arrow head) and tubular dilation (asterisk) in the OM. SHRs that were given NSD suffered from 
minor protein cast nephropathy (arrows) in IM, and tubular dilation (asterisk) in OM. SHRs that were fed HSD showed similar pathology. Images 
were taken with an Olympus BX41 microscope using 10× (scale bar: 500 µm) and 40× (scale: bar 200 µm) objectives. CKD, chronic kidney disease.
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being transmitted to the glomeruli (Arendshorst and 
Beierwaltes, 1979; Kimura and Brenner, 1997). Combin-
ing UNX with the SHR model intensifies and accelerates 
glomerulosclerosis, urinary protein excretion, and fibro-
sis (Dworkin and Feiner, 1986; Kinuno et al., 2005). These 
changes have been reported due to inhibition of vascu-
lar narrowing of the preglomerular resistance vessels by 
UNX. Adaptations to UNX, such as glomerular enlarge-
ment are also impaired in the SHR (Kinuno et al., 2005). 
Alternatively, placing SHRs on high salt accelerates the 
development of hypertension and cardiac remodeling 
(Yu et al., 1998). Further, HSD–fed SHRs have higher 
urinary protein excretion and glomerular damage than 
those fed low-salt diets (Blizard et al., 1991). The SHR 
has become the model of choice to test antihypertensive 
drugs. Another valuable contribution of the SHR is in 
mapping and identification of genes responsible for the 
development of hypertension. Although, just like hu-
mans, the SHR model experiences a progression starting 
with a prehypertensive, developing, and sustained hy-
pertensive phase, the life spans of SHRs (1.5–2.5 years) 
and their normotensive controls (2.5–3 years) are short. 
This makes the SHR convenient for the study of hyper-
tension and aging. Furthermore, the SHR model is also 
suited for the study of gender in hypertension. More-
over, SHR has been crossed with other strains to create 
new models, such as the SHR heart failure (SHHF) rat to 
model congestive heart failure secondary to essential hy-
pertension and the stroke-prone SHR (SHRSP), a unique 
model of severe hypertension and hemorrhagic stroke.

3.1.2 Dahl Salt-Sensitive Rat
The Dahl salt-sensitive (DSS) rat is another model of 

hypertensive CKD and develops hypertension when fed 
an HSD (Dahl et al., 1962, 1963). In experiments with this 
strain, low-salt diet generally involves 0.1%–0.4% NaCl, 
whereas high salt refers to 4%–8% NaCl diet (De Miguel 
et al., 2010; Hayakawa et al., 1997; Rapp and Dene, 1985; 
Yu et al., 1998). Upon high-salt feeding, these rats rap-
idly develop significant hypertension, mesangial ex-
pansion, and glomerulosclerosis (Raij et al., 1984). Salt-
resistant Brown–Norway (BN) and consomic rats (SS. 
BN13) in which chromosome 13 from the BN has been 
introgressed into the Dahl S genetic background are 
included as salt-resistant controls in experiments with 
the Dahl S (Cowley et al., 2001; Hoagland et al., 2004). 
The increase in mean arterial pressure is attributed to 
sodium retention, and can be prevented through the 
use of diuretics (Greene et al., 1990; Tobian et al., 1979). 
Along with hypertension, Dahl S rats experience endo-
thelial dysfunction and cardiac hypertrophy and fibrosis 
(Hayakawa et al., 1997; Yu et al., 2003). Cardiac hyper-
trophy is comparable to that seen in the SHR, but cardiac 
failure occurs much earlier in the Dahl S than in the SHR 
(Hasenfuss, 1998). Urinary excretion of protein, albumin, 

and nephrin has been shown in Dahl S rats on high salt 
(Hye Khan et al., 2013). Protein cast formation has been 
reported in the medulla (Hye Khan et al., 2013; Rapp and 
Dene, 1985; Yu et al., 2003) and can also be observed in 
the cortex (Fig. 16.4). Renal interstitial fibrosis and in-
flammation in the form of T-cell and macrophage infil-
trates has been documented in the cortex and medulla 
associated with renal damage in this model (De Miguel 
et al., 2010; Hye Khan et al., 2013; Mattson et al., 2006). 
High-salt Dahl S rats also show an increased renal ex-
pression of ER stress genes (Hye Khan et al., 2013). As 
with most rat models, the DSS model is cost effective, 
easily manageable, time efficient, and noninvasive. Salt 
sensitivity makes the Dahl S clinically relevant. Renal in-
jury in this model is similar to that seen in patients with 
DN (O’Bryan and Hostetter, 1997; Ritz and Orth, 1999) 
and in hypertensive black Americans (Campese, 1994; 
Cowley and Roman, 1996), who are 5 times more like-
ly to progress to ESRD than white Americans (Hsu 
et al., 2003; Norris et al., 2006).

3.1.3 Renal Mass Reduction: 5/6 Nephrectomy
The 5/6 nephrectomy model entails reducing the total 

mass of the kidney by 5/6th. The most common tech-
nique involves a two-step procedure. A full UNX is per-
formed on one kidney. Two-thirds of the remnant kid-
ney is then ablated either by anterior (Al Banchaabouchi 
et al., 1998) or posterior (Ma and Fogo, 2003) renal artery 
branch ligation or by kidney pole resection (Kren and 
Hostetter, 1999; Leelahavanichkul et al., 2010). The liga-
tion method is not feasible in the mouse due to limited 
artery branching; however, the polar excision method 
can be used in both rats and mice (Yang et al., 2010). Vari-
ous mouse and rat strains are differentially responsive 
to renal mass reduction in terms of CKD progression 
(Fleck et al., 2006; Ortiz et al., 2015). Both mice and rats 
experience hypertension, glomerular and tubulointersti-
tial damage, and proteinuria as a result of this model, 
but CKD progression is accelerated in some strains. The 
CD-1 strain of mice has shown progressive increase in 
albuminuria, severe glomerulosclerosis, hypertension, 
and renal interstitial and cardiac fibrosis by 4 weeks in 
the model (Leelahavanichkul et al., 2010). Swiss–web-
ster mice, the 129/Sv strain and its inbred substrain 
(129S3) develop disease in 9–12 weeks (Leelahavanich-
kul et al., 2010; Ma and Fogo, 2003). The C57BL/6 strain, 
however, is the most resistant strain to this model, show-
ing increased albuminuria at 16 weeks without the de-
velopment of hypertension, progressive CKD, or cardiac 
fibrosis (Leelahavanichkul et al., 2010; Ortiz et al., 2015; 
Yang et al., 2010). Rats generally show more susceptibil-
ity to CKD induced by renal mass reduction. However, 
a report by Fleck et al. (2006) showed that Sprague–
Dawley rats were less susceptible than Wistar rats. Rats 
show the development of hypertension and proteinuria 
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at 4 weeks and glomerulosclerosis, renal fibrosis, and 
mesangial expansion by 8 weeks (Fleck et al., 2006; Ma 
et al., 2005; Zhao et al., 2012). Progressive CKD is also 
denoted by tubular protein cast formation (Li et al., 2012; 
Zhao et al., 2012), as well as renal inflammation and oxi-
dative stress (Ghosh et al., 2009; Kim and Vaziri, 2010; 

Romero et al., 1999). ER stress inhibition has been shown 
to ameliorate renal injury, heart dysfunction, myocar-
dial fibrosis, and apoptosis (Ding et al., 2016). Immune 
suppression has also been shown to significantly re-
duce fibrosis and inflammation in this model (Romero 
et al., 1999). Renal mass reduction is a reliable model for 

FIGURE 16.4 Introgression of Brown Norway chromosome 13 (BN13) into Dahl salt-sensitive (DSS) rat improves its nephropathy. (A) 
BN13 and (B) DSS rats were fed either normal-salt diet (NSD, 0.4% NaCl) or high-salt diet (HSD, 8% NaCl) for 4 weeks from 12 weeks of age. BN13 
rats fed NSD showed normal renal histology, but BN13 rats that were fed HSD demonstrated minor protein cast nephropathy (arrows) in OM and 
IM. DSS rats that were fed either NSD or HSD showed nephropathy such as protein casts (arrows) in Cx, OM, and IM; shrinkage of glomerular 
capillaries in Cx (arrow head); and tubular dilation (asterisk) in OM. Images were taken with an Olympus BX41 microscope using 10× (scale bar: 
500 µm) and 40× (scale bar: 200 µm) objectives. CKD, chronic kidney disease.
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the induction of CKD in rodents, as it provides robust 
readouts in terms of glomerulosclerosis, proteinuria, and 
hypertension. It is ideal to model decline in renal func-
tion in humans through loss of nephron number. The 
main limitation of the 5/6 nephrectomy is the need for 
two surgical interventions requiring technical expertise 
for successful surgeries. Additionally, the remnant kid-
ney is small and, especially in the mouse, provides very 
little renal tissue for analysis. Another disadvantage is 
the variability in responses from different strains and the 
variability, which may be created in the model itself. As 
the surgery is technically demanding, and their is a di-
rect correlation between disease severity and the amount 
of renal mass removed or infracted, variation in surgical 
technique or renal anatomy between animals will cause 
wide variability in disease severity requiring a large 
sample size to adequately power statistical tests.

3.1.4 Deoxycorticosterone Acetate Salt
This model entails the administration of deoxycortico-

sterone acetate (DOCA), an aldosterone precursor, com-
bined with a unilateral UNX and an HSD. DOCA is ad-
ministered through subcutaneous injection or implanted 
as a pellet, while salt loading involves 1% NaCl in drink-
ing water (Dobrzynski et al., 2000; Hartner et al., 2003; 
Jadhav et al., 2009; Xia et al., 2005). This model exhibits 
a suppressed renin–Ang system with decreased plasma 
renin concentrations. The increased aldosterone results 
in increased sodium and water reabsorption from epi-
thelial cells in the distal nephron of the kidney, thereby 
increasing blood pressures. Clinically, primary aldoste-
ronism or a decrease in renin-to-aldosterone ratio is an 
important cause of hypertension (Drenjancevic-Peric 
et al., 2011; Iyer et al., 2010; Tomaschitz et al., 2010). This 
model has been performed in both mice and rats, and 
hypertension and renal damage is more severe in males 
than in females (Bubb et al., 2012; Karatas et al., 2008). 
The response to DOCA salt is strain dependent in mice, 
where the 129/Sv strain has shown more susceptibil-
ity to progressive renal damage and hypertension than 
C57BL/6 mice (Hartner et al., 2003). This model produc-
es hypertension, proteinuria, luminal protein cast forma-
tion, and glomerulosclerosis (Hartner et al., 2003; Jadhav 
et al., 2009; Xia et al., 2005). Renal interstitial fibrosis and 
inflammation are indicated by the increase in TGF-β and 
collagen deposition, as well as the upregulation of proin-
flammatory transcription factors: NF-kB and AP-1, and 
immune cell infiltrates (Elmarakby et al., 2008; Jadhav 
et al., 2009). DOCA salt administration also results in ox-
idative stress through superoxide formation in the vas-
culature and the kidney. The mineralocorticoid receptor 
that aldosterone binds to is not only present on renal 
epithelia, but is also found on vascular smooth muscle 
cells, cardiac fibroblasts, and the brain. Therefore, the 
DOCA salt model also manifests chronic cardiovascular 

remodeling, such as cardiac hypertrophy and fibrosis in 
both the left and right ventricles, resulting in inflamma-
tory cell infiltration into the cardiac tissue and upregula-
tion of hypertrophy markers ANP and BNP (Dobrzynski 
et al., 2000; Karatas et al., 2008). Morphological changes 
are accompanied by function changes that include an in-
crease in action potential duration at 20, 50, and 90% of 
repolarization (Loch et al., 2006). This model is known to 
cause smooth muscle and endothelial dysfunction and 
vascular hypertrophy in small and large arteries (Cordel-
lini, 1999; Deng and Schiffrin, 1992; Iyer et al., 2010). The 
DOCA salt model is a model of human primary aldo-
steronism and volume-dependent hypertension. The 
technical requirements of this model are somewhat in-
vasive and two surgeries would be required if a DOCA 
pellet is implanted subcutaneously instead of injections. 
However, this model has a lower risk of mortality due 
to procedures alone in comparison to the 5/6 nephrec-
tomy model. This model generally lasts for no more than 
8–12 weeks and is, therefore, not a good model to study 
the effects of aging on aldosterone-induced hyperten-
sion. However, the DOCA salt model is a popular choice 
in the study of the effect of high–dietary salt intake on 
CKD progression.

3.1.5 Angiotensin II Infusion
Chronic Ang II infusion, usually through the implan-

tation of Ang II osmotic minipumps, has been used as a 
model of progressive CKD in mice and rats. Sustained 
elevations in circulating levels of Ang II result in renal 
dysfunction, proteinuria, and focal tubulointerstitial 
and vascular damage (Ortiz et al., 2015). The pleio-
tropic actions of Ang II encompass Ang II-mediated 
vasoconstriction and hypertension, as well as stimula-
tion of aldosterone secretion, superoxide production, 
TGF-β–mediated fibrosis, and inflammation via NF-kB 
activation (Agarwal et al., 2004; Muller et al., 2000; Oza-
wa et al., 2007; Ruiz-Ortega et al., 2006). Moreover, ER 
stress genes have been reported to be upregulated in the 
kidney and cardiac tissue with Ang II infusion in mice 
(Kassan et al., 2012; Wang et al., 2015a). In fact, ER stress 
inhibition has been shown to attenuate cardiac hyper-
trophy, cell death, and fibrosis (Kassan et al., 2012). Ang 
II infusion has also been combined with models of re-
duced renal mass and with the DOCA salt model. Ang 
II administration has been shown to overcome the resis-
tance of C57BL/6 mice to CKD induction and results in 
hypertension, albuminuria, and severe glomeruloscle-
rosis by 4 weeks instead of 16 weeks (Leelahavanich-
kul et al., 2010). The Ang II/DOCA salt model that in-
volves a UNX following by Ang II infusion through an 
osmotic minipump, a DOCA pellet implantation and 
high salt were also designed to overcome the resis-
tance of C57BL/6 mice to CKD development (Kirchhoff 
et al., 2008; Mohammed-Ali et al., 2015b) (Fig. 16.5). 
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Female mice experience less severe CKD in this model 
compared to male mice (Mohammed-Ali et al., 2015b). 
Increases in systolic blood pressure and proteinuria are 
seen after the first week on the Ang II/DOCA salt model 
(Kirchhoff et al., 2008; Mohammed-Ali et al., 2015b). Re-
nal damage involves protein cast formation, glomeru-
losclerosis, apoptosis, and renal interstitial fibrosis and 
inflammation. Inflammation resultes in both T cell and 
macrophage infiltration and upregulation of inflamma-
tory mediators: MCP-1 and IP-10 (Kirchhoff et al., 2008; 
Mohammed-Ali et al., 2015b). Cardiac hypertrophy and 
fibrosis, as well as pulmonary edema also manifest in 
this model (Kirchhoff et al., 2008; Mohammed-Ali et al., 
2015b). The intrarenal renin–Ang system is important in 
the pathophysiology of hypertension and hypertensive 
nephropathy. CKD management guidelines empha-
size Ang-converting enzyme inhibitors or Ang II type 
1 receptor blockers as antiproteinuric and renoprotec-
tive therapy, regardless of their effect on hypertension 
(Griffin and Bidani, 2009). Therefore, models of Ang 
II–driven CKD are clinically relevant. The C57BL/6 
mouse serves as a genetic background for several trans-
genic and gene knockout models. However, this strain 
is highly resistant to CKD development. Therefore, the 
development of a model with stable CKD development 
in this strain would widen the scope of experiments fo-
cused on CKD progression.

3.2 Diabetic Nephropathy

DM is a growing worldwide epidemic and DN is 
one of the most important DM complications, as it is a 
major cause of ESRD (Martinez-Castelao et al., 2015). In 
humans, DN is characterized by albuminuria and pro-
gressively declining GFR. DN is primarily considered 
a glomerular disease based on structural abnormalities 
observed in patient biopsy material. Mesangial matrix 
accumulation affects all segments of the glomeruli (glob-
al) and all glomeruli within the cortex (diffuse) (Alpers 
and Hudkins, 2011; Breyer et al., 2005). This process is 
referred to as diffuse mesangial sclerosis (DMS) or dif-
fuse intercapillary glomerulosclerosis and is a hallmark 
lesion of diabetic glomerulopathy. A reduction in podo-
cyte number, as well as glomerular basement mem-
brane (GBM) thickening, resulting in the loss of charge 
and permselectivity of the glomerular filtration barrier, 
which is a feature of DN (Alpers and Hudkins, 2011). 
Along with tubulointerstitial fibrosis, DN in animal mod-
els and in humans has been shown to induce the UPR, 
oxidative stress, key inflammatory mediators NFkB, 
MCP-1, adhesion molecules, and chemokines that aid in 
leukocyte migration and infiltration (Navarro-Gonzalez 
et al., 2011; Zhuang and Forbes, 2014). The National In-
stitutes of Health-supported Animal Models of Diabetic 
Complications Consortium (AMDCC) has proposed a 

FIGURE 16.5 Anatomical structures affected by angiotensin (Ang) II/deoxycorticosterone acetate (DOCA) salt treatment compared to 
sham. Mice had an Ang II-infused osmotic mini-pump and DOCA pellet subcutaneously implanted and were given 1% salt water (operated, OP), 
or had sham surgeries and provided with sterile water (sham). OP mice suffered from severe nephropathy depicted in the micrograph by protein 
cast area density (arrows) in Cx, OM, and IM; shrinkage of glomerular capillaries in Cx (arrow head); and tubular dilation (asterisk) in OM. Kidney 
sections were periodic acid-Schiff stained and images were taken with an Olympus BX41 microscope using 10× (scale bar: 500 µm) and 40× (scale 
bar: 200 µm) objectives. CKD, chronic kidney disease.
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list of criteria for an ideal DN mouse model. These cri-
teria include: (1) progressive renal insufficiency in the 
setting of hyperglycemia; (2) greater than 50% decline 
in GFR over the lifetime of the animal; (3) greater than 
10-fold increase in albuminuria compared with controls 
for that strain at the same age and gender; and (4) patho-
logic changes in kidneys, such as advanced mesangial 
matrix expansion with or without nodular sclerosis and 
mesangiolysis, any degree of arteriolar hyalinosis, GBM 
thickening by >50% over baseline, and tubulointerstitial 
fibrosis (Alpers and Hudkins, 2011). These criteria were 
aimed at standardizing the phenotyping methodology 
to allow better comparison of results obtained by differ-
ent groups and ensure that future studies will increas-
ingly adopt models that reliably model human disease. 
These criteria, however, represent goals and not absolute 
standards and should be used to address limitations of 
current models and identify models of DN that meet 
most of these criteria as useful research tools.

3.2.1 Streptozotocin-Induced Diabetes
Streptozotocin (STZ)-induced pancreatic injury is 

commonly used as a rodent model of type I diabetes 
mellitus (T1DM) and generally presents similar features 
to those found in human diabetic nephropathy. STZ, 
originally identified as an antibiotic, is an analog of N-
acetylglucosamine, which is transported into pancreatic 
β-cells by GLUT-2 and causes β-cell toxicity, resulting 
in insulin deficiency (Tesch and Allen, 2007). Animal 
models of STZ-induced DN are usually performed in 
mice, Sprague–Dawley, WKY, and SHR rats. STZ is usu-
ally administered intraperitoneally in mice and intrave-
nously (IV) in rats (Tesch and Allen, 2007). The two main 
type of STZ administration include multiple low-dose 
and moderate-to-high dose. The moderate-to-high dose 
model was designed to overcome the resistance of cer-
tain mouse strains to STZ-induced injury. This model in-
volves using a single high dose of STZ (≥200 mg/kg) or 
a two-dose regimen of STZ (2 × 100–125 mg/kg) given 
on two consecutive days (Fujimoto et al., 2003; Itagaki 
et al., 1995). Increasing the STZ dose translates to greater 
cytotoxicity and a more rapid destruction of pancreatic 
β-cells and more severe diabetes. However at high dos-
es, STZ has been shown to cause acute kidney damage 
in animals due to its non-specific cytotoxicity. This as-
pect also makes it difficult to differentiate between the 
direct toxic effect of STZ and lesions caused by hyper-
glycemia (Breyer et al., 2005). Thus, the low-dose STZ 
model was created to reduce the nonspecific nephrotoxic 
effects of STZ. This model involves the administration of 
a low dose of STZ, 40–60 mg/kg, for 5 consecutive days 
(Leiter, 1982, 1985; Qi et al., 2005). Inbred strains of mice 
have been reported to exhibit varying susceptibilities 
to diabetes induced by low-dose STZ and an order has 
been identified: DBA/2 > C57BL/6 > MRL/MP > 129/

SvEv > BALB/c (Gurley et al., 2006). Whereas in high 
dose–induced diabetes where increased urinary albu-
min excretion and GBM thickening occurs at 4 weeks 
postdiabetes induction (Fujimoto et al., 2003), the low-
dose model requires months to induce these changes 
(Qi et al., 2005). In the rat models of STZ-induced diabe-
tes, male rats at 8 weeks of age (200–250 g) are starved 
for 16 h and injected once into the tail vein with STZ 
(SD = 55 mg/kg, WKY = 60 mg/kg, SHR = 45 mg/kg) 
in sodium citrate buffer (1 mL/kg) (Cooper et al., 1988; 
Ma et al., 2004). The development of renal injury is more 
severe in SHR compared to normotensive (WKY) rats, 
and urine albumin excretion has been shown to be three-
fold higher in diabetic SHR (149 ± 1 mg/24 h) compared 
with control SHR (49 ± 1 mg/24 h) at 32 weeks post-STZ 
administration (Davis et al., 2003). Vascular hyperten-
sion that occurs alters renal hemodynamics and causes 
GBM thickening along with inflammation and fibro-
sis (Allen et al., 1997). Alongside the renal damage in-
duced in all types of STZ-induced DN, ER stress markers 
(GRP78 and CHOP) display an increase and are associ-
ated with apoptosis and inflammation (Liu et al., 2008; 
Luo et al., 2010; Wu et al., 2010b). With all types of STZ-
induced diabetes, 1 week after STZ administration, ro-
dents are assessed for hyperglycemia and those with 
fasting blood glucose over 15 mmol/L (280 mg/dL), 
which is generally the majority of them, should be in-
cluded in studies of DN (Tesch and Allen, 2007). Diabetic 
animals in rat models of STZ-induced DN and the high-
dose STZ model in mice are given insulin injections to 
maintain blood glucose levels in a desirable range (16–
33 mmol/L) (Tesch and Allen, 2007). The STZ model in 
both mice and rats is sometimes performed following a 
UNX to accelerate the progression of renal injury (Tesch 
and Allen, 2007). However, it becomes difficult to inter-
pret results from this model as one has to distinguish the 
effects of STZ-induced hyperglycemia from the changes 
induced by UNX and each of their relative contributions 
to renal injury.

3.2.2 Insulin 2 Akita Mouse
Akita mice develop T1DM due to a mutation in the 

insulin 2 (Ins2) gene that results in the abnormal folding 
of insulin protein, toxic injury to pancreatic β-cells, and, 
therefore, a decreased capacity to secrete insulin (Kong 
et al., 2013). The Akita mouse was originally generated 
on the C57BL/6 background in Akita, Japan, but is cur-
rently available commercially on various genetic back-
grounds. Mice homozygous for this mutation die in the 
perinatal period (within 1–2 months). The heterozygous 
mutant mice develop hyperglycemia, hypoinsulinemia, 
polydipsia, and polyuria at approximately 3–4 weeks of 
age (Kong et al., 2013). Hyperglycemia in Ins2 Akita mice 
is sexually dimorphic, where males develop substantially 
worse hyperglycemia than females (Gurley et al., 2006). 
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Ins2 Akita mice develop modest levels of albuminuria 
and mild-to-moderate glomerular mesangial expansion; 
however, renal phenotype is largely dependent on their 
genetic background strains. C57BL/6, DBA/2, and 129/
SvEv mice with the mutation develop similar degrees 
of hyperglycemia, but differ in their manifestation of 
nephropathy (Gurley et al., 2010). DBA/2 mice exhibit 
higher albuminuria, but only C57BL/6 and 129/SvEv 
strains show mesangial matrix expansion. Nevertheless, 
Ins2 Akita mice experience higher levels of hyperglyce-
mia, albuminuria, blood pressure, and more consistent 
structural changes of the kidney compared with STZ-
induced DN (Gurley et al., 2006).

3.2.3 Nonobese Diabetic Mice
The nonobese diabetic (NOD) genetic mouse model is 

one of the most thoroughly studied models of T1DM. The 
induction of diabetes in this model is due to the sponta-
neous autoimmune destruction of β-cells, which begins 
with the infiltration of innate immune cells into the pan-
creas as early as 3 weeks of age (Pearson et al., 2016). 
These cells include dendritic cells, macrophages, and 
neutrophils that attract CD4 and CD8 T cell subsets into 
the islets at 4–6 weeks of age. Studies have shown a delay 
in diabetes induction in this model with the depletion of 
dendritic cells, monocytes, and macrophages. Moreover, 
CD4 and CD8 T cells are required for diabetes develop-
ment (Pearson et al., 2016). Overt diabetes arises at the 
age of 24–30 weeks and insulin is required to maintain 
NOD mice for any extended period of time after the on-
set of hyperglycemia. As opposed to enhanced suscep-
tibility to STZ-induced DN in male mice, female NOD 
mice experience 4 times higher incidence of diabetes 
than male NOD mice (Breyer et al., 2005). Albuminuria 
develops in hyperglycemic NOD animals and albumin-
uria is sevenfold higher than in NOD mice before the 
development of hyperglycemia (Doi et al., 1990). Islets 
isolated from NOD mice display an increase in ER stress 
markers: XBP1s and CHOP, as well as NFkB; these results 
show similarity to human T1DM (Tersey et al., 2012). The 
involvement of TGF-β and advanced glycosylation end 
products has been shown to mediate the pathogenesis 
of mesangial proliferation and sclerosis in NOD mice 
(Doi et al., 1990; He et al., 2000; Pankewycz et al., 1994; 
Sharma and Ziyadeh, 1994). This model shares key simi-
larities with human T1DM, such as the inheritance of 
specific MHC class II alleles and many non-MHC loci as 
polygenic susceptibility loci, transmission of disease by 
hematopoietic stem cells, the development of insulitis, 
and a strict dependence on T cells (Breyer et al., 2005).

3.2.4 OVE26 Mice
The OVE26 mouse on the FVB inbred strain is a trans-

genic mouse model of severe early-onset T1DM charac-
terized by transgenic overexpression of calmodulin in 

pancreatic β-cells, leading to deficiency in the produc-
tion of insulin (Alpers and Hudkins, 2011). These mice 
exhibit severe hyperglycemia 2–3 weeks after birth. 
Progressively increasing albuminuria has been report-
ed to be 305 µg/24 h by 2 months to 15,000 µg/24 h by 
9 months of age (Kong et al., 2013; Zheng et al., 2004). 
GFR decreases between 5 and 9 months, and the devel-
opment of hypertension in this model coincides with al-
buminuria. Renal nephropathy in OVE26 mice includes 
enlarged glomeruli, mesangial matrix expansion, GBM 
thickening, global glomerulosclerosis, tubular atrophy, 
mononuclear cell infiltration, and tubulointerstitial fi-
brosis (Kong et al., 2013). The degree of renal injury is 
highly influenced by the mutation being expressed on 
the FBV mouse strain. The introduction of the transgene 
into the C57BL/6 or the DBA/2 mouse strains signifi-
cantly diminishes albuminuria and increases mesangial 
matrix and fibrosis, which are key features of this model 
(Xu et al., 2010). Therefore, there is a limitation, as ge-
netic mutations from a variety of backgrounds cannot be 
used in this model.

3.2.5 Db/db Mice
The db/db mouse model of leptin deficiency is cur-

rently the most widely used mouse model of type 2 dia-
betes mellitus (T2DM). This mouse has a mutation in the 
gene encoding the leptin receptor, and leptin deficiency 
confers susceptibility to obesity, insulin resistance, and 
T2DM (Alpers and Hudkins, 2011). Experiments us-
ing db/db mice are more widely conducted with the 
C57BLKS/J strain, as C57BL/6 mice do not develop 
significant nephropathy (Kong et al., 2013). Db/db mice 
in the C57BLKS/J strain display hyperinsulinemia at 
10 days of age and significant hyperglycemia is reported 
at 8 weeks (Susztak et al., 2004). Albuminuria is detected 
as early as 3–4 weeks after the onset of hyperglycemia 
(Susztak et al., 2003). DN develops slowly, where re-
markable GBM thickening, podocyte loss, and mesangial 
matrix expansion is observed by 18–20 months (Susztak 
et al., 2004). These mice do not develop mesangiolysis 
or nodular mesangial sclerosis, and do not experience 
progressive renal insufficiency. Therefore, they are good 
models of early changes in human DN, but fail to mani-
fest advanced features of DN (Alpers and Hudkins, 2011). 
To address advanced DN experimentally, db/db mice 
are uninephrectomized to accelerate the development of 
DN. UNX at a young age was associated with increased 
albuminuria and severe glomerulosclerosis in 37% of 
glomeruli at 24 weeks of age, as compared to sham-op-
erated db/db mice (Ninichuk et al., 2007). Additionally, 
uninephrectomized db/db mice displayed significant 
tubular atrophy and tubulointerstitial fibrosis (Nini-
chuk et al., 2007). Db/db mice have also been crossed 
with endothelial nitric oxide synthase (eNOS)–deficient 
mice to create eNOS–/–/db/db mice (Kong et al., 2013). 
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Research has shown an association between decreased 
eNOS expression via endothelial dysfunction and the 
development of DN in T1DM and T2DM (Neugebauer 
et al. 2000; Zanchi et al., 2000). Along with hyperglyce-
mia, hyperinsulinemia, hypertension, albuminuria, and 
decreased GFR, eNOS–/–/db/db mice develop features 
of advanced DN, such as mesangiolysis, focal segmental 
and nodular glomerulosclerosis, striking fibronectin ac-
cumulation in glomeruli, and tubulointerstitial fibrosis 
(Alpers and Hudkins, 2011; Kong et al., 2013).

3.2.6 BTBR ob/ob Mice
Ob/ob mice possess a recessive mutation in leptin, the 

ligand for the leptin receptor, and exist in the C57BL/6J, 
DBA2/J, and FVB stains (Kong et al., 2013). The T2DM 
induced by the ob/ob mice displays only mild function-
al and morphological changes in the C57BL/6J strains 
and are, therefore, not widely used as models of DN. 
However, when the ob/ob mutation is generated in the 
BTBR strain, the resultant BTBR ob/ob mice are insulin 
resistant, hyperinsulinemic, severely hyperglycemic, 
obese, and uniformly develop features of DN (Hud-
kins et al., 2010). Progressive proteinuria develops by 
4 weeks of age, whereas early characteristics of DN, such 
as glomerular hypertrophy, mesangial matrix expan-
sion, podocyte loss, and mesangiolysis, can be detected 
by 8 weeks (Hudkins et al., 2010). More advanced DN is 
seen by 22 weeks, where there is a 20% increase in GBM 
thickness, 50% increase in mesangial matrix, DMS, focal 
arteriolar hyalinosis, and mild focal fibrosis (Hudkins 
et al., 2010). The relatively rapid onset and progressive 
nature of DN in these mice is a major advantage of this 
model. Moreover, the BTBR ob/ob mice allow the inves-
tigation of the therapeutic effect of leptin administration 
in DN as opposed to db/db mice, which are deficient in 
the leptin receptor. However, limitations of this model 
include high cost and infertility of the BTBR ob/ob mice 
(Kong et al., 2013).

3.2.7 New Zealand Obese Mice
The New Zealand obese (NZO) mouse was created 

by the selective inbreeding from polygenic mice display-
ing obesity and T2DM in New Zealand. These mice are 
hyperleptinemic by 9–12 weeks of age due to leptin re-
sistance and have been reported to be hyperphagic and 
obese (Leiter and Reifsnyder, 2004). These mice are also 
hyperinsulinemic as a result of hepatic insulin resistance 
from an early age. High blood glucose levels indicate im-
paired glucose tolerance that worsens with age and ap-
proximately 50% of males develop diabetes by 24 weeks 
(Haskell et al., 2002). NZO mice are prone to autoim-
mune disease and develop circulating antibodies to na-
tive and single-stranded DNA (Melez et al., 1980). Renal 
injury in these mice exhibits features seen in both lupus 
nephritis (LN) and DN, such as glomerular proliferation, 

mesangial deposits, mild GBM thickening, and glomeru-
losclerosis. Eosinophilic nodules in some glomeruli are 
observed with occasional hyalinization of the glomeru-
lar arterioles and healing arteriolar inflammation (Melez 
et al., 1980). This model is a good choice for the study of 
the relationships between obesity and T2DM.

3.2.8 KK-Ay Mouse
The KK mouse is a polygenic mouse model of T2DM. 

These mice exhibit mild insulin resistance, hyperglyce-
mia, glucose intolerance, hyperinsulinemia, mild obe-
sity, and albuminuria (Tomino, 2012). The severity of hy-
perglycemia and insulin resistance is exacerbated by the 
introduction of the agouti (Ay) allele into the KK back-
ground (Suto et al., 1998). The Ay gene is expressed dur-
ing the hair growth cycle in neonatal skin, where it func-
tions as a paracrine regulator of pigmentation. Further, 
an Ay-related protein is a potent and selective antagonist 
of melanocortin receptors 3 and 4 that are expressed in 
the hypothalamus and implicated in weight regulation 
(Ollmann et al., 1997). Mice homozygous for the Ay mu-
tation die before implantation or shortly after, however, 
heterozygous mice are viable. KK-Ay mice exhibit obe-
sity and hyperglycemia, as well as albuminuria (Breyer 
et al., 2005). Renal histological changes, such as podocyte 
loss, diffuse mesangial expansion with mesangial cell 
proliferation, and segmental sclerosis in KK-Ay mice, are 
more severe than those that develop in KK mice (Tomi-
no, 2012). Another manipulation of this model includes 
UNX of KK-Ay mice and supplementation with a HSD, 
resulting in a more severe decline in renal function and 
accelerated DN (O’Brien et al., 2013).

3.2.9 Goto Kakizaki Rat
The Goto Kakizaki (GK) rat is a spontaneously poly-

genic model of T2DM and has been created by repeated 
inbreeding of glucose-intolerant Wistar rats over many 
generations (Janssen et al., 2004). Characteristics of this 
model include moderate hyperglycemia, peripheral in-
sulin resistance, and nonhyperlipidemic and nonobese 
phenotype (Kong et al., 2013). T2DM in this model is pri-
marily caused by β-cell deficit, where there is a decrease 
in pancreatic cell proliferation and pancreatic cell apop-
tosis at the embryo stage (Kong et al., 2013). Early renal 
morphological changes are similar to those observed in 
early stages of human DN, such as glomerular hyper-
trophy and GBM thickening (Phillips et al., 2001). At 
24 months of age, GK rats have been reported to display 
albuminuria, segmental glomerulosclerosis, and tubu-
lointerstitial fibrosis, and thus the late stage of this mod-
el resembles progressive human DN (Sato et al., 2003).

3.2.10 Zucker Diabetic Fatty Rat
The Zucker diabetic fatty (ZDF) rat has a missense 

mutation in the gene coding the leptin receptor (fa/fa) 
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(Phillips et al., 1996) and spontaneously develops insu-
lin resistance, T2DM, hyperlipidemia, moderate hyper-
tension, and obesity, as well as progressive renal injury 
(Kong et al., 2013). Hyperglycemia can be detected at 
12 weeks (Chen and Wang, 2005), whereas albuminuria 
is seen at 14 weeks (Figarola et al., 2008) followed by fo-
cal segmental glomerulosclerosis (FSGS) at 18–20 weeks 
of age (Coimbra et al., 2000; Hoshi et al., 2002). Addi-
tionally, renal pathology also involves mesangial ex-
pansion, macrophage infiltration, and interstitial fibro-
sis (Kong et al., 2013). ZDF male rats are more widely 
used as models of T2DM and DN because, although 
ZDF female rats display insulin resistance and obesity 
comparable to male rats, they only develop hyperglyce-
mia when placed on a diabetogenic diet (Corsetti et al., 
2000). A cross between a ZDF female and a SHHF male 
rat has been carried out to create the Zucker fatty/spon-
taneously hypertensive heart failure F1 hybrid (ZSF-1) 
rat (Ortiz et al., 2015). The ZSF-1 rat combines the most 
common contributors to the current epidemic of CKD, 
hypertension, obesity, T2DM, and hyperlipidemia. The 
high cost and large size of the animals added to their 
slow progression to CKD are barriers to the wider use of 
this model (Ortiz et al., 2015).

3.2.11 Otsuka Long-Evans Tokushima Fatty Rat
The Otsuka Long-Evans Tokushima fatty (OLETF) rat 

is a spontaneously diabetic rat with polyuria, polydipsia, 
mild obesity, hypertension, dyslipidemia, and advanced 
DN (Kawano et al., 1999; Kong et al., 2013). Between 
12 and 20 weeks, OLETF rats exhibit mild obesity and 
hyperinsulinemia with a late onset of hyperglycemia at 
18 weeks of age (Choi et al., 2011). Overt albuminuria 
occurs at 22 weeks, while at 40 weeks, proliferation of 
the mesangial matrix, GBM thickening, and diffuse glo-
merulosclerosis were observed (Kawano et al., 1994). By 
70 weeks of age, nodular lesions can be seen expanded 
to the proliferated mesangial matrix along with tubular 
atrophy and associated mononuclear cell infiltration and 
fibrosis (Kawano et al., 1992). Just as in human disease, 
the progression of T2DM in OLETF rats can be prevent-
ed by exercise and caloric restriction (Kong et al., 2013). 
Multiple recessive genes are associated with the induc-
tion of diabetes, such as the odb-1 on X-chromosome of 
OLETF rats. Moreover, a major quantitative trait locus 
colocalizing with cholecystokinin type A receptor gene 
influences poor pancreatic proliferation in OLETF rats 
(Moralejo et al., 1998).

3.3 Glomerular Disease

3.3.1 Focal Segmental Glomerulosclerosis
FSGS can be defined as the sclerosis of some “focal” 

but not all glomeruli. Obliteration of the glomerular 

capillaries by ECM, often accompanied by hyalinosis, 
only affects a “segment” of the glomerular tuft. With 
progression, more global glomerulosclerosis occurs 
(Ichikawa and Fogo, 1996). In 20% of children and 40% 
of adults, FSGS is the underlying cause of nephrotic syn-
drome (D’Agati et al., 2011). Nephrotic syndrome is de-
fined by urinary protein levels exceeding 3.5 g/1.73 m2 
of body surface area per day, hypoalbuminemia, and 
hyperlipidemia in the absence of systemic disease (Orth 
and Ritz, 1998). Proteinuria is a defining feature of FSGS 
with the main cellular target of disease onset being the 
podocyte, resulting in a compromised glomerular filtra-
tion barrier. Moreover, 80% of FSGS is idiopathic. The 
remaining 20% occurs secondary to other underlying 
diseases that cause mechanical stress on the podocytes, 
such as hypertension, diabetes, and obesity that increas-
es glomerular hypertension (de Mik et al., 2013; Ichikawa 
and Fogo, 1996). Podocytes are terminally differentiated 
cells; therefore, their depletion through detachment, 
apoptosis, or necrosis is critical to the development of 
glomerulosclerosis. Experimental models have shown 
that a 20% decrease in podocyte number causes FSGS 
and low-level sustained proteinuria, whereas a 40% de-
crease results in high-level sustained proteinuria and a 
decrease in renal function (de Mik et al., 2013; Wharram 
et al., 2005). The ECM deposition associated with sclero-
sis is influenced by numerous growth factors, cytokines, 
and chemokines. Local stress, heightened levels of ROS, 
and abnormal homeostasis can modulate these factors. 
As such, podocyte injury has been associated with the 
induction of ER stress genes: GRP78, GRP94, ORP150, 
and CHOP (Cybulsky et al., 2011). FSGS causes TGF-β 
activation that results in the recruitment of monocytes, 
macrophages, and T cells; upregulation of other proin-
flammatory mediators, such as TNF-α and IL-1; and fi-
brosis (Imig and Ryan, 2013; Kim et al., 2003; Noel, 1999). 
An ideal model for human FSGS would be one where 
glomerular scarring develops spontaneously and has a 
slow chronic progression.

3.3.2 Minimal Change Disease
Minimal change disease (MCD) is the most common 

cause for nephrotic syndrome in children and 15%–20% 
of cases in adults (Fogo, 2001). MCD is characterized 
by explosive edema, selective proteinuria, and clini-
cal response to glucocorticoid therapy, as T cell–related 
mechanisms are implicated in pathogenesis (Saleem and 
Kobayashi, 2016). The majority of MCD cases are idio-
pathic; however, the development of edema and protein-
uria are preceded by upper respiratory tract infections, 
allergic reactions, and the use of certain drugs, such as 
NSAIDs (Glassock, 2003). MCD shows normal appear-
ance of glomeruli on light microscopy, but nevertheless 
extensive effacement of foot processes of the podocytes 
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on electron microscopy. Another important feature of 
MCD involves lack of tubulointerstitial fibrosis despite 
heavy proteinuria (Saha and Singh, 2006; Saleem and 
Kobayashi, 2016).

3.3.3 Animal Models of FSGS and MCD
3.3.3.1 HYPERTENSIVE CKD MODELS TO STUDY FSGS

The remnant kidney model in the rat is the most com-
monly used animal model for FSGS. Most studies use 
5/6 nephrectomy, which is also a model for hyperten-
sive CKD. However, the 4/6 renal mass reduction is also 
used, as it is milder and does not induce hypertension, 
but only moderate renal dysfunction and glomeruloscle-
rosis (de Mik et al., 2013). Glomerular sclerosis is seen 
by week 4, postrenal ablation by ligation with segmental 
sclerosis in about 20% of the glomeruli and by week 8, 
tubulointerstitial fibrosis (Hostetter et al., 1981; Yoshida 
et al., 1988). Renal mass reduction decreases the num-
ber of glomeruli available to filter the same amount of 
serum. Glomerular growth through both cellular hyper-
trophy (increase in cell size) and hyperplasia (increase 
in cell number) occurs in FSGS. Age is a contributing 
factor in glomerular hypertrophy, where it determines 
the relative contributions of hypertrophy and hyper-
plasia. Hyperplasia is predominant in young animals 
showing more severe sclerosis after renal ablation than 
adults (Fogo, 2003). Glomerular enlargement due to in-
jury results in epithelial cell detachment where denuded 
areas are associated with hyalinosis and cause progres-
sive scarring through the hyperfiltration of plasma pro-
teins. Other hypertensive CKD models, such as the Dahl 
S rat, SHR, and chronic Ang II infusion combined with 
renal mass reduction have also been reported to cause 
FSGS. However in these models, damage to the glo-
merular vessels occurs secondary to hypertension. FSGS 
induced by renal hypertension has been detected in Sa-
bra hypertension-prone rats; they are salt-sensitive rats 
that develop hypertension when chow diet and drinking 
water is loaded with 8% NaCl (Yagil et al., 2002). The 
remnant kidney model provides a limited representation 
of human FSGS, as glomerular damage is induced via 
an acute procedure, whereas in humans, FSGS onset is 
much slower. As only 20% of FSGS occurs due to under-
lying secondary causes, the FSGS seen in hypertensive 
CKD model can only represent a small segment of FSGS 
in the human population.

3.3.3.2 DRUG-INDUCED FSGS AND MCD

Adriamycin is an anthracycline, a class of antitu-
mor drugs widely used to treat human cancers. Adria-
mycin induces direct toxic damage to the glomerulus, 
where it alters the glomerular filtration barrier; charge 
selectivity is reduced and podocyte cell foot processes 

are fused. Slit diaphragm abnormalities are critical and 
early events in the pathogenesis of adriamycin-induced 
FSGS, where the expression patterns of slit diaphragm 
proteins, nephrin, podocin, and NEPH1 are altered (Lee 
and Harris, 2011). Adriamycin is administered intravas-
cularly in most studies; however, other routes include 
substernal, intracardiac, and intrarenal administration. 
Adriamycin doses range from 1.5 to 5 mg/kg in rats and 
from 10 to 15 mg/kg in mice (de Mik et al., 2013). Male 
rats are more susceptible than females, and BALB/c 
mice are used in mouse experiments, as C57BL/6 mice 
are the most resistant to adriamycin-induced FSGS (de 
Mik et al., 2013). Intravascular administration of Adria-
mycin at 2 mg/kg results in early phase proteinuria with 
focal foot process effacement after the second injection. 
Segmental glomerulosclerosis occurs after 16 weeks 
with global glomerulosclerosis and tubulointerstitial fi-
brosis at 24 weeks and some animals dying of uremia at 
28 weeks (Fogo et al., 1988; Okuda et al., 1986). Adria-
mycin given in a single dose intravascularly (5 mg/kg) 
resulted in sclerosis in 50% of rats by 6 months (Bertani 
et al., 1986). Puromycin aminonucleoside (PAN) is an 
antibiotic that inhibits protein synthesis and has been 
administered subcutaneously, intravenously, and in-
traperitoneally to induce both MCD and FSGS (de Mik 
et al., 2013; Pippin et al., 2009). The degree of renal injury 
and onset of proteinuria are influenced by the rat strain, 
PAN dose, and route of administration; however, it is 
the cumulative exposure to PAN that determines wheth-
er rats develop MCD or FSGS (Pippin et al., 2009). The 
administration of five subcutaneous injections of PAN 
(1.5 mg/100 g body weight) produced glomerular dam-
age and apoptosis resembling human MCD; the admin-
istration of five additional doses of PAN led to the devel-
opment of irreversible sclerotic lesions characteristic of 
FSGS (Shiiki et al., 1998). A single dose of 50 mg/kg of 
PAN in the rat produces early phase proteinuria peaking 
at 10 days that is similar to MCD with complete efface-
ment of foot processes. Proteinuria in this model almost 
resolves after this early phase followed by a progressive, 
lower-level proteinuria between week 10 and 13 that is 
associated with early segmental sclerotic lesions (Dia-
mond and Karnovsky, 1986). The tubulointerstitial fibro-
sis that occurs with the progression of adriamycin- and 
PAN-induced nephropathy is correlated with the sever-
ity of proteinuria, and associated with macrophage and 
T cell infiltration and the release of chemokines: MCP-1 
and -3 and RANTES (Fogo, 2003). These drugs exert di-
rect toxicity to podocytes through the production of ROS 
(Fogo, 2003). The strengths of drug-induced glomerular 
disease models include their high reproducibility with 
robust degree of tissue injury and relatively low mor-
tality and morbidity. Structural and functional injury in 
these models greatly resembles human FSGS and MCD, 
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and the administration of the drugs, albeit requiring a 
certain level of skill, is much less demanding than the 
surgery involved in remnant kidney models. The dura-
tion of these models is short, where proteinuria onset is 
early and glomerulosclerosis occurs within weeks. The 
limitations of these models include batch variability 
with regards to the drugs, whereby certain brands or 
batches of drug will produce different severity in dis-
ease. Another source of variability involves differences 
in susceptibility across strains of rodents. Further, the 
issue of drug toxicity might require the optimization of 
doses for experimental use, particularly in the case of 
adriamycin where doses as little as 0.5 mg/kg lower or 
higher than the optimum may lead to either lack of renal 
injury or toxicity leading to death, respectively (Lee and 
Harris, 2011).

3.3.3.3 VIRUS-INDUCED FSGS

Virus-induced FSGS occurs due to the direct infection 
of the podocyte or through the release of inflammatory 
cytokines from infected cells. HIV-associated nephrop-
athy (HIVAN) is the most common animal model used 
to induce FSGS via viral infection. This transgenic mod-
el was produced using a replication-deficient version of 
HIV as the integrated transgene. These mice, referred 
to as the transgenic 26 (Tg26) mice (Dickie et al., 1991), 
develop proteinuria at 24 days of age with 18% of mice 
dying between 2 and 6 months with heavy proteinuria, 
elevated blood urea nitrogen, edema, and hypoalbu-
minemia. Focal changes were limited and described 
as mild to severe in animals under 2 months of age. 
Tg26 mice over 2 months of age had diffuse segmental 
and global glomerulosclerosis, as well as lymphocytic 
infiltrates. The severity of renal damage in Tg26 mice 
depends on the animals’ genetic background, with the 
FVB/N strain being the most susceptible. Various HI-
VAN models have been produced, such as transgenic 
mice that express HIV-1 accessory genes, such as Vpr 
and nef, which synergistically damage podocytes, re-
sulting in glomerulosclerosis (Rosenstiel et al., 2009). 
The glomerular pathology seen in HIVAN models re-
sembles human HIVAN; however, HIVAN is a second-
ary cause of FSGS, therefore these models do not widen 
our understanding of primary FSGS, which is the most 
common.

3.3.3.4 GENETIC MODELS

3.3.3.4.1 PODOCYTE-SPECIFIC GENE DISRUPTION  
Both human and mouse studies show that FSGS is ini-
tiated by podocyte dysfunction. Mutations in nephrin 
(NPHS1) and podocin (NPHS2), key components of the 
podocyte slit diaphragm, have been shown to result in 
congenital nephrotic syndrome of the Finnish type and 
steroid-resistant nephrotic syndrome of the podocin 

type, respectively in humans (Boute et al., 2000; Putaala 
et al., 2001). NPHS1 knockout mice die within 24 h after 
birth due to edema and massive proteinuria with the ab-
sence of the slit diaphragm and effacement of podocyte 
foot processes (Putaala et al., 2001). Similarly, humans 
with NPHS1 mutations are diagnosed with nephrotic 
syndrome at birth and albuminuria starts in utero (Pa-
trakka et al., 2000). NPHS2 knockout mice are massively 
proteinuric at birth and die within the first 5 weeks of 
life with ESRD. NPHS2–/– mice do not show FSGS le-
sions, but exhibit DMS characterized by mesangial ac-
cumulation of ECM proteins without mesangial cell pro-
liferation (Roselli et al., 2004). In contrast, humans with 
NPHS2 mutations are not proteinuric at birth, and prog-
ress slowly to ESRD through progressive FSGS (Roselli 
et al., 2004). Podocin inactivation in the adult mouse 
kidney using Cre-LoxP technology, however, presents 
FSGS within 4 weeks followed by diffuse glomeruloscle-
rosis and tubulointerstitial injury (Mollet et al., 2009). 
Mutations in α-actinin-4 (ACTN4) have been shown to 
cause an autosomal dominant form of human FSGS, and 
decreased ACTN4 expression is seen in humans with 
primary glomerulopathies, such as sporadic FSGS and 
MCD (Feng et al., 2015; Yao et al., 2004). The ACTN4 gene 
encodes the production of an actin cross-linking protein 
and is widely expressed in the kidney. In addition to 
bundling F-actin, ACTN4 interacts with various proteins 
to modulate focal adhesion and links the cytoskeleton to 
the ECM, and is part of the nephrin multiprotein com-
plex that maintains glomerular structure integrity (Feng 
et al., 2015). A significant percentage of ACTN4 knock-
out mice suffer perinatal death; however, survivors de-
velop albuminuria and FSGS at about 10 weeks of age 
(Kos et al., 2003). In an effort to model human disease, 
certain research groups have generated transgenic mice 
with ACTN4 mutations. Particularly, transgenic mice 
with the K256E mutation (homologous to human K255E 
mutation) had higher expression of mutant ACTN4 and 
exhibited significant albuminuria, glomerulosclero-
sis, and foot process effacement at 10 weeks (Michaud 
et al., 2010).

3.3.3.4.2 INDUCIBLE FSGS USING TRANSGENIC ANI-
MALS As Thy1.1 cell surface antigen is not expressed 
on normal mouse podocytes, transgenic mice have been 
generated by injecting hybrid human–mouse Thy1.1 
into the pronuclei of zygotes of Thy1.2 CBA + C57BI/10 
parents. The injection of anti-Thy1.1 monoclonal an-
tibodies into these mice results in rapid onset of albu-
minuria within 10 min to 24 h, and is strongly correlated 
with FSGS lesion formation. FSGS lesions developed 
within 3 weeks in a dose-dependent manner (Assmann 
et al., 2002; Smeets et al., 2004). Another model of FSGS 
induction includes transgenic rats with the human diph-
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theria toxin (DT) receptor (hDTR) specifically expressed 
in podocytes (Wharram et al., 2005). Fisher 344 rats were 
used for these experiments and the hDTR rats were in-
jected with DT (1 mg/10 g) when they reached 100 g 
body weight. This setup allows the transport of DT into 
podocyte cytoplasm, thereby causing podocyte deple-
tion. Over 40% podocyte depletion in this model trans-
lated to FSGS and global glomerulosclerosis, high-grade 
proteinuria, and reduced renal function. Increasing the 
dose of DT to >50 ng/kg causes proteinuria within 
7 days of toxin administration, where the mice progress 
to ESRD within 10 days to 3 weeks.

3.3.3.4.3 SPONTANEOUS FSGS IN THE BUFFALO/MNA 
RAT The Buffalo/mna rats spontaneously develop 
FSGS by 2 months of age in addition to proteinuria, with 
epithelial cell alterations with foot process flattening and 
vacuolization at the ultrastructural level. Lesion forma-
tion has been attributed to a circulating factor, as kidneys 
from other rat strains transplanted into the Buffalo/mna 
rats also develop proteinuria within 10 days, progressing 
to FSGS (Le Berre et al., 2002). However, Buffalo/mna 
kidneys show regression of lesions when transplanted 
into healthy Lewis rats. At 6 months, these rats exhibit 
FSGS similar to that found in humans. Early lesions have 
been characterized as “tip lesions,” as they occur at the 
glomerular junction with the proximal tubule; sclerosis 
extends to all parts of the glomerulus later (Nakamura 
et al., 1986). The rats are normotensive and nonuremic 
and are particularly relevant in modeling the recurrence 
of FSGS after transplantation in humans (Nakamura 
et al., 1986).

3.3.3.4.4 NPHS2-ANGPTL4 TRANSGENIC RATS TO MOD-
EL MCD Increased expression of angiopoietin-like-4 
(ANGPTL4), a secreted glycoprotein, has been noted in 
the glomeruli, urine, and serum in patients with MCD. 
Whereas ANGPTL4 is normally expressed in podocytes 
at relatively low levels, it is highly upregulated in MCD 
(Chugh et al., 2012). NPHS2-ANGPTL4 transgenic rats 
overproduce ANGPTL4 specifically from the podocyte 
and exhibit several features of human MCD (Clement 
et al., 2011). These rats develop selective proteinuria 
where albumin is the dominant protein in urine and 
albuminuria develops at 1 month of age. Effacement of 
podocytes is first noted at 3 months, and increases to an 
extensive degree by 5 months of age. Similar to human 
MCD, these rats do not show tubulointerstitial fibrosis 
despite early and severe onset of proteinuria (Chugh 
et al., 2012). Studies have shown that the NPHS2-AN-
GPTL4 rat is the most accurate model for human MCD. 
However, this model shows gradual progression in renal 
injury, which is in contrast to the explosive onset of MCD 
seen in adults.

3.4 Autoimmune Kidney Diseases

3.4.1 Heymann Nephritis Model of Membranous 
Nephropathy

Membranous nephropathy (MN) is the leading cause 
of idiopathic nephrotic syndrome in adults, with approx-
imately 40% of patients developing progressive renal 
insufficiency resulting in ESRD (Fervenza et al., 2008). 
MN is initiated by immunoglobulin G (IgG) antibodies 
(mostly of the IgG4 subclass) produced against autoan-
tigens expressed by podocytes (e.g., human PLA2R, rat 
megalin) or antigens planted in the subepithelial space, 
such as cationic proteins (cBSA and α3NC1) (Jefferson 
et al., 2010). Upon antigen binding, the antibodies form 
immune complexes that deposit subepithelially, on the 
outer side of the GBM, resulting in complement activa-
tion that causes podocyte injury, foot process effacement, 
and GBM thickening. The glomerular filtration barrier 
is, therefore, compromised in MN, resulting in protein-
uria and progression to nephrotic syndrome (Borza 
et al., 2013). The rat Heymann nephritis (HN) model has 
been established as the best model to study MN disease 
mechanisms, as it recapitulates the clinical and patho-
logical aspects of human MN (Borza et al., 2013). The 
model is based on the use of antibodies targeted against 
HN antigenic complex consisting of two proteins: mega-
lin and receptor-associated protein (RAP). Megalin 
forms a heterodimeric complex with RAP, and several 
epitopes on this complex are involved in the formation 
of immune deposits (Farquhar et al., 1995). There are 
two types of HN, active HN, where the animal’s own 
immune system produces antibodies usually in response 
to an injection of kidney extracts with adjuvant, and pas-
sive HN, where rats are injected with antiserum gener-
ated in another animal to elicit immune complex forma-
tion. Although it more closely resembles human MN, 
active HN is rarely used, as it takes substantially longer 
to induce disease and MN development is very variable 
(Jefferson et al., 2010). In passive HN, antibodies are 
generated against the pelleted renal tubular epithelial 
fraction (Fx1A). Adult rats from various strains, Sprague 
Dawley, Wistar, Munich Wistar, Lewis, and Piebold Viral 
Glaxo, are used. The rats receive a single dose of anti-
Fx1A antibody and doses range from 2 to 7 mL/kg for 
serum and 20–240 mg/kg for isolated IgG. UNX and 
multiple injections followed by sensitization with rabbit 
IgG have been used to accelerate passive HN (Jefferson 
et al., 2010). The formation of immune deposits occurs in 
the subepithelial space upon anti-Fx1A administration. 
This process obstructs the slit diaphragm and activates 
complement. Deposition of terminal components of 
complement C5b–9 is seen in both passive HN (Cybul-
sky et al., 1986) and in human MN (Cosyns et al., 1986). 
The onset of severe proteinuria manifests 4–7 days after 
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the injection and ranges between 100 and 500 mg/day 
(Nakatsue et al., 2005). The main histological changes in-
clude GBM thickening and foot process effacement pro-
gressing to glomerular and tubulointerstitial sclerosis, 
features resembling human MN (Beck and Salant, 2014). 
Limitations of this model include the fact that megalin is 
not expressed on human podocytes and so it not a patho-
genic human antigen. Further, this model shows tubular 
immune deposits that do not reflect pathology in human 
MN. Dipeptidyl peptidase IV (DDPIV) is another major 
antigen that has been used in a model of MN. Admin-
istration of rabbit anti-DPPIV antibody into 6-week-old 
Lewis rats led to proteinuria on day 1, peaking at day 2, 
followed by a gradual decline. In this model, however, 
the immune deposits are transient and disappear within 
5 days (Natori et al., 1994; Ronco et al., 1984).

3.4.2 IgA Nephropathy
IgA nephropathy (IgAN) is one of the most common 

forms of glomerulonephritis in the world, representing 
25%–50% of patients with primary glomerulonephri-
tis (Suzuki et al., 2014). Characteristic features of IgAN 
include mesangial cell proliferation, matrix expansion 
accompanied with granular mesangial immunodepos-
its of IgA, comprised of polymeric IgA1, complement 
3, with variable IgG and/or IgM codeposits (Barratt 
and Feehally, 2005). With disease progression, crescen-
tic changes can be superimposed on diffuse mesangial 
proliferative glomerulonephritis. Patients may develop 
nephrotic-range proteinuria at different stages of the 
disease from mild glomerular injury to advanced glo-
merulosclerosis (Barratt and Feehally, 2005; Suzuki 
et al., 2014). The ddY mouse strain is a well-characterized 
model of spontaneous IgAN, which develops glomeru-
lonephritis and a remarkable deposition of IgA in the 
mesangium accompanied with codeposits of IgG, IgM, 
and C3 (Imai et al., 1985). However, the high degree of 
variability in the age of onset and severity of disease in 
this model presents a disadvantage. Interbreeding ddY 
strains with high serum levels of IgA produced the high-
IgA (HIGA) mouse strain (Muso et al., 1996). However, 
it was observed that although HIGA mice have high IgA 
levels, serum IgA levels are not associated with sever-
ity of glomerular injury and incidence of disease (Suzuki 
et al., 2005). Another method used to overcome the high 
variability in ddY mice involves the selective intercross-
ing of early IgAN onset ddY mice for over 20 generations. 
This strategy established a novel 100% early-onset ddY 
mouse (Okazaki et al., 2012). Electron-dense deposits 
in these mice are manifested in the paramesangial area, 
similar to those found in humans. Further, glomerular 
deposits of IgA with IgG and C3 codeposits also occur 
in this model. All early-onset ddY mice develop protein-
uria within 8 weeks of birth, which is higher than uri-
nary protein excretion in HIGA mice at 8 weeks. These 

mice exhibit severe glomerular and tubulointerstitial le-
sions characterized by mesangial proliferation, mesan-
gial matrix expansion, and tubulointerstitial infiltrations 
(Okazaki et al., 2012).

3.4.3 Thy-1 Nephritis
Thy-1 nephritis is an experimental rat model of mem-

branoproliferative glomerulonephritis (MPGN). MPGN 
is characterized by glomerular mesangial expansion due 
to increased matrix and increased cellularity, thickening 
of peripheral capillary walls, and GBM with accumula-
tion of subendothelial and intramembranous immune 
deposits (Alchi and Jayne, 2010; Smith and Alpers, 2005; 
Yang et al., 2010). Antigen-triggered immune MPGN in 
humans occurs in IgAN and Henoch–Schönlein purpura 
nephritis and can be modeled using the Thy-1 nephri-
tis rat model (Alchi and Jayne, 2010). In Thy-1 nephritis, 
MPGN is induced by a single injection of rabbit anti-
thymocyte serum or mouse anti-Thy1 monoclonal anti-
body through a tail vein (Ishizaki et al., 1986). The Thy-1 
antigen is found on thymocytes and also is present on 
rat glomerular mesangial cells; therefore, an immune 
attack is induced. Monocyte/macrophage infiltration 
manifests 2 days postinjection along with mesangioly-
sis due to necrosis and fibrin deposition. Mesangial cell 
proliferation peaks at about 1 week, where mesangial 
matrix and small crescent formation can also be seen 
(Liu et al., 2004). Proteinuria and hematuria are seen but 
without hypertension development. The nephritis in this 
model repairs after 3 weeks; however, repeated injec-
tions of Thy-1 can result in chronic sclerosis and prolif-
erative lesions with interstitial fibrosis and progressive 
CKD (Yabuki et al., 2006).

3.4.4 Anti-GBM Models
Anti-GBM glomerulonephritis is a category of cres-

centic glomerulonephritis, a morphological expression 
of severe glomerular injury. Crescent formation is caused 
mainly by rupture of glomerular capillaries, which al-
lows cellular and humoral inflammatory mediators to 
spill into Bowman’s space (Jennette and Thomas, 2001). 
Anti-GBM glomerulonephritis is caused by autoanti-
bodies directed against the α3 chain of type IV collagen. 
Clinically, Goodpasture’s Syndrome is an autoimmune 
disease where autoantibodies to the GBM and alveoli 
basement membrane result in pulmonary hemorrhage 
and anti-GBM glomerulonephritis (Jennette and Thomas, 
2001). To produce a rat model of anti-GBM nephritis, an-
ti-GBM antiserum is produced by immunizing rabbits 
with rat GBM. Nephritis is then induced by intravascular 
injection of rabbit anti-GBM IgG (Isome et al., 2004; Kim 
et al., 2004). Mesangial proliferation, severe necrotizing 
lesions, crescent formation, increased urinary protein ex-
cretion, and interstitial fibrosis are all features observed 
within 1–2 weeks after anti-GBM injection (Isome et al., 
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2004; Kim et al., 2004; Reynolds et al., 1998). Macrophage 
infiltration (Isome et al., 2004) and inflammatory and fi-
brogenic activities of NFkB and TGF-β1 have been impli-
cated in anti-GBM nephritis pathology (Kim et al., 2004). 
This model can be induced in both mice and rats; howev-
er, there is a significant variation in susceptibility among 
different strains. The WKY rat is highly susceptible to the 
development of crescentic glomerulonephritis, whereas 
the Lewis rat is resistant (Reynolds et al., 2006). In mice, 
BUB/BnJ, DBA/ 1J, and 129/svJ mice are more suscep-
tible than A/J, AKR/J, C3H/HeJ, DBA/2J, MRL/MpJ, 
NOD/LtJ, P/J, SJL/J, and SWR/J mice (Xie et al., 2004).

3.4.5 Lupus Nephritis
Lupus nephritis (LN) is a form of glomerulonephri-

tis that is clinically observed in 50%–80% of patients 
with systemic lupus erythematosus (SLE) and results in 
ESRD in 10%–20% of patients (Cameron, 1999; Ginzler 
et al., 1982; Peutz-Kootstra et al., 2001). SLE is an auto-
immune disease affecting multiple organs and affects 
1 of 750 people in Northern Europe and North Ameri-
ca, with 80% of cases occurring in women during their 
childbearing years (Mills, 1994). LN is characterized by 
the presence of Igs of almost all isotypes in the glomeru-
lus, as well as activation of complement components. A 
spectrum of glomerular lesions manifests, ranging from 
a complete absence of abnormalities or mild mesangial 
proliferation to proliferative and crescentic glomerulo-
nephritis (McGaha and Madaio, 2014; Peutz-Kootstra 
et al., 2001). There are three widely used mouse models 
of LN: (1) (NZB × NZW) F1 hybrid (called the NZB/W 
F1 mice), (2) MRL/lpr, and (3) BXSB strains. NZB/W 
F1 mice are produced by crossing New Zealand white 
(NZW) mice with New Zealand black (NZB) mice 
(Knight and Adams, 1978). Both the NZB and the NZW 
strain have elevated levels of anti-DNA antibodies; how-
ever, on their own these strains develop mild pathology. 
The NZB/W F1 hybrid mice experience severe LN with 
mesangial proliferation, thickening of the glomerular 
capillary wall, glomerulosclerosis, tubular atrophy, and 
interstitial inflammation (Andrews et al., 1978; Lambert 
and Dixon, 1968; Peutz-Kootstra et al., 2001). Mice die 
of ESRD with proteinuria and azotemia between 6 and 
12 months of age and females are more severely affected 
by the disease (McGaha and Madaio, 2014). The MRL/
lpr mice show a broad spectrum of SLE features, such as 
arthritis, inflammatory skin lesions, and glomerulone-
phritis. MRL/lpr mouse pathology involves endothelial 
and mesangial cell proliferation; GBM thickening; mac-
rophage, neutrophil, and T cell infiltration at 6 months of 
age (Andrews et al., 1978; Hahn, 1993). Glomerular Ig de-
posits begin to appear at 2 months accompanied with sig-
nificant complement C3 deposits (Bao et al., 2011). These 
mice, however, have a lower incidence of glomerular 
crescent formation than the other models of LN (McGaha 

and Madaio, 2014). MRL/lpr mice die within a year due 
to massive proteinuria and azotemia resulting in ESRD 
(Hahn, 1993; Peutz-Kootstra et al., 2001). Although both 
males and females are affected by the lymphoprolifera-
tion (lpr) mutation, the disease is more severe in females 
(Andrews et al., 1978). In contrast, the BXSB strain show a 
weaker disease phenotype where female mice have 50% 
mortality at 15 months compared to male mice, which 
have 50% mortality at 5 months (Andrews et al., 1978; 
McGaha et al., 2005; Theofilopoulos and Dixon, 1981). 
This effect is attributed to the presence of the Y-linked 
autoimmune accelerator (Yaa) driving autoimmunity 
(Hudgins et al., 1985; Murphy and Roths, 1979). Never-
theless, both male and female mice die due to glomerulo-
nephritis and ESRD (McGaha and Madaio, 2014).

3.5 Hereditary/Genetic Diseases

3.5.1 Alport Syndrome
Alport syndrome is an inherited disorder due to the 

mutations of the α3, α4, or α5 chains of type IV collagen 
(COL4A3, COL4A4, and COL4A5). Characteristics in-
clude progressive glomerulosclerosis, patchy thickening 
and thinning of the GBM, splitting of the lamina densa, 
as well as deafness and retinal abnormalities (Barker 
et al., 1990; Kashtan, 2002). Alport mice are genetically 
deficient in the α3 (IV) collagen chain on a 129Sv back-
ground and are commercially available. These mice 
exhibit irregular thickening and splitting of GBM by 
4 weeks, and experience proteinuria with mild hematu-
ria by 5 weeks (LeBleu et al., 2009; Sugimoto et al., 2006; 
Yang et al., 2010). Severe glomerular sclerotic lesions and 
tubulointerstitial fibrosis have been seen at 10 weeks. 
There is a rapid decline of renal function after 14 weeks 
and only 5% of mice survive past 4 months (Cosgrove 
et al., 1996; Miner and Sanes, 1996). While highly repre-
sentative of the renal pathology found in human Alport 
syndrome, the murine model progresses very rapidly. 
This aspect is not representative of the slow progression 
of the disease in humans between late childhood and 
age 40 (Pierides et al., 2009). In addition, these mice also 
show extracapillary crescentic proliferation in the first 
4 weeks, a feature not seen in typical human Alport syn-
drome (LeBleu et al., 2009).

3.5.2 Polycystic Kidney Disease
Polycystic kidney disease (PKD) is a group of disor-

ders inherited in an autosomal dominant (ADPKD) or 
recessive (ARPKD) fashion; however, ADPKD occurs 
more frequently and is in fact one of the most com-
mon genetic diseases in humans (Happe and Peters, 
2014; Nagao et al., 2012). Further, 50% of patients with 
ADPKD develop ESRD by age 60 (Nagao et al., 2012). 
About 85% of ADPKD cases occur as a result of muta-
tions in the PKD1 gene, whereas 15% occur as a result 
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of mutations in PKD2. ARPKD with a lower incidence is 
caused by a mutation in the polycystic kidney and he-
patic disease 1 (PKHD1) gene, which encodes fibrocys-
tin/polyductin (Harris, 2002; Turkbey et al., 2009). PKD 
is characterized by abnormal cellular proliferation, fluid 
accumulation in numerous cysts, remodeling of ECM, 
inflammation, and fibrosis in the kidney and liver. Overt 
proteinuria is uncommon in ADPKD with only 27% 
demonstrating 300 mg/day and proteinuria >2 g/day 
is unusual and is suggestive of the presence of another 
kidney disease (Chapman, 2007). There are two main 
types of PKD animal models: spontaneous hereditary 
models identified by manifestations of PKD and modi-
fied models generated by mutation of human ortholo-
gous genes (Nagao et al., 2012). Established, spontane-
ous hereditary models include PCK rats, Pcy mice, and 
juvenile cystic kidney (Jck) mice. The gene responsible 
for PKD in the PCK rat is orthologous to human Pkhd1. 
The life span of PCK rats is approximately 1.5 years, and 
numerous cysts are observed on the kidney and liver 
surface at 1 year of age. The initial cysts originate from 
the collecting duct and the growing cysts diffusely af-
fect whole nephron segments with disease progression 
(Nagao et al., 2012). In Pcy mice, the gene target is or-
thologous to human Nphp3-encoding nephrocystin-3, 
a protein expressed in primary cilia of epithelial cells 
in the kidney, pancreas, heart, and liver. Numerous 
cysts are observed at 30 weeks of age and this is associ-
ated with the occurrence of ESRD (Nagao et al., 2012). 
These mice have a life span of 30 weeks on the DBA/2 
or ICR strain background, but 2 years on the C57BL/6 
background. Jck mice have a mutated Nek8 or Nphp9 
gene, where the mutated gene product is found on pri-
mary cilia and affects the normal expression of PKD1 
and PKD2 gene products: PC1 and PC2. The life span of 
Jck mice is 20–25 weeks and initial cysts are observed at 
4 weeks (Nagao et al., 2012).

4 CONCLUSIONS

As illustrated in this work, kidney disease represents 
a wide range of human pathologies affecting this organ 
and its function. The ultimate adverse consequence for 
patients with kidney disease is renal failure. In this work, 
we have described numerous animal models and illus-
trated their main pathophysiological features. We have 
also attempted to detail the similarities, from a patho-
physiological perspective, that these models share with 
human diseases. The goal of modeling kidney disease in 
animals is to better understand its underlying mecha-
nisms of initiation and progression, thereby allowing 
intervention strategies to be developed that ultimately 
prevent renal failure. It is our hope that this work con-
tributes to that goal.
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1 INTRODUCTION

Why do stones form in human kidneys? The answer 
to this basic question remains elusive as currently we still 
do not fully understand the fundamental pathophysiol-
ogy of urinary stone formation. In 1937, when Alexander 
Randall postulated that papillary “plaques” composed of 
calcium phosphate represented the nidus for future stone 

formation, he described such plaques to be “invading 
and replacing interstitial tissue.” (Randall, 1937, 1940) 
While currently we know that Randall’s plaques are 
present in the majority of calcium kidney stone formers, 
there is still more to understand with regard to the cas-
cade of events leading to kidney stone formation. It is 
theorized that ectopic biomineralization in the proximal 
medullo-papillary complex precedes interstitial Randall 
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plaque in the distal papilla that ultimately culminates in 
urinary stone formation. We still have a limited under-
standing of the genetic and environmental reasons that 
lead to the early ectopic biomineralization process. The 
only way to fully understand the temporal evolution/
process by which stones form will be to develop reli-
able animal models. There is a great need for standard-
ized nephrolithiasis animal models to better understand 
the temporal sequence of stone growth and thus allow 
researchers around the world to share data from similar 
animal models. It is with this goal in mind that the cur-
rent animal models to study urolithiasis are reviewed.

Urinary stone disease remains a prevalent disease 
with approximately 1 of 11 people affected in the United 
States (Scales et al., 2012). Multiple studies have shown 
that up to 50% of patients who develop a kidney stone 
will experience another stone episode within 5 years 
(Ljunghall, 1987). Acute renal colic associated with pas-
sage of a urinary stone is a major source of patient mor-
bidity and mortality, with over 50% of these patients 
requiring surgical intervention and an average esti-
mated 19 productive work hours lost each year (Pearle 
et al., 2005; Saigal et al., 2005). Previously an estimated 
$2.1 billion annual cost was linked to urolithiasis in the 
year 2000 (Pearle et al., 2005). The associated health costs 
of urolithiasis continue to rise and recently this number 
has risen to an estimated $10 billion annually (Scales 
et al., 2016). While major advancements in technique and 
technology have been made in the surgical treatment of 
kidney stones, our understanding of the fundamental 
mechanisms of stone formation remain limited.

A reliable and reproducible animal model for urinary 
stone disease is not widely accepted or used, and as such 
researchers frequently have resorted to studying stone 
specimens at the extreme ends of the spectrum (from 
early papillary Randall plaques, to deep sampling of 
the medullo-papillary complex at time of nephrectomy, 
and surgically excised calculi). Endoscopic papillary bi-
opsies limit study to the tip of the renal papilla while 
excised medullo-papillary complexes from surgically re-
moved kidneys reveal potential upstream development 
of biomineralization. Many surgically removed kidneys 
are removed due to infection or chronic obstruction and 
may not represent pristine specimens to study early ele-
ments of stone formation. As a community of clinicians 
and basic scientists trying to unfold the mysteries of 
biomineralization, there is an urgent need to develop a 
reliable animal model to study the pathogenesis of uri-
nary stone disease.

Reflecting back on the last 50 years, there have been 
relatively few breakthroughs with respect to stone pre-
vention. The lack of a reliable animal model has limited 
innovations in medicinal prophylaxis. Most urologists 
perform a metabolic evaluation that consists of labora-
tory testing including targeted 24-h urine collections 

and blood chemistries to try to identify risk factors for 
future stone formation. This metabolic evaluation has 
remained the same for nearly half a century, yet both the 
incidence and recurrence of stones continue to rise. An 
animal model is needed to better understand the mecha-
nisms by which stones form to allow us to decrease fu-
ture stone formation and provide a roadmap to develop 
new prophylactic regimens.

Currently no single animal model system can be 
thought of as perfect, yet valuable insight can be gained 
from reviewing those animals that have been utilized 
thus far. For each animal, the anatomic similarities and 
differences compared to humans will be highlighted. 
The methods by which investigators induce stone for-
mation will be summarized, focusing on the advantag-
es and disadvantages researchers have encountered to 
date. Each model has limitations and these will also be 
highlighted within each section. It is with these concepts 
in mind that hopefully the reader will gain an appre-
ciation of the importance of animal models for urinary 
stone disease.

2 RAT MODEL

Similar to other fields in medicine, urinary stone dis-
ease has utilized the rat to attempt to systematically study 
the pathogenesis of urinary stone disease. Rats represent 
a well-established, relatively economical model that sci-
entists have utilized since the 19th century. At the be-
ginning of the 21st century, rats and mice accounted for 
over 90% of animals used in research (CCPA, 2000). For 
urinary stone disease, studies utilizing the rat have pre-
dominantly focused on reproducing both hypercalciuria 
and hyperoxaluria, two of the most common pathophys-
iologic changes associated with urinary stone disease.

2.1 Anatomic/Physiologic Comparison Between 
Rat and Humans

There are inherent differences between the kidneys of 
the rat and those of humans, the biggest of which is that 
rat kidneys are unipapillary compared to the multipap-
illary kidneys of humans. Average rat kidney measure-
ments are 1.6 × 1.0 × 0.9 cm, and their usual weight is 
0.75–1.2 g (Khan, 2013). Despite having fewer urinary 
tubules and an overall smaller collecting system, rat kid-
neys have a similar cortex-medulla ratio (2:1) compared 
with humans. In general, rat kidneys are usually com-
prised of approximately 30,000 nephrons, compared to 
nearly 1,000,000 in humans (Khan, 2013). The rat blad-
der is different from humans in that it is considered to 
be more of an abdominal organ given that the shape of 
the rat pelvis lacks a true (lesser) cavity (DeSesso, 1995). 
Rat bladders generally have a pear-shape and have been 
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noted to have a maximum volume of 2.5 mL, with av-
erage urine output ranging between 10 and 25 mL/day 
(DeSesso, 1995).

2.2 Hypercalciuria

2.2.1 Cross-Breeding Model
Hypercalciuria has been established as one of the most 

common risk factors for the development of urinary 
stone disease (Bushinsky et al., 1995; Coe et al., 1992). For 
the rat, researchers have established a strain of multigen-
eration inbred Sprague-Dawley rats to produce hypercal-
ciuric progeny (Bushinsky and Favus, 1988). While ini-
tially thought to be solely secondary to increased calcium 
absorption in the gut, multiple studies have since estab-
lished that an increased number of vitamin D receptors 
in the GI tract, kidneys, and bone lead to increased calci-
um absorption in these genetically hypercalciuric stone-
forming (GHS) rats (Krieger et al., 1996; Li et al., 1993; 
Yao et al., 1998). With each successive generation, these 
GHS rats have been shown to excrete multiple-fold 
times the amount of calcium compared to controls (Evan 
et al., 2004). While most of these studies have utilized 
female rats, male GHS rats have been shown to excrete 
a higher daily oxalate content compared to their female 
counterparts (Bushinsky et al., 1994).

2.2.1.1 SUPERSATURATION

While these GHS rats have been used to investigate 
multiple aspects of stone formation pathophysiology, 
one of their most important contributions has been re-
lated to stone formation and urine supersaturation. 
Since the development and use of the EQUIL2 equation, 
researchers have had a reliable program for calculating 
the urinary supersaturation of common stone compo-
nents (Werness et al., 1985). Classic work has shown that 
supersaturation by itself does not necessarily equate to 
crystallization; compared to simple solutions, human 
urine contains an upper limit of metastability due to in-
hibitors of stone growth (Pak and Holt, 1976).

Asplin et al. (1997) demonstrated that compared to 
controls, GHS rats had higher calcium oxalate (CaOx) 
and calcium phosphate (CaP) supersaturation values, re-
gardless of whether they were fed a low- or high-calcium 
diet. These increases in supersaturation were accompa-
nied by a higher upper limit of metastability for CaOx 
but not so for brushite (CaP), reflecting that urine can 
have higher concentrations of CaOx without precipitat-
ing when under certain conditions. Meanwhile, the su-
persaturation level of CaP is elevated and near its upper 
limit of metastability, which is thought to be the main 
reason this GHS rat model results in CaP crystals instead 
of CaOx. Bushinsky et al. (2000) subsequently demon-
strated that lowering dietary phosphorous in these GHS 

rats resulted in decreased urinary phosphorous excre-
tion and reduced supersaturation of calcium phosphate, 
with none of these rats producing CaP crystals.

As will be discussed later, Bushinsky et al. (2002) also 
demonstrated the ability to have these GHS rats produce 
calcium oxalate crystals through the addition of hydrox-
yl-l-proline.

2.2.1.2 APPLICABILITY

The GHS model has provided important contribu-
tions to the overall understanding of hypercalciuria and 
the role of supersaturation in the formation of urinary 
stones. Yet it remains unclear how this hypercalciuria 
model fits in translation to what is known regarding hu-
man hypercalciuria and stone formation. Our current 
classification of human hypercalciuria is not homoge-
neous. Classically, humans have been thought to have 
hypercalciuria etiologies ranging from absorptive—diet 
independent (type 1), diet dependent (type 2), renal uri-
nary phosphate leak (type 3), to primary hyperparathy-
roidism (Stoller and Meng, 2007). All of these conditions 
result in large amounts of calcium present in the urine, 
similar to what has been created in the GHS rat model. 
Yet the question remains, which type of human hyper-
calciuria does this GHS rat model represent? Most pa-
tients with primary hyperparathyroidism should theo-
retically develop urinary stones, yet only about 10% of 
these patients will actually develop one. There must be 
critical factors other than serum and urinary calcium 
that contribute to stone formation. Therefore, this GHS 
rat model remains limited as it does not account for the 
heterogeneity that is found in clinical practice.

2.3 Hyperoxaluria

2.3.1 Exogenous Induction
A number of rat models for hyperoxaluria have re-

lied on exogenous administration of lithogenic materials 
including sodium oxalate, glycolic acid, ethylene glycol 
(EG), and hydroxy-l-proline (HLP) (Khan, 1991; Khan 
and Hackett, 1993b; Khan et al., 1979a, 1982, 1992; Oga-
wa et al., 1990). The methods by which these materials 
have been delivered to the rat range from enriched chow, 
drinking water modification, gavage instillation, intraper-
itoneal injection, and even subcutaneous implantation of 
oxalate-containing osmotic minipumps (Khan, 2013). This 
section reviews how each lithogenic agent has been stud-
ied in the rat and shown to culminate in stone induction. 
For a summary of hyperoxaluria induction, see Table 17.1.

2.3.1.1 SODIUM OXALATE

As Khan et al. (1979a) illustrated, predictable cal-
cium oxalate crystal formation in different areas of the 
nephron depends on elapsed time after intraperitoneal 
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injection of sodium oxalate. Male Sprague-Dawley rats 
receiving varied doses (3, 5, 7, 9, and 10 mg/kg) of sodi-
um oxalate demonstrated persistent hyperoxaluria and 
crystals in a dose-dependent fashion (Khan, 1991; Khan 
and Hackett, 1993b; Khan et al., 1992). Rats receiving 
the highest dose of 10 mg/kg had over 500% more oxa-
late excreted compared to controls. Moreover, these rats 
demonstrated persistent crystals that remained present 
up to 7 days after injection. These studies also demon-
strated how quickly crystals could be detected within 
the rat kidney, as investigators identified calcium oxalate 
crystals within 15 min of injection. By 6 h there was no-
ticeable crystal aggregation in the ducts of Bellini (Khan 
et al., 1982). While this demonstrated the ability to in-
duce urinary crystalluria relatively quickly, one should 

keep in mind that this does not necessarily equate to uri-
nary stone development.

2.3.1.2 GLYCOLIC ACID

Through the administration of powdered 3% gly-
colic acid dissolved in drinking water, Ogawa et al. 
(1990) demonstrated the ability of male Wistar-strain 
rats to produce high levels of 24-h urinary oxalate and 
subsequent calcium oxalate calculi. Interestingly, this 
study also demonstrated how adding certain magne-
sium (Mg) salts to a diet high in glycolic acid resulted 
in increased urinary citrate levels despite relatively 
high levels of urinary oxalate excretion. Specific mag-
nesium agents (Mg hydroxide, Mg silicate, and Mg ci-
trate) were associated with significantly lower mean 

TABLE 17.1  Rat Models Related to Hyperoxaluria

Type of 
approach Lithogenic agent (references) Diet/administration Effects

Cross-breeding Inbreeding hypercalciuric progeny (Asplin 
et al., 1997; Bushinsky and Favus, 1988; 
Bushinsky et al., 1994, 2000, 2002; 
Evan et al., 2004; Krieger et al., 1996; Li 
et al., 1993; Yao et al., 1998)

•	 Multiple-generation	inbred
•	 Multiple	diets/agents	applied

•	 Hypercalciuria
•	 Hyperoxaluria
•	 CaOx	crystals
•	 CaP	crystals

Exogenous 
induction

Sodium oxalate (Khan and Hackett, 1993b; 
Khan et al., 1979a, 1982, 1991, 1992)

•	 Intraperitoneal	injection	of	10	mg/
kg sodium oxalate

•	 Prompt	CaOx	crystal	deposits
•	 Crystal	aggregation	in	the	

ducts of Bellini

Glycolic acid (Ogawa et al., 1990) •	 Free	drinking	of	water	with	
powdered 3% glycolic acid

•	 Hyperoxaluria
•	 Hypocitraturia
•	 CaOx	crystal	deposits

Ethylene glycol (EG) (de Bruijn et al., 1994; 
de Water et al., 1996; Eder et al., 1998; 
Green et al., 2005; Huang et al., 2002; 
Khan et al., 1992, 2002a; Robinson 
et al., 1990; Thamilselvan et al., 1997; 
Yamaguchi et al., 2005)

•	 0.75%	EG	in	water	with/without	
ammonium chloride, vitamin D, 
calcium chloride

•	 Hyperoxaluria
•	 CaOx	crystalluria
•	 CaOx	crystal	deposits
•	 Renal	toxicity

Hydroxy-l-proline (HLP) (Khan 
et al., 1989, 2006; Tawashi et al., 1980)

•	 Intraperitoneal	injection	of	2.5	kg/
kg HLP

•	 Mixed	in	chow	of	5%	HLP

•	 Hyperoxaluria
•	 CaOx	crystal	deposits
•	 Less	toxic	compared	to	other	

agents

Dietary 
manipulation

Potassium oxalate supplement (Wiessner 
et al., 2011)

•	 5%	level	of	potassium	oxalate •	 CaOx	crystal	deposits

Magnesium (Mg) deficiency (Li et al., 1985; 
Rushton and Spector, 1982)

•	 Dietary	Mg	deprivation •	 Increase	of	CaP	crystal	
deposits

Vitamin B6 (pyridoxine) deficiency 
(Andrus et al., 1960; Gershoff 
and Andrus, 1961; Gershoff and 
Faragalla, 1959)

•	 Dietary	intentional	deficiency	of	
pyridoxine

•	 Hyperoxaluria
•	 Hypocitraturia
•	 CaOx	crystal	deposits

Surgery Intestinal resection (O’Connor et al., 2005; 
Smith et al., 1972; Worcester et al., 2005)

•	 Resection	of	distal	40–45	cm	of	the	
terminal ileum

•	 Combination	diet	of	high	oxalate/
low calcium/high lipid fat

•	 Hyperoxaluria
•	 Hypocitraturia
•	 CaOx,	CaP,	CaCO3 crystal 

deposits

Gastric bypass surgery (Canales 
et al., 2013)

•	 Roux-en-Y	gastric	bypass
•	 40%	fat	and	1.5%	sodium	oxalate	

diet

•	 Hyperoxaluria
•	 CaOx	crystal	deposits
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renal tissue urinary oxalate concentrations (Ogawa 
et al., 1990). When compared with rats on a strict gly-
colic acid diet, rats who received additional Mg salt 
supplementation had decreased evidence of stone for-
mation.

2.3.1.3 ETHYLENE GLYCOL

The administration of EG in drinking water has been 
shown to result in consistent induction of hyperoxal-
uria, crystalluria, and calcium oxalate nephrolithiasis 
(Khan et al., 2002a). Studies have shown that adminis-
tering solely 0.75% EG to male rats eventually gave rise 
to persistent crystalluria at 12 days and renal crystal de-
posits at approximately 3 weeks (de Bruijn et al., 1994). 
To enhance the development of crystal deposition, EG 
often has been combined with other agents, such as am-
monium chloride (AC) to reduce urinary pH, as well as 
vitamin D or calcium chloride to result in subsequent 
hypercalcemia and hypercalciuria (de Bruijn et al., 1994; 
de Water et al., 1996; Khan et al., 1992). The amount of 
calcium oxalate deposition in kidneys was found to be 
dependent on the concentration of both EG and AC. This 
lithogenic combination decreased the time for crystal-
luria from 12 to 3 days, and detectable calcium oxalate 
nephrolithiasis from 3 weeks down to 1 week (Khan 
et al., 1992).

A major limitation with the administration of EG is 
that it has been shown to be a toxic agent that can cause 
multiorgan failure (Eder et al., 1998). Multiple studies 
have shown it causes renal toxicity. Yamaguchi et al. 
(2005) demonstrated that the combination of EG and 
AC can have a significant detriment on rat health—as 
shown by those rats who received higher EG concen-
trations subsequently had increased urinary N-acetyl-
β-d-glucosaminidase (NAG), an indicator of renal tox-
icity. These rats were found to have lower weights and 
worsening renal function as estimated by creatinine 
clearance. Other studies have also found that lipid per-
oxidation, increased free radicals, and metabolic acido-
sis also take place as a result of EG (Eder et al., 1998; 
Huang et al., 2002; Robinson et al., 1990; Thamilselvan 
et al., 1997). Even with evidence that a limited (<0.75%) 
dose of EG can bypass the usual resultant metabolic aci-
dosis (Green et al., 2005), recognition of EG’s toxic effects 
has since led to studies utilizing alternative, less toxic 
lithogenic agents.

2.3.1.4 HYDROXY-l-PROLINE

Hydroxy-l-proline (HLP) is a common ingredient in 
Western diets and has been shown to be less toxic than 
other lithogenic agents. It is derived from the amino 
acid proline and is a component of collagen that is me-
tabolized to both pyruvate and glyoxalate, primarily in 
the renal proximal tubule and hepatocyte mitochondria 
(Knight and Holmes, 2005).

Earlier studies used intraperitoneal injection of HLP 
to successfully demonstrate the presence of calcium oxa-
late crystals within the rat kidney (Tawashi et al., 1980). 
This study utilized a large dose of 4-HLP (2.5 g/kg) and 
subsequently found a doubling of kidney volume and 
weight compared to controls. Using scanning electron 
microscopy, both calcium oxalate dihydrate (Weddellite) 
and calcium oxalate monohydrate (Whewellite) crystals 
were identified.

Initial attempts at administering HLP in chow at a 
dose of 5.2% for 10 days failed to produce calcium oxa-
late crystals despite demonstrating hyperoxaluria (Khan 
et al., 1989). Eventually Khan et al. (2006) provided 5% 
HLP (weight/weight HLP/chow) to male Sprague-
Dawley rats and compared treated versus controls at 4, 
6, and 9 weeks. At 4 weeks, all treated rats were found to 
have CaOx crystals throughout the regions of the kidney, 
with a majority present in the tubular lumens of the dis-
tal tubules and collecting ducts. Interestingly by 9 weeks 
these crystals were mainly located at the tips of the renal 
papillae.

2.3.1.5 DIETARY MANIPULATION

Investigators have also examined dietary administra-
tion of potassium oxalate as an alternative method com-
pared to HLP. Wiessner et al. (2011) found that a 5% level 
of potassium oxalate was required to produce calcium 
oxalate crystals in both Dahl salt-sensitive and Brown 
Norway male rats. Furthermore, 2% supplemental di-
etary oxalate was all that was needed to result in an in-
creased urine oxalate in control rats.

Magnesium (Mg), classically, was thought to be an in-
hibitor of calcium oxalate stone formation. Previous in 
vitro studies demonstrated the ability of Mg to decrease 
both calcium oxalate and calcium phosphate growth and 
nucleation (Li et al., 1985). Subsequently, investigators 
examined the effect of dietary Mg deprivation in hyper-
oxaluric rats, demonstrating the increased production of 
calcium phosphate (apatite) stones (Rushton and Spec-
tor, 1982).

Meanwhile, endogenous oxalate excretion has been 
shown to be inversely related to the amount of dietary 
vitamin B6 (pyridoxine) (Gershoff and Faragalla, 1959). 
The intentional deficiency of vitamin B6 can be em-
ployed in rats to enhance hyperoxaluria, hypocitratu-
ria, and subsequent calcium oxalate crystal formation 
(Andrus et al., 1960). Studies exposing these pyridox-
ine deficient rats to supplemental Mg demonstrated the 
ability to counteract the hypocitraturia and effectively 
prevent calcium oxalate crystal formation (Gershoff and 
Andrus, 1961). This occurred despite these rats display-
ing persistent hyperoxaluria, confirming that the solvent 
characteristics had changed and that simply having high 
urinary oxalate was not the sole reason for the calcium 
oxalate stone formation.
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2.3.2 Intestinal Resection
Small bowel resection has historically been associated 

with an increased risk of nephrolithiasis dating back to 
Smith et al. (1972). O’Connor et al. (2005) developed a 
rat model in which the distal 40–45 cm of the terminal 
ileum was resected and these rats were compared to 
sham controls that underwent transection of the distal 
ileum followed by reanastamosis without any intestine 
removal. After surgery these rats were then given either 
a normal versus a combination high oxalate (1% sodi-
um oxalate)/low calcium (0.02%)/high lipids (18%) fat 
diet, before eventually being euthanized at 4, 5, 6, and 
7 months postsurgery; 24-h urine samples demonstrated 
that those resected rats on the high oxalate/low calcium 
diet, developed hyperoxaluria, hypocitraturia, and crys-
tals throughout the cortex, medulla, and renal papilla 
(Worcester et al., 2005). These crystals were comprised 
of a mixture of calcium oxalate, hydroxyapatite (calcium 
phosphate), and calcium carbonate. Meanwhile, none of 
the sham animals subsequently developed crystals, even 
those on the high oxalate diet, highlighting the impor-
tance of the bowel resection on crystal formation.

2.3.3 Gastric Bypass Surgery
Multiple previous studies have suggested an associa-

tion between gastric-bypass surgery and an increased 
risk of kidney stone development (Duffey et al., 2010; 
Maalouf et al., 2010; Matlaga et al., 2009; Park et al., 2009; 
Patel et al., 2009). Patients undergoing Roux-en-Y gastric 
bypass (RYGB) have been shown to have significant hyp-
eroxaluria and hypocitraturia (Maalouf et al., 2010; Patel 
et al., 2009). Epidemiologic studies have shown that pa-
tients post-RYGB have a increase in stone development: 
a twofold increase in nonstone formers and a fourfold 
increase in previous stone formers (Chen et al., 2013).

The pathophysiologic mechanism for this increased 
urinary oxalate is thought to be from a saponification 
process with excess fatty acids and bile salts binding to 
calcium, thereby leaving excess unbound oxalate free to 
be more easily absorbed by the enteric system (Cana-
les and Hatch, 2014; Hofmann et al., 1983). Prospective 
studies have shown this hyperoxaluria to be a predictor 
of developing stones after RYGB, with an 8% incidence 
at 1-year postop reported, as well as a higher likelihood 
of stone formation as more time elapsed after surgery 
(Duffey et al., 2010; Valezi et al., 2013). Recent innovative 
work has delved into this process further by utilizing the 
rat as a successful animal model.

To investigate the mechanism by which post-RYGB 
hyperoxaluria takes place, Canales et al. (2013) utilized 
a diet-induced obesity (DIO) model in male Sprague-
Dawley rats followed by subsequent intervention ran-
domized to either sham surgery (controls) or RYGB. As 
shown in Fig. 17.1, this study examined stool and urine 
for respective fecal fat content and 24-h urine volume, 

pH, oxalate and calcium levels. Results demonstrated 
that post-RYGB rats on a high (40%) fat and supple-
mental potassium oxalate had significantly less dietary 
fat absorption and excreted an eightfold higher amount 
of fecal fat compared to controls. Moreover, those post-
RYGB rats with oxalate supplementation had a fivefold 
increase in urinary oxalate excretion, while those with-
out supplemental oxalate had a twofold increase in urine 
calcium excretion.

Interestingly, this study also found that all RYGB 
rats had a significant 250% increase in water consump-
tion and a twofold increase in urine volume excretion, 
regardless of dietary oxalate or fat content. While this 
finding has been postulated to be due to altered thirst 
mechanisms (Canales et al., 2013), it highlights a major 
difference compared to results from previous human 
studies that have shown significant decreases in urine 
volume post-RYGB (Agrawal et al., 2013; Hofmann 
et al., 1983; Wu et al., 2013). No doubt future studies will 
look to further elucidate the impact of RYGB and urinary 
volume production.

2.4 Predominant Stone Type

As mentioned previously, the GHS rat model has con-
sistently demonstrated that those rats consuming a stan-
dard (1.2% Ca) diet for 18 weeks produce solely calcium 
phosphate calculi (Bushinsky et al., 1995). Bushinsky 
et al. (2002) examined how the addition of 1, 3, and 5% 
trans-4-HLP to GHS rats altered urine calcium and stone 
type. This study demonstrated that those rats receiving 
5% HLP had decreased urine calcium excretion and also 
had consistent calcium oxalate calculi composition.

Given that the vast majority of rat studies utilizing 
exogenous induction have relied on oxalate precursors 
as the lithogenic agent, the resulting stones have been 
composed of calcium oxalate. There remains a void of 
studies that have been able to reproduce uric acid stones 
in the rat. Moreover, the potential role of heavy metals 
within rat models is an area of future research.

2.5 Limitations

While the rat model has been the most studied of all 
animal models for urinary stone disease, it does have 
some limitations. Like other vertebrates it requires formal 
approval for animal experimentation and lately the costs 
of rats has been increasing (CCPA, 2000). Rats are also 
corphagic (they eat their own stool) therefore they can 
consume elements that are not necessarily accounted for 
in their routine diets.

The majority of these models have focused on pro-
ducing hyperoxaluria. It should be noted that the ma-
jority of human kidney stone patients do not suffer 
from hyperoxaluria, therefore, this modeling as limited 
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applicability. As will be discussed later, modified gene 
expression studies have mainly been performed in other 
animal models besides the rat. While there are resources 
available for rat transgenic studies (Rat Genome Data-
base, http://rgd.mcw.edu), comparatively there are con-
siderably fewer for this application, which represents a 
limitation in the future use of this animal model.

3 MOUSE MODEL

Since the completion of the human genome project in 
2003 (Collins et al., 2003), the mouse has been the most 
studied of all animals with respect to transgenic and gene-
targeting research. Investigators have used the mouse 
model as a vehicle for genetic modification to examine 
both physiological and genomic features that are similar 
to humans. Applying molecular and genomic science to 
the mouse has helped unveil some of the intricacies in-
volved in the pathogenesis of urinary stone disease.

3.1 Anatomic/Physiologic/Genomic Comparison 
Between Mice and Humans

The respective genomes of mice and humans are com-
parably similar as both genomes contain approximate-
ly 3.1 billion base pairs. Mice and human genomes are 

∼85% identical on an average; with some greater than 
95% identical. Only about 5% of the sequence consists of 
protein-coding regions.

Mice generally weigh between 25 and 35 g, which is 
approximately 1/2500 the size of humans (Liebelt, 1998). 
Yet as the mean weight of an individual mouse kidney 
generally comprises 0.5%–0.8% of their body weight, 
mice kidneys are relatively denser compared to the av-
erage human kidney that comprises only 0.2% of a per-
son’s body weight (Meneton et al., 2000). Meanwhile, the 
maximal urine concentration (mice 4000 mOsm/kg H2O 
vs. human 1200 mOsm/kg H2O) is higher in mice than in 
humans (Meneton et al., 2000; Molina and DiMaio, 2012; 
Sands and Layton, 2009).

Like rats, the main difference in mice kidneys com-
pared to humans is that they are unipapillary, therefore 
each kidney has a single papilla surrounded by the pel-
vis. Microscopic features show similar cortex and med-
ullary components including a glomerular unit, tubule 
structures, and vascular framework (Liebelt, 1998).

3.2 Hyperoxaluria

3.2.1 Exogenous Induction
Similar to what has been performed in the rat, mul-

tiple researchers have experimented with inducing hy-
peroxaluria in mice by administering lithogenic agents, 

FIGURE 17.1 Diet-induced obesity (DIO) rat model followed by either sham or RYGB surgery. Following surgery, rats were randomized to 
high (40%) fat chow or 1.5% potassium oxalate for 5 weeks, followed by 2 weeks of a normal (10%) fat diet with or without 1.5% potassium oxalate. 
Source: Reprinted with permission from Canales, B.K., Ellen, J., Khan, S.R., Hatch, M., 2013. Steatorrhea and hyperoxaluria occur after gastric bypass surgery 
in obese rats regardless of dietary fat or oxalate. J. Urol. 190, 1102–1109.
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such as ethylene glycol, hydroxyl-l-proline, and glyoxyl-
ate (Khan and Glenton, 2010; Okada et al., 2007). Despite 
successfully inducing hyperoxaluria, exogenous admin-
istration of these agents alone has demonstrated only a 
short duration of relatively few CaOx crystals in mice 
(Khan and Glenton, 2010; Okada et al., 2007). Okada 
et al. treated male C57BL/6 mice with either free drink-
ing or daily intraperitoneal injections of EG, glycolate, 
and glyoxylate and observed crystal formation. Only the 
80 mg/kg administration of glyoxalate produced detect-
able renal CaOx crystals after 3 days, with a peak on day 
6 (Okada et al., 2007). However, a subsequent significant 
decline in stone presence ensued such that by day 15 
hardly any stones remained. Meanwhile, Khan et al. also 
demonstrated that glyoxalate could produce crystallu-
ria, however, there were significantly increased levels of 
lactate dehydrogenase (LDH), which has been shown to 
reflect renal toxicity (Khan and Glenton, 2010).

3.2.2 Genetic Modification
Given that dispensing solely lithogenic agents yield-

ed minimal stone formation in mice, researchers have 
instead focused on utilizing genomic engineering using 
transgenic mice to help with inducing stone formation. 
Historically, in vitro studies demonstrated the impor-
tance of macromolecules, such as osteopontin (OPN) and 
Tamm–Horsfall protein (THP) as potential inhibitors of 
stone formation (Shiraga et al., 1992; Worcester, 1994). 
Employing the mouse to perform selective knockout 
(KO) of OPN and THP, investigators have established 
their critical role as inhibitors of stone formation.

OPN is an acid-rich phosphoglycoprotein that is ex-
pressed in inflammatory and wound-healing cascades, 
mineralized tissue like bone and teeth, as well as vas-
cular and renal tubular cells (Giachelli and Steitz, 2000). 
It has also been shown to modulate ectopic calcification 
and bone mineralization, with OPN binding tightly to 
the calcium phosphate mineral, hydroxyapatite (Hunter 
et al., 1996). Wesson et al. (2003) were the first to demon-
strate that an in vivo model of OPN KO mice could pro-
duce CaOx crystals. This study induced hyperoxaluria 
in both wild-type and KO mice by adding 1% ethylene 
glycol (EG) to drinking water for 4 weeks. Hyperoxaluric 
KO mice demonstrated renal tubular deposits of exclu-
sively CaOx crystals. Wild-type hyperoxaluric mice also 
experienced a two- to four-fold upregulation of renal 
OPN expression, suggesting evidence of the renoprotec-
tive effects of this macromolecule (Wesson et al., 2003).

Meanwhile, THP, also known as uromodulin, is the 
most abundant urinary protein among all placental ani-
mals (Serafini-Cessi et al., 2003). Similar to OPN, THP is 
expressed by renal epithelial cells; however, unlike OPN, 
THP is kidney-specific as it is expressed only in the thick 
ascending loop of Henle (Kumar and Muchmore, 1990). 
Mo et al. (2004) compared wild-type versus THP KO 

mice receiving 4 weeks of drinking water containing 
both 1% EG and 4 IU/mL vitamin D3. Results showed 
that 76% of THP KO mice produced calcium crystals 
while none were observed in wild-type mice.

Comparing these studies in which either THP or OPN 
was knocked out (Mo et al., 2004; Wesson et al., 2003), 
once these mice were given a hyperoxaluric load there 
was a compensatory increased expression of the remain-
ing macromolecule. Yet this response was not enough 
to prevent crystallization, suggesting that the potential 
renoprotective effects of each might be based on a syn-
ergistic relationship. A subsequent study demonstrated 
this nicely, as a higher percentage (∼39%) of double-null 
mice spontaneously developed renal papillary calcium 
deposits compared to 14% of THP–null and 10% OPN–
null mice (Mo et al., 2007).

3.2.3 Metabolic Syndrome
A recent investigation looked at mice with Leptin gene 

deficiencies and metabolic syndrome (Ob/Ob) com-
pared to wild-type (lean) mice, and how a high-fat diet 
in combination with hyperoxaluria induction impacted 
crystal production (Taguchi et al., 2015). The lithogenic 
agent was 1% EG in drinking water and diets consisted 
of either standard fat (10%) or high fat (62%). Results 
demonstrated those Ob/Ob mice on both EG and a 
high-fat diet demonstrated not only hypercalciuria and 
hyperoxaluria, but diffuse CaOx renal crystal deposits in 
the intratubular spaces of the renal cortex-medulla (Ta-
guchi et al., 2015). This study also found a higher num-
ber of macrophages associated with these Ob/Ob mice, 
reinforcing findings of previous studies that found renal 
macrophages associated with crystal formation in the 
mouse (Okada et al., 2009). The true nature of this re-
lationship between macrophages and crystal formation 
remains an area of future study.

3.3 Transporter Knockout Model

In addition to exogenous induction of hyperoxal-
uria, researchers have also performed solely transporter 
knockout in the mouse to induce hyperoxaluria, hyper-
calciuria, hyperuricosuria, and cystinuria.

3.3.1 Oxalate Transporter
Sulfate anion transporter-1 (Sat1) also known as Slc26a1, 

and Slc26a6 are both anion exchangers expressed on the 
apical membrane in renal epithelial cells that help mediate 
oxalate exchange (Dawson et al., 2010; Jiang et al., 2006). 
Both Sat1-null and Slc26a6-null mice have demonstrated 
abnormal oxalate homeostasis. Compared to wild-type 
mice, knockout mice demonstrated 2–3.5 times and 1.5–2 
times higher oxalate concentrations in urine and plasma, 
respectively (Dawson et al., 2010; Jiang et al., 2006). Com-
paring Slc26a1and Slc26a6 knockout mice, 26 and 88%, 



 3 MOUSE MODEL 427

F. URINARY TRACT, KIDNEY, AND BOWEL

respectively had visibly detectable bladder stones, as well 
as CaOx crystal deposits in renal tubules and collecting 
ducts (Dawson et al., 2010; Jiang et al., 2006).

3.3.2 Na+-Phosphate Transporter
The sodium-hydrogen exchanger regulator factor-1 

(NHERF-1) binds renal tubular transporters including 
the Na+-phosphate cotransporter 2a (Npt2a). NHERF-1 
knockout mice have shown increased urinary calcium, 
phosphate, and uric acid excretion, resulting in tubu-
lo-interstitial crystal deposits in the kidney (Weinman 
et al., 2006). Similar to NHEFR-1 mice, Npt2a knock-
out mice demonstrated hypercalciuria and renal crystal 
deposits in the kidney (Khan and Glenton, 2010). Both 
NHERF-1 and Npt2a knockout mice had calcium phos-
phate crystals in their kidney.

3.3.3 Cystine Transporter
A knockout transporter model has also been demon-

strated for cystinuria, an autosomal-recessive disease 
of proximal tubular reabsorption of cystine and diba-
sic amino acids that results in cystine stones. Currently, 
there are two cystinuria phenotypes that are described, 
based on the heterozygosity of cystine and dibasic ami-
no aciduria. Type I refers to the first cystinuria gene, 
SLC3A1, that is located on chromosome 2 (2p21) and en-
codes the rBAT transporter in both intestinal and renal 
epithelial cells (Biyani and Cartledge, 2006). Nontype I 
involves a second cystinuria gene, SLC7A9, that has been 
found on chromosome 19 (19q13) and encodes the light 
chain b0,+AT protein (Dello Strologo et al., 2002). Inves-
tigators have demonstrated that Slc7a9 knockout mice 
experienced cystinuria, cystine crystalluria, and cystine 
urolithiasis (Fig. 17.2) (Feliubadaló et al., 2003).

Previous work by Peters et al. (2003) established a 
reliable Slc3a1 murine knockout model that produces 
cystine stones. Recently a study by Zee et al. (2017) dem-
onstrated the remarkable finding that oral administra-
tion of alpha-lipoic acid (ALA) significantly reduced or 
eliminated cystine stone development in Slc3a1−/−mice. 
ALA also dramatically reduced stone growth in those 
KO mice with existing stone burden. Interestingly ALA 
did not change the urinary pH or reduce quantitative uri-
nary cystine levels. Furthermore, ALA tested in-vitro did 
not change crystallization, suggesting that it is likely one 
of its metabolites that alters crystal structure and thereby 
interferes with cystine stone pathogenesis. Future work 
on this exciting new pharmacologic intervention is cur-
rently underway.

3.4 Histology/Pathology/Stone Composition

CaOx crystals in hyperoxaluric mice have been 
shown with the use of von Kossa, Yasue, and Pizzolato 
stains (Mo et al., 2004, 2007; Taguchi et al., 2015; Wesson 

et al., 2003). In those mice who received intraperitoneal 
glyoxalate injections, X-ray diffraction analysis demon-
strated that crystals were composed of calcium, phos-
phate, and oxalate (Okada et al., 2007). This same anal-
ysis was performed in OPN null mice, finding that the 
predominant crystal type was composed exclusively of 
calcium oxalate monohydrate (Wesson et al., 2003).

OPN and NHERF-1 knockout mice mainly developed 
interstitial crystals in the papilla whereas Slc26a6, Npt2a 
knockout mice, and normal mice with intraperitoneal 
glyoxylate injection showed impacted crystals in dilated 
papillary tubular lumens (Jiang et al., 2006; Khan and 

FIGURE 17.2 Cystine stones of urinary tract in Slc7a9 knockout 
mice. (A) Comparison between urinary tract anatomy of a normal 
mouse (Slc7a9+/+) versus nontype I knockout (Slc7a9−/−) mouse. (B) 
Radiograph view of the same mice urinary systems—wild type (+/+, 
left) and homozygous (−/−, right). Arrowheads, kidney stones; arrows, 
bladder stones. Source: Reproduced with permission from Feliubadaló, L., 
Arbonés, M.L., Mañas, S., et al., 2003. Slc7a9-deficient mice develop cystin-
uria non-I and cystine urolithiasis. Hum. Mol. Genet. 12, 2097–2108.
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Glenton, 2010; Okada et al., 2007; Weinman et al., 2006; 
Wesson et al., 2003; Wu, 2015).

In comparison to the hyperoxaluria-induced mice 
model, CaOx stones of Slc26a6 knockout mice and cystine 
stones of Slc7a9 knockout mice were actual stones found 
in the renal pelvis and bladder (Feliubadaló et al., 2003; 
Jiang et al., 2006). These urinary stones were clinically 
consistent with human kidney stones, not just nephro-
calcinosis as in other mice models (Table 17.2).

Inflammation and renal tubular cell damage were 
shown in intraperitoneal glyoxylate injected mice, meta-
bolic syndrome model mice, and Slc7a9 knockout cys-
tinuria mice kidneys. As described earlier, intraperito-
neal glyoxylate injected mice develop intratubular CaOx 
crystals in 6 days; however, this acute crystal formation 
is accompanied with severe tubular cell damage caused 
by oxidative stress and immune cell infiltration (Okada 
et al., 2009). These inflammatory changes were facili-
tated by immune and/or metabolic disorders, such as 
obesity, hyperlipidemia, and antiinflammation disorders 
(Taguchi et al., 2014, 2015).

3.5 Limitations

Based on its similar anatomical, physiological, and 
genomic features, mice theoretically would be an ideal 
model for nephrolithiasis. Given its history with genomic 
engineering, the mouse has a clear advantage over other 
animal models. Yet despite several transgenic tools, its 

accuracy and consistency in relation to human kidney 
stone disease remain controversial among researchers.

An important point is that the pathogenesis of crys-
tal formation in mice is different compared to humans. 
Human kidney stones are believed to originate from in-
terstitial calcifications—Randall’s plaque (Randall, 1940; 
Stoller and Meng, 2007). While some mice models have 
similar interstitial calcifications; these are gradually in-
gested and removed by inflammatory cells, eventually 
appearing as intratubular crystals. These crystals were 
not consistent with Randall’s plaque (Khan and Cana-
les, 2011). Furthermore, the presence of severe inflam-
mation and cellular damage in many mice models rep-
resents significant renal injury, which is significantly 
different from most human kidneys with urolithiasis.

Similar to other animal models that focus on hyper-
oxaluria, the majority of mice models rely on induction 
of hyperoxaluria. Except for primary hyperoxaluria pa-
tients, relatively few human kidney stone patients have 
hyperoxaluria. In addition, the prevalence of cystinuria 
is rare (less than 1% of urolithiasis patients), therefore 
these mice models are not representative of the majority 
of humans who suffer from urinary stone disease.

4 FLY MODEL

Drosophila melanogaster has been studied as a research 
model across multiple organ systems for over a century 
(Jennings, 2011). It was through his work with Drosophila 

TABLE 17.2  Summary of Mice Models of Nephrocalcinosis

Author (references) Mouse Exogenous method Urinary features Nephrocalcinosis

Feliubadaló et al. 
(2003)

Slc7a9 KO Normal diet Cystinuria, cystine crystalluria Cystine stone in pelvis and bladder

Wesson et al. (2003) OPN KO Four weeks administration of 
1% EG in drinking water

Hyperoxaluria, COD/COM 
crystalluria

Intratubular COM crystals

Mo et al. (2004, 2007) THP KO Normal diet or 4 weeks admin-
istration of 1% EG and 4 IU/
mL vit. D3 in drinking water

Not described Intratubular and interstitial CaOx 
crystals

Weinman et al. 
(2006)

NHERF-1 KO Normal diet Hypercalciuria, hyperphosphos-
uria, hyperuricosuria

Interstitial CaOx crystals

Jiang et al. (2006) Slc26a6 Normal diet Hyperoxaluria, CaOx crystalluria Intratubular COD/COM crystals

Okada et al. (2007) C57BL/6 Daily 80 mg/kg GOX 
intraperitoneal injection

Hyperoxaluria, high CaOx index Intratubular COM crystals

Khan and Glenton 
(2010)

Npt2a KO Four weeks administration of 
1.5% GOX or 5% HLP in chow

COD/COM crystalluria Intratubular/interstitial CaOx crys-
tals and interstitial CaP crystals

Dawson et al. (2010) Sat1 (Slc26a1) 
KO

Normal diet Hyperoxaluria Intratubular CaOx crystals and 
bladder stone

Taguchi et al. (2015) MetS model Two weeks administration of 
1% EG in drinking water and 
high-fat diet

Hyperoxaluria, hypercalciuria Intratubular CaOx crystals

CaOx, Calcium Oxalate; CaP, Calcium phosphate; COD, calcium oxalate dihydrate; COM, calcium oxalate monohydrate; EG, ethylene glycol; GOX, glyoxalate; HLP, 
hydroxy-l-proline; KO, knockout; MetS, metabolic syndrome; THP, Tamm–Horsfall protein.
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in the 1920s that Dr. Herman Muller won the Nobel prize 
for discovering the impact of radiation on gene mutation 
(Muller, 1928). Since then, investigators have looked to 
the fruit fly as a model given that it has numerous ad-
vantages over other vertebrate animal models.

As an invertebrate, the fly requires no formal animal 
experimentation review to initiate a research protocol. 
Compared to other animal models, the lack of ethical 
and safety concerns makes it much easier to obtain and 
implement a study protocol. Meanwhile, with a short life 
cycle under standard laboratory conditions (typically 
<60 days), researchers can not only observe a disease 
process over the animal’s entire lifespan, but also screen 
the effectiveness of medical drugs much more rapidly. 
Additionally, female flies are capable of producing hun-
dreds of offspring in a matter of days, thereby studies 
can have large numbers of specimens prepared in a short 
amount of time. As their use is associated with relatively 
low-cost dietary and lab spatial requirements, it is dra-
matically less expensive to start and maintain a fly lab 
(Stocker and Gallant, 2008).

From a genetic standpoint, Drosophila have a fewer 
number of chromosome pairs—only 4—compared to 23 
in humans (Chien et al., 2002). The fly genome has been 
completely sequenced and there is a well-established, 
free fly database—FlyBase (http://flybase.org)—dedi-
cated to cataloging homology between human and fly 
genes (Tweedie et al., 2009). Approximately 75% of hu-
man disease genes have correlates in D. melanogaster, 
with nearly 80% of human renal transporters found in 
the fly Malpighian tubule (Reiter et al., 2001). With such 
an abundance of Drosophila resources available, targeted 

animal gene manipulation has become a much more fea-
sible endeavor. As a result, researchers have started ap-
plying this powerful translational model in the study of 
urinary stone disease.

4.1 Anatomic/Physiologic Comparison Between 
Fly and Humans

Initially one would not necessarily think of Drosophila 
as a model for stone disease given the inherent differences 
between human and fly anatomy. As an invertebrate, flies 
lack a bony skeleton. They also go through four distinct 
phases of life—starting first as an egg, then larva, pupa, 
and finally an adult fly. Instead of a mammalian vascular 
system, flies have a fluid-filled hemocoel cavity. This open 
circulatory system uses hemolymph in a similar fashion 
to how human blood vessels carry blood. This cavity con-
tains two sets of free-floating Malpighian renal tubules, 
as well as an aglomerular renal system (Dow and Rome-
ro, 2010). The Malpighian tubule is homologous to human 
renal tubules and function to filter the fly hemolymph in a 
manner similar to how human tubules filter blood. Recent 
work has elucidated that these remarkable similarities be-
tween human and fly systems suggest an evolutionary 
relationship (Fig. 17.3) (Weavers et al., 2009).

Drosophila have two anatomically separate organs 
that comprise their renal system—nephrocytes and Mal-
pighian tubules. Nephrocytes filter the hemolymph and 
remove waste in a manner similar to podocytes in the 
human glomerulus (Weavers et al., 2009). Meanwhile, 
the anterior and posterior pairs of Malpighian tubules 
represent the functional equivalent of a human nephron. 

FIGURE 17.3 Comparison of glomerular and insect renal systems. The human glomerular (A) and podocyte slit diaphragm (B) are similar 
to that of insect nephrocyte renal systems (C) and their basal labyrinth (D). bm, Basement membrane; fp, foot process; nd, nephrocyte diaphragm. 
Source: Reprinted with permission from Weavers, H., Prieto-Sanchez, S., Grawe, F., et al., 2009. The insect nephrocyte is a podocyte-like cell with a filtration 
slit diaphragm. Nature 457, 322–326.
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The anterior Malpighian tubules consist of four distinct 
domains: the initial (distal), transitional, main and low-
er (proximal) segments (Rheault and O’Donnell, 2004; 
Sözen et al., 1997). The posterior Malpighian tubules do 
not possess the initial segment. The main domain seg-
ment is comprised of two main cell types—principal 
cells and stellate cells—both of which help control the 
active transport and excretion of solutes including cal-
cium, uric acid, and phosphorous (Weavers et al., 2009). 
The anterior and posterior tubule pairs combine to form 
a common ureter (Fig. 17.4), that then joins the gastroin-
testinal tract at the junction of the midgut and hindgut.

Previous work has shown that Drosophila physiology 
involves the production of two types of luminal concre-
tions (Wessing et al., 1992). Type I is composed of mainly 
calcium, magnesium, and a matrix of proteoglycans in 
the anterior Malpighian tubules. Type II is composed 
predominantly of potassium and phosphorous and is 
located in both the anterior and posterior Malpighian 
tubules. While these concretions appear to be a normal 
means by which the fly eliminates urine waste, studies 
have since shown that these concretions can be likened to 
human kidney stones (Chen et al., 2011; Chi et al., 2015; 
Dube et al., 2000; Hirata et al., 2012a). As a result, these 
concretions in Drosophila Malpighian tubules have been 
used as a functional in vivo model of kidney stones.

4.2 Diet-Induced Model

4.2.1 Hyperoxaluria
Similar to what has been done in rodent models, induc-

tion of hyperoxaluria in the fly can be accomplished with 
the administration of ethylene glycol or oxalate. Chen 
et al. (2011) found that supplementing adult Drosophila 

with ethylene glycol produced calcium oxalate (CaOx) 
concretions in as little as 6 h. Feeding Drosophila larvae 
with a diet of sodium oxalate dissolved in standard 
growth media resulted in CaOx microliths within 2 days 
(Hirata et al., 2012a). As seen in Fig. 17.5, polarized light 
applied to dissected Malpighian tubules demonstrates 
the characteristic birefringence of CaOx crystals. These 
CaOx crystals have also been clearly visualized on mi-
crocomputed tomography (CT) (Fig. 17.6).

4.3 Genetic Models of Stone Disease

With the previously established GAL4 driver/UAS 
(upstream activation sequence) transgenic system 
(Brand and Perrimon, 1993), researchers are equipped 
with the ability to perform targeted gene expression 
in Drosophila and specifically knockdown those genes 
believed to play a role in stone formation. With the re-
sources available for Drosophila, investigators can simply 
order their desired driver to express or silence specific 

FIGURE 17.5 Comparison of Malpighian tubules of D. melano-
gaster fed high oxalate versus control low oxalate diet. Polarized light 
demonstrates birefringence of calcium oxalate concretions in high oxa-
late tubules. Source: Reprinted with permission from Hirata, T., Cabrero, P., 
Berkholz, D.S., et al., 2012. In vivo Drosophila genetic model for calcium 
oxalate nephrolithiasis. Am. J. Physiol. Renal Physiol. 303, F1555–F1562.

FIGURE 17.4 Anatomy of D. melanogaster. (A) Schematic of D. melanogaster excretory tract: two pairs of Malpighian tubules, one anterior 
and one posterior, each combine into a short common ureter that then joins the hindgut. (B) Example of anterior and posterior pairs of Malpighian 
tubules dissected free from adult D. melanogaster. Arrows represent common ureter. Source: Reprinted with permission from Miller J., Chi T., Kapahi P., 
et al., 2013. Drosophila melanogaster as an emerging translational model of human nephrolithiasis, J. Urol. 190, 1648–1656.
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gene end-products. This allows for studies to examine 
the effects of individual genes very quickly. What would 
take a minimum of 3–6 months to accomplish for genetic 
manipulation in the mouse model can take 2–3 weeks in 
the fly model (Dow and Romero, 2010).

4.3.1 Hyperoxaluria
As discussed previously in the mouse section, the 

anion exchanger SlC26A6 has been shown to be impor-
tant in oxalate transport in both mice and humans (Ji-
ang et al., 2006; Monico et al., 2008). Experiments have 
since shown that the D. melanogaster genome contains 
9 homologs of the 11 human Slc26 transporters (Hirata 
et al., 2012b). A SLc26a5 homolog, dPrestin, can be con-
sidered the Drosophila equivalent of SLC26A6 (Hirata 
et al., 2009).

After administering a dietary load of sodium oxalate, 
researchers have demonstrated the ability to visualize re-
al-time nucleation and growth of oxalate crystals within 
the relatively transparent dissected Malpighian tubules 
(Hirata et al., 2010). Hirata et al. (2012a) subsequently 
performed knockdown of dPrestin, and decreased mRNA 
levels by 50%–70%. This knockdown took place mainly 
in the principal cells of the initial and main segments of 
the Anterior Malpighian tubules, producing markedly 
reduced CaOx concretions (Hirata et al., 2012a). This 
study illustrates how the genetic capabilities of the Dro-
sophila model can further our understanding of kidney 
stone formation.

4.3.2 Xanthinuria
Another genetically based kidney stone model mim-

ics one of the human-inherited errors of metabolism, 
xanthinuria. Xanthinuria types I and II are secondary 
to an autosomal recessive defect in purine metabolism, 
resulting in increased total body levels and subsequent 
excretion of xanthine (Ichida et al., 2001; Levartovsky 
et al., 2000). Xanthine dehydrogenase (XDH) is the 
enzyme that normally converts hypoxanthine to xan-
thine as well as xanthine to uric acid. XDH is deficient 
in xanthinuria type Iand the responsible gene for type 
I has been localized to chromosome 2p22-23 (Ichida 
et al., 1997).

Utilizing a GAL4/UAS, Chi et al. performed 
Drosophila gene silencing of Xdh, the fly equivalent gene 
producing xanthine dehydrogenase. This resulted in 
the formation of large, obstructing stones in the Mal-
phighian tubules (Fig. 17.7) (Chi et al., 2015). This study 
also found that pharmacologic inhibition of XDH with 
allopurinol demonstrated similar tubule concretions. 
Moreover, when these Xdh silenced flies were fed a high 
yeast diet, their survival plummeted down to a median 
lifespan of 3 days, compared to controls which averaged 
60 days.

4.4 Stone Composition

4.4.1 Calcium oxalate
Similar to what has been shown in the rat model, the 

administration of lithogenic agents such as ethylene gly-
col and hydroxyl-l-apatite also results in reproducible 
calcium oxalate crystals within the D. melanogaster Mal-
pighian tubules (Chen et al., 2011; Hirata et al., 2012a). 
Studies have utilized both scanning electron micros-
copy (SEM) and energy-dispersive X-ray spectroscopy 
(EDS) to identify crystal deposition and composition, 
respectively.

FIGURE 17.6 3D computed tomography reconstruction of D. 
melanogaster. Arrow represents calcium oxalate concretions present 
in Drosophila Malpighian tubules. Note the white biominerals/stones 
(blue arrow) developing in the Malpighian tubules in this invertebrate 
animal model.

FIGURE 17.7 Comparison of Malpighian tubules in D. melano-
gaster. (A) Control flies. (B) Xdh knockdown flies. Source: Courtesy of 
Chi, T., Kim, M.S., Lang, S., et al., 2015. A Drosophila model identifies a 
critical role for zinc in mineralization for kidney stone disease. PLoS One 10 
(5), e0124150.
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4.4.2 Hydroxyapatite
Fourier Transform Infrared Spectroscopy (FTIR), the 

conventional method to determine stone composition, 
demonstrated that the Xdh knockdown fly stones indeed 
contained xanthine (Chi et al., 2015). However, using 
targeted metabolomics, these stones were also found to 
contain hypoxanthine. Micro X-ray absorption near edge 
spectroscopy (µXANES), a technique that allows for in-
terrogation of the chemical environment within a sample 
point of interest with submicron resolution, confirmed 
the presence of hydroxyapatite. Given that noncalcium 
based human stone formation may still be generated 
from a hydroxyapatite nidus (Evan, 2010), this finding 
highlights potential similarities between Drosophila fly 
stone concretions and human stones.

4.4.3 Zinc
The fly model has also enabled investigators to un-

earth the role of other minerals in the formation of 
stones. While the majority of stones are still comprised 
of calcium oxalate, other minerals have been shown to 
be part of the stone composition. Zinc, an essential min-
eral, has been identified to play a role in the formation 
of both human stones and Drosophila Malpighian tubule 
concretions (Chi et al., 2015). An analysis of the min-
eral components of these fly concretions, human Ran-
dall’s plaques, and human xanthine stones demonstrat-
ed that calcium (Ca), magnesium (Mg), and zinc (Zn) 
were the major metal components within each speci-
men (Fig. 17.8). This was determined by using induc-
tively coupled plasma optical emission spectroscopy 
(ICP-OES), which showed that the relative amount of 
each of these metals was consistent across stone source 
(Fig. 17.8).

This study also found that the concentration of zinc was 
dependent on the amount of yeast present in a standard 
Drosophila diet (Fig. 17.9) (Chi et al., 2015). A high yeast 
diet—the equivalent of a high protein diet in humans—
caused a high rate of stone formation, while a low yeast 
diet resulted in limited stone formation. Supplementing 
flies on a low yeast diet with zinc increased the amount 
of concretions present, to a level close to those flies on 
the high yeast diet. The importance of zinc was further 
shown when it was inhibited with a known zinc chela-
tor, TPEN, resulting in a decreased amount of concretions 
(Chi et al., 2015). These findings reinforce the importance 
of an animal model for stone disease, as without this dis-
covery one might not have recognized the presence and 
importance of heavy metals in urinary stones.

These two previously mentioned examples represent 
the first genetically based invertebrate models of kidney 
stones. Given the number of genetic homologs related to 

FIGURE 17.8 Comparison of zinc in D. Melanogaster concre-
tions, human Randall plaques, and human kidney stones. (A) Mi-
cro-X-ray fluorescence (µXRF) maps of knockdown Da-GAL4, UAS-
Xdh RNAi/+ concretions (left panel, scale bar: 10 µm) versus human 
Randall’s plaques (right panel, scale bar: 100 µm). Zinc shown in 
red and calcium in green. (B) µXRF elemental analysis demonstrates 
similar elemental composition for both Da-GAL4, UAS-Xdh RNAi/+ 
concretions (left panel) and human Randall’s plaques (right panel), 
including the presence of calcium (Ca), iron (Fe), and zinc (Zn). (C) 
Transmission electron microscopy of concretions in the lumen of the 
Malpighian tubule shows the presence of ring-like structures, as in-
dicated by the yellow arrows (left panel, scale bar: 500 µm). Ring struc-
tures with homologous appearance are seen in Randall’s plaques 
taken from a human renal papilla biopsy material (right panel, scale 
bar: 100 µm) when imaged in a similar fashion. (D) ICP-OES analysis 
of fly concretion samples (left) versus human xanthine stone samples 
(right) shows the presence of calcium (Ca), magnesium (Mg), and 
zinc (Zn). Data shown are the mean ± SEM. Source: Courtesy of Chi, 
T., Kim, M.S., Lang, S., et al., 2015. A Drosophila model identifies a criti-
cal role for zinc in mineralization for kidney stone disease. PLoS One 10 
(5), e0124150.
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other stone types in flies, more model development may 
be expected in the future.

4.5 Limitations

While Drosophila represents a reliable, fast, cost-effec-
tive model system, there are some limitations to its use 
and applicability. First and foremost the fly is an inverte-
brate. Lacking a bony skeleton, it has no bone reservoir 
and its calcium metabolism may be fundamentally dif-
ferent compared to vertebrates. Next, the fly is not an 
ambulatory model and relies on a different feeding cycle 
compared to humans.

Another limitation is that it can be difficult to measure 
how much food and medication that Drosophila ingest. 

Moreover, while direct injection of medication into the 
fly is possible, this requires specialized equipment that 
can be cumbersome.

Classically cited anatomic differences were addressed 
previously and instead should be considered more as 
an opportunity to study single tissue modeling of dis-
eases that affect analogous vertebrate structures (Miller 
et al., 2013). Another cited limitation is that since the 
fly’s Malpighian tubules drain into the hindgut, there 
is a combination of waste products in a single elimina-
tion chamber and the GI tract can contribute to the elimi-
nation of electrolyte and water waste (Assimos, 2012). 
Current dissection techniques allow for the Malpighian 
tubules and ureters to be isolated prior to their junction 
with the GI tract. These dissected tubules can then be 

FIGURE 17.9 (A) Tubule images of Da-GAL4, UAS-Xdh-RNAi/+ flies: Day 1, 1.5% YE and after 2 days on high yeast (Day 3, 5% YE) or 
low yeast (Day 3, 0.5% YE) diets. (B) The mean percentage of the tubule lumen occupied by mineralized material (*P < 0.001, Student’s t-test, 
n = 14–48). Scale bars: 500 µm. (C) The amount of Zinc (Zn) in the components of a standard Drosophila diet (corn meal, yeast, sugar, and agar) 
was measured with ICP-OES for both 0.5% YE and 5% YE diets. 0.5% YE is comprised of corn meal 8.5 g, yeast 0.5 g, sugar 5 g, and agar 0.46 g in 
100 mL deionized distilled water. 5% YE is composed of the same components as 0.5% YE with the exception of 5 g yeast added instead of 0.5 g 
yeast (***P < 0.001, student t-test, n = 3). (D) Da-GAL4, UAS-Xdh RNAi/+ flies fed on 0.5% YE and 5% YE diets were supplemented with different 
doses of Zn. This led to a dose-dependent increase in accumulation of concretions on 0.5% YE feeding (*P < 0.05, ***P < 0.001, one way ANOVA 
with Bonferroni posthoc test, n = 10–48). Zn supplementation had no effect on altering concretion formation in 5% YE-fed animals, which may 
reflect a saturation of the calcification process under these conditions. (E) Supplementation of 5% YE diet with the zinc chelator TPEN reduced 
concretion formation. This effect could be reversed with the addition of 10 mM Zn but not 10 mM Mg (*P < 0.05, **P < 0.01, one way ANOVA 
with Bonferroni posthoc test, n = 10–43). Data shown are the mean ± SEM. Source: Courtesy of Chi, T., Kim, M.S., Lang, S., et al., 2015. A Drosophila 
model identifies a critical role for zinc in mineralization for kidney stone disease. PLoS One 10 (5), e0124150.
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mounted and submerged in a desired medium, where 
they will continue to secrete fluid for several hours (Dow 
and Romero, 2010). Subsequent collection of this fluid 
can then be examined in a fashion similar to a 24-h urine 
analysis.

5 PORCINE MODEL

The oretically the porcine model would be an ex-
cellent model from both an anatomic structure and 
physiologic standpoint, as pig kidneys resemble those 
in humans. This has led multiple investigators to test 
new endourologic surgical modalities by placing hu-
man kidney stones within porcine kidneys. Moreover, 
in general there is not as much emotional attachment 
to the pig as compared to other animals that are used 
as domestic pets. The studies conducted thus far in the 
porcine model demonstrate a promising, reproducible 
model for inducing hyperoxaluria and calcium oxalate 
nephrolithiasis.

5.1 Anatomic/Physiologic Comparison Between 
Pigs and Humans

Comparing porcine and human kidneys, anatomic 
similarities include an undivided renal cortex, multiple 
medullary pyramids that each form a separate papilla 
or occasionally a complex papilla, especially in the up-
per pole (Thomsen et al., 1983). Pigs in general have 
8–12 papillae compared to humans who usually have 
4–18 (Cullen-McEwen et al., 2015). Moreover, as Kirk-
man showed, porcine renal physiology parallels that of 
humans with respect to maximal urine concentration 
(porcine 1080 vs. human 1160 mOsm/L), glomerular 
filtration rate (porcine 130 vs. human 126–175 mL/min 

per 70 kg), and total renal blood flow (porcine 4.0 vs. 
human 3.0–4.4 mL/min·g) (Sachs, 1994). Meanwhile, 
other studies have noticed anatomic differences, center-
ing around the pig kidney containing very little peri-
nephric fat, being hypermobile, having a more spacious 
renal pelvis, and also tortuous, large diameter ureters 
(Paterson et al., 2002).

5.2 Induction of Hyperoxaluria

To date, previous porcine models have focused on 
replicating a hyperoxaluric state by administering hy-
droxoyproline (HP) (Kaplon et al., 2010; Knight and 
Holmes, 2005; Mandel et al., 2004; Patel et al., 2012). As 
stated previously, hydroxyproline is derived from the 
amino acid proline and is a component of collagen that 
gets metabolized to both pyruvate and glyoxalate, pri-
marily in the renal proximal tubule and hepatocyte mito-
chondria (Knight and Holmes, 2005) (Table 17.3).

As Mandel et al. (2004) showed in young pigs, de-
livering 10% weight per weight of trans-4-hydroxy-l-
proline/food resulted in a maximum increased urinary 
oxalate concentration by day 6 in all HP-fed pigs. While 
the urinary oxalate levels in these young pigs did not 
decline until HP was removed from their diet, a note-
worthy finding was that increasing the HP/food con-
centration up to 20% failed to result in an increased lev-
el of hyperoxaluria. This study demonstrated calcium 
oxalate monohydrate and dihydrate crystalline depos-
its in the papillary tips of the longitudinally sectioned 
kidneys.

Meanwhile, Kaplon et al. (2010) demonstrated that 
gravid sows in either a traditional or acidified diet ex-
perienced hyperoxaluria and hyperglycoluria when fed 
10% HP. This study utilized 24-h urine collections via a 
20-French Foley catheter attached to Tygon tubing that 

TABLE 17.3  Porcine Models Related to Hyperoxaluria

Study references (year) Porcine animal selected Diet/intervention Effects

Mandel et al. (2004) Young male Yorkshire-
Durox pigs

•	 Enriched	diet:	10%	HP	days	
1–5; 15% HP days 6–13; 20% 
HP days 14–21

•	 Hyperoxaluria
•	 CaOx	crystalluria
•	 CaOx	crystal	deposition	in	collecting	ducts	

nephrolithiasias at papillary tips

Kaplon et al. (2010) Multiparous adult 
gestating sows

•	 Acidogenic	diet	versus	control	
diet × 5 days

•	 All	fed	diet	with	10%	HP	for	
days 3–5

•	 Hyperoxaluria
•	 Hyperglycoluria

Patel et al. (2012) Gravid crossbred sows •	 5%	HP	diet
•	 10%	HP	diet
•	 gelatin	(12%	HP	+	20%	glycine)

•	 10%	HP	and	gelatin	diets	induce	
hyperoxaluria

•	 Gelatin	more	cost	effective

Sivalingam et al. (2013) Gravid and nongravid 
sows

•	 5%	HP	diet •	 Hyperoxaluria
•	 CaOx	crystals	present	in	proximal	tubule	

and collecting ducts
•	 Lack	of	Randall	plaques
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drained into the cap of a 20 L collection pail (Fig. 17.10). 
Results showed that the level of hyperoxaluria and hy-
perglycoluria peaked on the first day of feeding and 
subsequently declined despite continued HP adminis-
tration. Likely this was the result of the pigs acquiring 
an aversion to the HP diets, as the study noted sows 
consuming less of their meals on days when HP was 
added.

Expanding on the model of the gravid sow, Patel et al. 
(2012) compared the effectiveness of different diet com-
positions of HP. The study provided pigs with a base-
line 2 kg basal diet before subjecting to either 100 g L-HP 
(5% HP), 200 g L-HP (10% HP), or 1000 g of gelatin that 
consisted of high HP (12%) and glycine (20%) content. 
Results demonstrated that both HP and gelatin induced 
similar short-term (5 days) and long-term (21 days) hy-
peroxaluria effects (Patel et al., 2012). Interestingly, this 
study also highlighted some of the financial concerns 
associated with a HP-induced hyperoxaluria model, as 
they found that gelatin was significantly more cost effec-
tive than HP; $7.32 per kg for 150 Bloom gelatin versus 
$185.00 per kg for hydroxy-l-proline (Patel et al., 2012).

In humans, hydroxyproline ingestion can occur via 
either animal protein containing collagen or gelatin 

containing foods. Similar to these experiments in the 
porcine model, a study investigated whether hydroxy-
proline has similar effects in humans. Comparing the 
ingestion of different gelatin loads to whey protein, re-
searchers found that 5 and 10 g gelatin loads were associ-
ated with significant changes in plasma hydroxyproline, 
urinary oxalate and glycolate (Knight and Holmes, 2005). 
From these results, it was inferred that the metabolism 
of hydroxyproline provides approximately 20%–50% of 
urine glycolate excretion, with a subsequent 5%–20% 
of urinary oxalate derived from endogenous synthesis 
(Knight and Holmes, 2005).

5.3 Histology/Pathology/Stone Composition

Mandel et al. (2004) demonstrated calcium oxalate 
monohydrate and dihydrate crystalline deposits in the 
papillary tips of longitudinally sectioned kidneys in 
young male Yorkshire-Durox pigs. Meanwhile, Sivalin-
gam et al. (2013) demonstrated the presence of crystals 
in proximal tubules and at the renal papillary tips, with 
concomitant crystals that appeared to be embedded 
within the interstitium. There was widening of the in-
terstitial spaces, presence of giant multinucleated cells 
surrounding these crystals, and noticeable inflammation 
with surrounding fibrotic changes (Fig. 17.11).

5.4 Treatment Simulation in Porcine Model

Given its similarities to human kidneys, many re-
searchers have chosen porcine kidneys to test and 
evaluate new surgical techniques for the treatment 
of nephrolithiasis. This has centered on placing arti-
ficial or human kidney stones within swine kidneys, 
via ureteroscopic and percutaneous approaches, and 
then studying the effectiveness of these treatments in 
both in vivo and ex vivo models. To establish the ef-
fectiveness of different settings for shock wave litho-
tripsy (SWL), studies like Paterson et al. (2002) have 
used upper pole percutaneous access to place gyp-
sum model stones into mainly the lower pole of fe-
male pigs, followed by treatment with extracorporeal 
SWL. This demonstrated superior breakup of stones 
treated with a slower rate (30 shocks/min) compared 
to a faster rate (120 shocks/min), which has helped 
guide practice for performing SWL at a slower, more 
effective rate in humans. This porcine model has been 
replicated to investigate the differences in focal width 
among shock wave lithotripter machines and their cor-
responding damaging effects on porcine kidneys (Con-
nors et al., 2009, 2012).

Meanwhile, others have obtained porcine urinary 
tracts from slaughterhouses and used these as a model 
for teaching ureteroscopy (Hu et al., 2015; Strohmaier 
and Giese, 2001). Using mini-pigs given that they repre-

FIGURE 17.10 Photograph of porcine model arrangement. Grav-
id sows with indwelling 20-French Foley catheters attached to Tygon 
tubing that then drains into a 20 L collection pail. Source: Reprinted with 
permission from Patel, S.R., Penniston, K.L., Iwicki, L., et al., 2012. Dietary 
induction of long-term hyperoxaluria in the porcine model. J. Endourol. 26, 
433–438.
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sent a more manageable sized model compared to large 
adult pigs, Sorensen et al. (2010) tested the performance 
of a novel ultrasound probe in porcine kidneys to test 
the effectiveness of estimating stone size during ure-
teroscopy.

5.5 Limitations

With anatomy and physiology resembling humans, 
it is unfortunate that limitations of the porcine model 
reduce its ability to be widely adopted. First and fore-
most, adult pigs generally require a lot of space and eat 
substantial amounts of costly food. As previously seen 
in Fig. 17.10, a large facility is required to maintain a 
porcine model and this by itself limits its reproducibility. 
Meanwhile similar to all vertebrate animals, experimen-
tation with pigs requires formal animal study review. In 
particular to pigs however, is that their eventual sacrifice 
must adhere to very specific US Department of Agricul-
ture methods.

These limitations explain the relatively low numbers 
that have been seen in the porcine studies performed 
thus far. In addition, it also appears that obtaining urine 
and accurately measuring urine output can be a chal-
lenge in this animal model. An important aspect of their 

initial study, Kaplon et al. (2010) noted that only 50% 
of the pigs were ultimately included as 6 of the 12 pigs 
did not make it to day 6 of the study due to infection or 
catheter-related problems. Nearly 1/3 of the pigs in an-
other study also had to be excluded due to urinary tract 
infection or catheter-related problems (Patel et al., 2012). 
These results highlight the challenges associated with 
obtaining multiple 24-h urine collections from the pig 
model over an extended study duration.

Similar to other models that focus on hyperoxaluria, 
there is a relatively narrow application of this model 
given that it relates mainly to human primary hyperox-
aluria. As the majority of humans with nephrolithiasis 
suffer from some aspect of hypercalciuria, a model in 
pigs replicating this physiologic state has yet to be de-
veloped.

6 OTHER ANIMAL MODELS

One should not forget that urinary stone disease 
remains a problem in veterinary medicine. Urinary 
stone disease has been shown to affect a wide variety 
of animals, ranging from land mammals like dogs, 
cats, horses, raccoons, goats, sheep, and kangaroos, to 

FIGURE 17.11 Histopathology of crystal formation in porcine kidney. (Cortical section, 21 days, H and E 20.) (A) Control kidney with 
normal glomerulus. (B) Inflammation with fibrotic changes (white arrows) surrounding glomerulus, with crystal in proximal tubule (black arrow). 
(C) multinucleated giant cells (arrows) surrounding tubules; (D) 10× magnification in renal cortex regions. Notice widening of interstitium with 
extracellular matrix (arrows) considered as fibrotic changes. Source: Reproduced with permission from Sivalingam, S., Nakada, S.Y., Sehgal, P.D., et al., 
2013. Dietary hydroxyproline induced calcium oxalate lithiasis and associated renal injury in the porcine model. J. Endourol. 27, 1493–1498.
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water-based mammals, such as whales, seals, dolphins, 
otters, and even reptiles, such as turtles and fish like the 
zebrafish (Elizondo et al., 2005; Robinson et al., 2008). 
Of note, these animals are all protected under the Ani-
mal Welfare Act of 1966 and its subsequent provisions 
(US Department of Agriculture, https://www.nal.
usda.gov/awic/animal-welfare-act). Therefore, the 
vast majority of research in these animals has been ob-
servational and epidemiologic in nature. While most 
studies have investigated canines and felines, there is 
value to reviewing the literature to help gain insight 
into the pathophysiology of stones in other animals and 
humans.

7 CANINE MODEL

7.1 Types of Stones

The dog has generated research interest because it 
spontaneously forms urinary stones that physically and 
chemically resemble those found in humans. In an effort 
to characterize the types of calculi formed by canines, 
large databases have been compiled of uroliths submit-
ted by veterinarians in the United States since 1985 and 
in Canada since 1998 (Houston and Moore, 2009; Low 
et al., 2010). In the United States, through 2006, over 
25,000 uroliths have been collected from both the up-
per and lower urinary tract, providing an incredible 
resource for research. Analysis revealed that the most 
common stone compositions were 53% struvite (mag-
nesium ammonium phosphate) and 42% calcium oxa-
late (CaOx), with CaOx being the leading stone type 
collected since 1997 (Ling et al., 2003). A similar trend 
was noted in over 40,000 canine uroliths submitted in 
Canada, with ∼85% of submissions being either stru-
vite or CaOx (Houston and Moore, 2009). Meanwhile 
apatite, urate, silica, and cysteine were other common 
minerals identified in these uroliths, and over 73% of 
these samples contained a combination of two or more 
minerals (Low et al., 2010).

Interestingly, this study also found that a significant-
ly higher proportion of CaOx-containing calculi were 
found in males compared to females, 69% vs. 31%, re-
spectively (Low et al., 2010). Both cysteine and silica 
stones were also found more often in male dogs, while 
a higher percentage of struvite and apatite calculi were 
found for female dogs. Urate stones have been reported 
in a much higher percentage in male (93%) versus female 
(7%) Dalmatians (Houston and Moore, 2009).

7.2 Stone Risk Association With Breed

Historically, canine breeds have been associated with 
specific disease and stone types, such as the UK Cava-

lier King Charles Spaniels who were noted to experi-
ence xanthinuria and experience xanthine stones (Jacin-
to et al., 2013). Meanwhile, the Keeshond breed has been 
shown to be predisposed to primary hyperparathy-
roidism, resulting in hypercalciuria and higher risk of 
forming calcium oxalate calculi (Goldstein et al., 2007). 
Given that over the years, many canine species have 
been created for phenotypic characteristics—this has 
resulted in some breeds being more predisposed to 
developing stones compared to others. Based on Low 
et al. (2010), specific breeds have been associated with a 
higher and lower risk for specific types of urinary stones 
(Table 17.4).

In examining those breeds associated with a high-
er risk of forming stones, overall smaller dogs tended 
to be the ones associated with higher risk. While this 
could be secondary to a variety of reasons, investiga-
tors have suggested lower urine volumes, potential 
changes in diet composition, and rising obesity as pos-
sible etiologies (Low et al., 2010; Speakman et al., 2008). 
These smaller dogs are popular breeds with over half of 
the 9 breeds predisposed to CaOx-containing uroliths 
(Miniature Schnauzer, Shih Tzu, Pomeranian, Yorkshire 
Terrier, and Maltese) ranked in the top 20 of the most 
common dog breeds in the United States (American 
Kennel Club, 2009; Low et al., 2010). Intuitively, smaller 
dogs tend to be more popular in metropolitan areas 
and potentially could have less ability to exercise, con-
tributing to rising obesity rates (Speakman et al., 2008). 
Further investigations are needed to establish this as 
a potential etiology for these breeds’ increased risk of 
stone disease.

The Dalmatian represents a unique example of breed-
specific calculi. Besides human and great apes, Dalma-
tians are the only other example of a mammal that ex-
cretes uric acid instead of allantoin (Kuster et al., 1972). In 
humans, high levels of uric acid can accumulate in blood 
and urine, leading to diseases such as gout. Meanwhile 
in Dalmatians, recent work involving interbreed back-
crossing has shown that Dalmatians have a defect of the 
SLC2A9 gene, resulting in defective uric acid transport 
in the kidneys and liver (Bannasch and Henthorn, 2009; 
Bannasch et al., 2008; Giesecke and Tiemeyer, 1984). 
These dogs are homozygous for this autosomal reces-
sive trait, with the end result being hyperuricosuria and 
hyperuricemia (Bannasch and Henthorn, 2009). This hy-
peruricosuria can be easily identified as Dalmatian urine 
forms a precipitate when cooled (Fig. 17.12) (Bannasch 
et al., 2008). Therefore, this breed is at high risk for urate 
stone development, as shown in the study by Low et al. 
(2010) where 80% of Dalmatian urate containing uroliths 
contained 100% urate. Interestingly, this study also found 
that nearly 69% of English Bulldog urate containing uro-
liths contained 100% urate, suggesting this breed may 
have a similar pathophysiologic condition.
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7.3 Effect of Diet on Stone Risk

In 2004, there was an outbreak in Asia where over 
6000 dogs and some cats experienced pet-food associ-
ated renal failure (Brown et al., 2007; Jeong et al., 2006). 
Reviewing the pathology demonstrated that these dogs 
experienced renal tubular necrosis, calcification, and 
green–yellow calculi (Jeong et al., 2006). Further inves-
tigation revealed that certain brands of commercial pet 
food were the culprit, stemming back to contamination 
of raw materials at a pet-food manufacturing plant in 
Thailand (Honnold, 2005; Thompson et al., 2008).

History repeated itself in North America in 2007, 
when a Canadian manufacturer of pet food issued a 
large-scale recall due to multiple reported deaths of both 
dogs and cats. The pathologic features were similar, 

acute renal failure with green–yellow calculi reported 
(Jeong et al., 2006). An analysis of the crystals associated 
with both outbreaks revealed predominantly birefrin-
gent melamine–cyanuric acid complexes, as well as a 
lesser number of calcium oxalate monohydrate crystals 
(Thompson et al., 2008). The FDA eventually announced 
that cyanuric acid and melamine had contaminated in-
gredients from China that subsequently entered the pet 
food (Thompson et al., 2008).

The knowledge gained from these canine intoxications 
helped with the identification of infant formula being 
contaminated with melamine in 2008. Ultimately there 
were 6 deaths, over 50,000 children hospitalized, and 
several hundred thousand affected (Gossner et al., 2009). 
Subsequent research has shown that melamine exposure 
measured by urinary melamine levels has an association 

TABLE 17.4  Canine Stone Risk Association With Breed—Based on Results Reported in Low et al. (2010)

Stone type (%) Breeds at higher risk Breeds at lower risk Comments

Struvite (53.4%) •	 Bichon	Frise
•	 Miniature	Schnauzer
•	 Shih	Tzu
•	 Pekingese

•	 Australian	Cattle	Dog
•	 Rottweiler
•	 Boxer
•	 Border	Collie
•	 Standard	Poodle

•	 Most	commonly	in	bladder
•	 Decreasing	incidence
•	 More	in	younger	dogs
•	 Female	versus	male:	76%	versus	22%

Calcium oxalate (42.0%) •	 Bichon	Frise
•	 Miniature	Schnauzer
•	 Shih	Tzu
•	 Lhasa	Apso
•	 Pomeranian
•	 Cairn	Terrier
•	 Yorkshire	Terrier
•	 Maltese
•	 Keeshond

•	 German	Shorthair	Pointer
•	 Great	Dane
•	 Rottweiler
•	 Australian	Cattle	Dog
•	 Labrador	Retriever
•	 Boxer
•	 German	Shepherd	Dog
•	 Border	Collie
•	 Bull	Mastiff

•	 Most	commonly	in	bladder
•	 Most	common	type	of	upper	urinary	

tract stone
•	 More	often	found	in	older	dogs

Apatite (38.0%) •	 Bichon	Frise
•	 Miniature	Schnauzer
•	 Shih	Tzu
•	 Pekingese
•	 Lhasa	Apso

•	 Rottweiler
•	 Dalmatian
•	 Great	Dane
•	 Boxer
•	 German	Shorthair	Pointer
•	 Golden	Retriever

•	 78%	female	versus	22%	male
•	 No	changes	in	trends	over	time

Urate (23.8%) •	 Dalmatian
•	 Miniature	Schnauzer
•	 English	Bulldog
•	 Bichon	Frise
•	 Pekingese
•	 Scottish	Terrier

•	 Australian	Cattle	Dog
•	 German	Shorthair	Pointer
•	 Great	Dane
•	 Border	Collie
•	 Doberman	Pinscher

•	 80%	of	Dalmatian	urate	containing	
uroliths were 100% urate

•	 More	often	in	younger	dogs

Silica (6.7%) •	 Miniature	Schnauzer
•	 Lhasa	Apso
•	 Samoyed
•	 Bichon	Frise
•	 Pekingese

•	 Australian	Cattle	Dog
•	 German	Shorthair	Pointer
•	 Great	Dane

•	 Distribution:	89%	male	versus	11%	
female

Cysteine (1.3%) •	 English	Bulldog
•	 Newfoundland
•	 Dachshund
•	 Chihuahua
•	 Miniature	Pinscher
•	 Welsh	Corgi

•	 Labrador	Retriever
•	 Cocker	Spaniel

•	 97.8%	male	versus	2.2%	female
•	 77%	in	dogs	<7 years old
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with increased calcium-based stone formation in adults 
(Lu et al., 2011). These events provide a reminder of how 
veterinary medicine can help further the understanding 
of urinary stone disease.

8 FELINE MODEL

8.1 Types of Stones

For the other animal models presented thus far, the 
predominant discussion has focused on upper-tract stone 
formation. Yet for the sake of completeness, a discussion 
on bladder stones should be mentioned, as this brings at-
tention to how environment contributes to and plays a 
role in stone formation. The bladder represents another 
environment where stone formation takes place that could 
be helpful to compare to the medullo-papillary complex, 
thought to be the main location of kidney stones.

Cats represent an example of an animal model where 
the vast majority of stones (98%) submitted for analy-
sis are lower urinary tract (bladder) stones (Cannon 
et al., 2007). While recent reports have cited that the 
number of ureteral stone submissions has increased over 
the past 15 years (Cannon et al., 2007; Kyles et al., 2005a; 
Palm and Westropp, 2011), upper urinary tract stones 
still represent a minority of stones found in cats. Male 
cats are also anatomically set up for urethral obstruction 
given their narrow distal urethra (Cooper et al., 2010). 
Previous studies have cited that almost all (98%) of feline 
upper urinary tract calculi are calcium oxalate (Kyles 
et al., 1998, 2005b).

Similar to the dog, centers have collected large num-
bers of feline uroliths and been able to analyze trends in 
stone types. The same centers in the United States and 
Canada that collected the large number of dog uroliths 
have also collected over 5,200 and 11,000 feline bladder 
calculi, respectively (Cannon et al., 2007; Houston and 
Moore, 2009). As in dogs, the vast majority of feline uri-
nary stones are composed of calcium oxalate and stru-
vite, and there has been a significantly lower amount of 
struvite calculi since the late 1990s (Cannon et al., 2007; 
Lekcharoensuk et al., 2000).

8.2 Stone Risk Association With Breed

Similar to the dog, specific breeds of cats have been 
reported to have increased risks of certain types of uro-
liths. Persian and Himalayan (Colourpoint Persian) cats 
were found to have significantly increased risk for CaOx 
calculi, while Birman, Abyssinian, and Siamese were 
found to be at lower risk (Cannon et al., 2007). Compared 
to humans where studies have shown >50% patients 
have a stone recurrence within 5 years (Ljunghall, 1987), 
a similar figure has been reported for CaOx producing 
cats with 6.8% having another stone submitted within 
2 years (Albasan et al., 2009).

9 CONCLUSIONS

The sequence of events that leads to urinary stone 
formation remains unclear. As discussed here, there are 
multiple animal models that have been used to date in an 

FIGURE 17.12 (A) Classic phenotype of Dalmatian with spotting. (B) Example of Dalmatian urine in crystallized precipitate (far left), com-
pared to heterozygous backcross dog (middle) and dog from an unaffected breed (right). (C) Urinary urate calculi. Source: Courtesy of Bannasch, D., 
Safra, N., Young, A., et al., 2008. Mutations in the SLC2A9 gene cause hyperuricosuria and hyperuricemia in the dog. PLoS Genet. 4, e1000246.
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effort to better understand the pathophysiologic chain of 
events that ultimately leads to the formation of a urinary 
calculus.

When one assesses most of these animal models, the 
surrogate endpoints used were the development of crys-
tals seen either in the urine or with histologic examina-
tion of the renal papilla rather than documentation of a 
true stone. As appreciated in our clinical practices, crys-
talluria does not necessarily equate with future stone 
formation. Crystals may be an early form of eventual ag-
gregation and stone fragmentation; or they may reflect a 
process of nucleation that may or may not be critical to 
stone formation. Future research is needed to determine 
whether the process of crystallization is independent of 
stone formation.

The eventual goal of these animal models is to help 
understand the temporal development of urinary stone 
formation. Translating these animal models to humans, 
one needs to appreciate the subtle differences in renal 
anatomy (unipapillary versus multiple renal papilla), as 
well as potential pathophysiologic differences between 
quadrupeds versus bipeds. Ultimately, it would be ideal 
for the urology and nephrology communities to agree 
on a few selected animal models such that results could 
be complimentary and comparable.  It is only with such 
animal models that novel new interventions can be un-
dertaken to help reduce the incidence and recurrence of 
urinary stone disease.
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1 INTRODUCTION

Renal tumors account for 3.9% of the new cancer 
diagnosis in the United States, which represents more 
than 57,000 new cases and more than 12,000 deaths, be-
ing on the 10 more common tumors in humans (Jemal 
et al., 2009). According to Russo, the patients with renal 
tumors can be divided in two groups. In the first group 
are symptomatic patients, with large tumors which re-
quire radical nephrectomy. In the second group, rep-
resenting 70% of the cases, are patients who had an 
incidental diagnosis. The tumors of these patients are 
discovered during abdominal ultrasound, computed to-
mography, or nuclear magnetic resonance, with indica-
tion not related to the renal tumor (e.g., spinal column 
diseases) (Russo and Huang, 2008). Frequently, in these 
patients, small tumors are found and radical nephrec-
tomy may not be necessary for most cases.

Conservative renal surgery (partial nephrectomy) 
is indicated for patients with bilateral tumors, com-
promised renal function, or single kidney (Lane and 
Novick, 2007). It has been recently included as primary 

indication for patients with T1a tumors (masses smaller 
than 4 cm, restrained to the kidney) and electively in-
dicated for T1b tumors (masses larger than 4 cm but 
smaller than 7 cm, restrained to the kidney) (Campbell 
et al., 2009; Ljungberg et al., 2015).

Partial nephrectomy is still considered a challeng-
ing procedure, and underutilized. Only 8% of surgeries 
for treating renal tumors in the United States, between 
1988 and 2002, were partial nephrectomies (Hollenbeck 
et al., 2006). In the United Kingdom, only 4% of renal 
surgeries were partial nephrectomies in the year 2002 
(Nuttall et al., 2005).

It is thought that this surgery involves technically 
difficult aspects, especially when performed with lapa-
roscopic or robotic access, the use of radical nephrecto-
my is favored despite the size of the tumor. It has been 
reported that patients treated in large hospitals, uni-
versity hospitals, or urban centers are more commonly 
submitted to partial surgery than in other medical insti-
tutions (Hollenbeck et al., 2006).

Clearly, partial nephrectomy has been underutilized 
because of its technical difficulties. One of the most 
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difficult aspects of this surgery is the closure of the col-
lecting system. This step involves suturing the renal 
calices and/or pelvis, which is considered an advanced 
skill, especially when performing laparoscopically. It has 
already been shown that the intracorporeal collecting 
system closure increases the surgical time and requires 
longer warm ischemia time (Zorn et al., 2007), which is 
associated with postoperative renal function prejudice 
(de Souza et al., 2012). Therefore, there have been re-
search efforts for simplifying and accelerating this step 
(Bishoff et al., 2003; Hacker et al., 2007; Kouba et al., 2004; 
Orvieto et al., 2007; Shikanov et al., 2009).

Several types of surgical glues or hemostatic agents 
(Bernie et al., 2005; Bishoff et al., 2003; Johnston et al., 2006; 
Kouba et al., 2004; L’Esperance et al., 2005; Margulis 
et al., 2005a; Murat et al., 2004, 2006b; Rouach et al., 2009), 
surgical bolsters (Abou-Elela et al., 2009; Johnston 
et al., 2006; Sabino et al., 2007; Xie et al., 2008a,b), lasers 
(and other types of energy) (Anderson et al., 2007; Bui 
et al., 2007; Collyer et al., 2002; Eret et al., 2009; Hindley 
et al., 2006; Honeck et al., 2008; Lafon et al., 2007; Lucioni 
et al., 2008; Murat et al., 2005, 2006a; Ogan et al., 2002; 
Sprunger and Herrell, 2005; Zeltser et al., 2008), and su-
turing methods (Orvieto et al., 2007; Shikanov et al., 2009) 
have been studied for developing an easier technique for 
the collecting system closure. Moreover, models simulat-
ing a renal tumor have been proposed for training pur-
poses (Eun et al., 2008; Hidalgo et al., 2005; Taylor and 
Cadeddu, 2006; Taylor et al., 2004; Yang et al., 2009), which 
is associated with a reduction on the learning curve for 
performing partial nephrectomy (Rouach et al., 2008).

As the number of training programs for partial ne-
phrectomy (both for open and minimally invasive 
access) increases, the utilization of conservative renal 
surgery would increase. Furthermore, the advent of the 
techniques for renal closure, which makes the procedure 
easier, would favor the utilization of partial nephrecto-
my, with potential benefits for several patients.

In this regard, the utilization of a good animal model 
is of great importance, both for the development and 
testing of new techniques and equipments, and for sur-
gical training programs. This animal model should re-
produce not only human renal anatomy (size, shape, and 
internal anatomy), but also the healing after the surgical 
aggression.

Other aspects, such as handling characteristics, cost, 
and necessary infrastructure should be also taken into 
account for deciding which animals would be the most 
adequate for experimentation and/or training.

For a long time, the pig was considered the best animal 
model for studying renal procedures due to its anatomical 
and physiological resemblances to human kidneys. Un-
like the kidneys of dogs, rabbits, and rats, the swine kid-
neys are multipyramidal, and have length, weight, and 
shape similar to human kidneys (Sampaio et al., 1998). 

Vascular intrarenal anatomy is very similar between hu-
mans and pigs, although some differences exist in the 
dorsal arteries (Pereira-Sampaio et al., 2004a), the pro-
portional area of the arterial segments (Pereira-Sampaio 
et al., 2007), and the venous arrangement on dorsal renal 
surface has been described (Bagetti Filho et al., 2008).

For all these reasons, the pig has been largely used 
for the development and improvement of surgical meth-
ods applicable to conventional, laparoscopic, and robotic 
partial nephrectomy. However, we will observe that this 
species has some important differences from humans 
concerning renal healing after partial nephrectomy.

Thus, the present chapter presents the characteristics 
of some species that has been investigated as models for 
healing studies after partial nephrectomy.

2 THE PIG AS ANIMAL MODEL

As previously stated, the pig kidney has been largely 
used as animal model for studying renal surgery and 
other urological procedures. In the early 1990s, there 
was a considerable increase in the use of swine kidneys 
as models for different surgical purposes. Not only par-
tial nephrectomy (McDougall et al., 1993; Valdivia Uria 
et al., 1992) was studied in this animal model, but also 
renal transplant (Yanaga et al., 1991), lithotripsy (Evan 
et al., 1991; van Dongen et al., 1993), and hidronephro-
sis (Kelleher et al., 1992) were investigated using the 
pig as an experimental model. More recently, this spe-
cies remained in use for the development of new sur-
gical technologies, such as ureterorenoscopy (Ptashnyk 
et al., 2002), use of biologic glues (Hick et al., 2005), cryo-
ablation (Collyer et al., 2004; Janzen et al., 2005), and 
radiofrequency ablation (Janzen et al., 2005; Margulis 
et al., 2005b). Furthermore, the pig kidney also plays an 
important role as a training model, being the most used 
animal in hands-on courses for surgical procedures and 
training with new surgical equipment and instruments 
(Earp, 2003; Hammond et al., 2004; Katz et al., 2003; 
Rassweiler et al., 1993; Strohmaier and Giese, 2005).

The pig kidney is considered the best animal model 
for studying human surgical procedures due to its ana-
tomical resemblance to the human kidney (Bagetti Filho 
et al., 2008; Pereira-Sampaio et al., 2004a,b; Sampaio 
et al., 1998, 2001). As in humans, the swine kidney is a 
bean-shaped bilateral organ, localized in the retroperi-
toneal space. Notably, unlike what is seen in humans, 
the pig kidney is not involved by a renal fascia (called 
Gerota’s fascia). Furthermore, for most animals, a small 
amount of whitish fatty tissue is found in the retroperi-
toneal space, instead of the yellowish and abundant fatty 
tissue found in the human’s retroperitoneum. Despite 
these differences, the pig kidney has a mean length of 
11.79 cm and mean weight of 98 g (Sampaio et al., 1998), 



 2 THE PIG AS ANIMAL MODEL 447

F. URINARY TRACT, KIDNEY, AND BOWEL

which is very similar to human kidneys (Sampaio and 
Mandarim-de-Lacerda, 1989). As in human kidneys, 
the mean width of the cranial renal pole is slightly su-
perior to the caudal pole (Sampaio and Mandarim-de-
Lacerda, 1989; Sampaio et al., 1998).

Internally, the renal collecting system of pigs is espe-
cially similar to the corresponding human system. The 
swine is one of the few animals that have a complex col-
lecting system, with major and minor calyces. All kid-
neys of pigs show two major calyces (one cranial and 
one caudal), with 4–19 minor calyces (9 in mean). Thus, 
despite a great variation in the number of minor calyces, 
this is very similar to what is observed in human kid-
neys, in 62% of organs 5–14 minor calyces and 2 major 
calyces are found (38% of human kidneys show 3 major 
calyces) (Sampaio, 1993; Sampaio and Mandarim-de-
Lacerda, 1988). Thus, pig’s kidneys have the most simi-
lar collecting system to what is found in humans.

In 93% of kidneys, the renal artery of pigs is always 
single and divides into two branches (one cranial and 
one caudal) (Fig. 18.1). Only in 7% of kidneys, the renal 
artery gives a dorsal and a ventral branch (as seen in hu-
mans) (Pereira-Sampaio et al., 2004a). As in human kid-
neys, the swine renal artery splits into segmental arter-
ies. However, instead of what is seen in humans where 
most kidneys have five segments, the most common di-
vision in swine kidneys (accounting for 42% of organs) is 
two segments, one cranial and another caudal (Fig. 18.2), 

while three, four, or five segments can be found in 24%, 
23%, and 3%, respectively (Pereira-Sampaio et al., 2007). 
The renal venous system of pigs is quite similar to that 
found in humans. Common to those species, and of sur-
gical importance, is the occurrence of free venous anas-
tomosis on different levels (Bagetti Filho et al., 2008; 
Sampaio and Aragao, 1990) (Fig. 18.3).

Despite these anatomical similarities and differences, 
we must say that the pig kidney is the most useful model 
when anatomical aspects are of interest. However, this is 
not what is observed when we desire to study the kidney 
healing after laparoscopic partial nephrectomy.

Several authors used the pig for studying novel tech-
niques and technologies for hemostasis and collecting 
system closure during laparoscopic partial nephrec-
tomy. However, this was performed without validating 
this model for this purpose. Moreover, most studies did 
not use control groups. Ames et al. (2005) published a 
study that investigated if the porcine kidney would be 
an appropriate model for experimental evaluation of re-
nal collecting system closure during laparoscopic partial 
nephrectomy. In this experiment, eight pigs were sub-
mitted to heminephrectomy, exposing the collecting sys-
tem, which was left opened. The authors visualized the 
opened collecting system by transoperatory retrograde 
ureteropyelogram, and performed renal hemostasis 
with a monopolar energy source, applied only on renal 
parenchyma, and taking care to avoid the collecting sys-
tem. Contrary to what was expected, none of the animals 

FIGURE 18.1 Dorsal view of endocast (pelvicaliceal system and 
arteries) of pig right kidney, showing the primary division of the re-
nal artery into cranial (CR) and caudal (CD) segmental arteries.

FIGURE 18.2 Dorsal view of pig kidney with two arterial 
segments. Cranial segment (red) and caudal segment (yellow). Source: 
Obtained from Pereira-Sampaio, M., Favorito, L.A., Henry, R., Sampaio, F.J., 
2007. Proportional analysis of pig kidney arterial segments: differences from 
the human kidney. J. Endourol. 21 (7), 784–788.
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showed urinary leakage after 1 or 3 weeks. Furthermore, 
these authors operated six pigs, which were also sub-
mitted to partial nephrectomy without collecting sys-
tem closure, but their ureters were dissected, and after 
placement of an 8-french catheter in its lumen, a suture 
ligature was tied around it and left postoperatively. This 
intended to create a high-pressure renal collecting sys-
tem porcine model, which was more prone to develop 
urinary leakage. All these six high-pressure renal col-
lecting system animals had moderate hydronephrosis to 
the level of the tie obstruction, as documented by visual 
inspection on autopsy, on the eighth postoperative day. 
Even so, only one pig showed an urinoma. The conclu-
sion of this study was that the porcine model (both with 
normal and high-pressure renal collecting system) is in-
adequate for evaluating the renal collecting system clo-
sure after partial nephrectomy.

After the publication of this study, our group decided 
to further investigate the subject. We performed a similar 
experiment in which 14 male domestic pigs were sub-
mitted to left partial laparoscopic nephrectomy, with 
the removal of 25% of the kidney total length at the cau-
dal pole (n = 7) or at the cranial pole (n = 7) (de Souza 
et al., 2011). According to previous anatomical literature 
(Pereira-Sampaio et al., 2007), this would expose the cau-
dal or the cranial major calices in all animals. During the 
surgery, the collecting system entering was determined 
when the surgeon felt a more dense structure to incise, 
and after complete removal of the renal pole region, 
the opening of the collecting system was confirmed by 
direct visualization (Fig. 18.4). In the same manner as 

FIGURE 18.3 Ventral view of endocast (pelvicaliceal system and 
renal veins) of pig right kidney, showing transverse anastomoses 
(arrows).

FIGURE 18.4 Intraoperatory view of the opened collecting system (arrow) after the cranial pole resection of a pig kidney.
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performed by Ames et al. (2005), monopolar energy was 
applied for hemostasis only in the parenchyma, avoid-
ing coagulation near the collecting system. Once again, 
after complete hemostasis, the collecting system opening 
was verified and no internal collecting system drainage 
catheter was inserted. The animals were clinically evalu-
ated during 14 days after surgery, and afterward, they 
were submitted to euthanasia by anesthetic overdose. At 
the 13th postoperative day, the animals were transferred 
to individual stalls. Methylene blue was diluted in the 
drinking water for staining the urine to demonstrate any 
urinary leakage, which would stain the tissue around 
the kidney. Furthermore, serum levels of urea and cre-
atinine were assessed prior to surgery and at postopera-
tive days 2, 6, 10, and 14, to assess the renal function and 
any possible peritoneal absorption due to intracavitary 
urinary leakage.

We observed that all animals recovered well after sur-
gery, presenting normal functions (ambulation, food and 
water intake, urination, and defecation) within the first 
24 postoperative hours. Although serum levels of urea 
and creatinine showed a slight increase in the second 
postoperative day, these levels gradually decreased to 
preoperative levels until the end of the experiment pe-
riod. Even so, these levels remained far below the upper 
limit of reference levels for pigs. At necropsy, the abdom-
inal cavity was normal, with normal quantity and aspect 
of peritoneal liquid. Moreover, the peritoneal fluid levels 
of urea and creatinine were similar to the normal serum 
levels (Fig. 18.5).

During necropsy, the peritoneal fluid was collected 
for urea and creatinine analysis. The abdominal cavity 
and retroperitonium were evaluated for any evidence 
of urinary leakage around the operated kidney. Special 
attention was paid for identification of urinomas, uri-
nary fistulae, peritonitis, and methylene blue extravasa-
tion. The operated kidney was removed, and the ureter 
was catheterized for performing an ex vivo retrograde 

pyelogram, to evaluate any leakage of the contrast medi-
um. Then, the organ was fixed in 4% formaldehyde, and 
the operated pole was cleaved to obtain a fragment of 
renal tissue together with adhered adjacent tissues. This 
fragment was processed for histological analyses.

In all animals, the operated pole was completely cov-
ered by fibrous tissue, which hindered the identification 
of the collecting system (Fig. 18.6). We also observed 
several adherences of the operated pole to adjacent 
organs (spleen, colon, and pancreas). The urinary blad-
der was filled with blue-colored urine; nevertheless, no 
blue stained tissue was observed around the kidney. No 

FIGURE 18.5 Serum levels of urea and creatinine during the postoperative period of the experiment with pigs. Source: Obtained from de 
Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrectomy without collecting system 
closure in pigs. Urology 77 (2), 508.e5–508.e9.

FIGURE 18.6 Longitudinal section of a left pig kidney submitted 
to a caudal pole partial nephrectomy. It is noted a fibrosis in the oper-
ated renal pole sealing the collecting system that was sectioned (ar-
row). It is also depicted the presence of fat firmly adhered to the fibrotic 
tissue (asterisk). Source: Obtained from de Souza, D.B., Abilio, E.J., Costa, 
W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after laparoscopic 
partial nephrectomy without collecting system closure in pigs. Urology 77 
(2), 508.e5–508.e9.
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urinomas, fistulae, or any other signs of urine leakage 
were found in any animal; moreover, no abnormalities 
were found in the nonoperated (right) kidney.

The retrograde pyelograms depicted the collecting 
system anatomy without evidence of any contrast medi-
um extravasation. In some kidneys, submitted to pyelo-
grams with injection under high pressure, the contrast 
medium penetrated the renal parenchyma (collecting 
ducts) and still did not present any leakage in the oper-
ated pole (Fig. 18.7). Interestingly, we have some cases 
of high pressure pyelograms, in which we observed a 
rupture of collecting ducts and extravasation in the non-
operated pole, while the operated pole remained with-
out leakage.

As observed in the histological analysis, the operated 
pole healed with a connective fibrotic tissue completely 
covering the renal tissue in all analyzed fields. Several 
adherences between the operated pole and adjacent or-
gans were also observed under microscopy. The connec-
tive tissue presented great density of fibroblasts, which 
were more commonly seen around the blood vessels. As 
depicted by Sirius red staining method, observed under 
polarized light, the connective tissue covering the oper-
ated pole was bright red, indicating a predominance of 
type I collagen (Fig. 18.8).

Therefore, this study showed that the pig collecting 
system healing is quite different from that of humans. 
Although in pigs, the kidney heals after partial nephrec-
tomy without any attempt for collecting system closure 
or internal drainage, with great deposition of collagen 
and firm adherences to adjacent organs; in humans, uri-
nary leakage after this kind of surgery is considered a 
common and major complication (Breda et al., 2009), and 
is observed in 1.9%–5.5% of patients, even after sutur-
ing of the collecting system and applying sealant agents 
(Stephenson et al., 2004; Zorn et al., 2007).

Ames et al. (2005), in their study, postulated that the 
absence of Gerota’s fascia and diminished renal adipose 
capsule in pigs would allow urine to flow into the perito-
neal cavity and be absorbed. Nevertheless, the findings 
of our study (de Souza et al., 2011) are not in agreement 
with this theory because our analysis showed no signifi-
cant alterations in the levels of urea and creatinine both 
in serum and peritoneal fluid.

The deposit of firm connective tissue over operated 
kidney is a common finding in several studies, which ap-
plied different methods of hemostasis and collecting sys-
tem repair after partial nephrectomies in pigs (Anderson 
et al., 2007; Eret et al., 2009; Sabino et al., 2007; Sprunger 
and Herrell, 2005), although local adherences, as seen 
in our study, were not reported. The great amount of fi-
broblasts in tissue examined 14 days after surgery, espe-
cially around blood vessels, indicates that synthesis and 
degradation of collagen may still be occurring.

At the time of the publication of our study, although it 
was not exactly known how the swine collecting system 
spontaneously heals after partial nephrectomy, we sug-
gested that the swine has an abundant muscular coat on 
its renal pelvis and calyces, as noted on our gross exami-
nations. Thus, this musculature would contract and tem-
porarily close the opened collecting system until connec-
tive tissue is deposited over the kidney wound. Then, 
we further investigated, and objectively compared, the 
human and pig’s histological aspects of the collecting 
system by using histomorphometric methods (Simoes 
et al., 2016).

For this purpose, ten control kidneys from each 
species were obtained and fixed in 4% formaldehyde. 
Fragments containing the renal collecting system were 
collected from each kidney, routinely processed for par-
affin embedding, and used for the histomorphometric 
analysis.

FIGURE 18.7 Ex vivo swine retrograde pyelograms performed 14 days after left kidney laparoscopic partial nephrectomy without closure of 
the collecting system in the cranial pole (A–B) and in the caudal pole (C–D) show the absence of contrast medium leakage at the operated poles 
(arrows). Source: Obtained from de Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrec-
tomy without collecting system closure in pigs. Urology 77 (2), 508.e5–508.e9.
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Gosling et al. (1983) described the collecting system 
wall, including renal calyces and pelvis, with three dis-
tinct subepithelial layers: a mucosal connective tissue 
(which we referred as superficial layer), a submucosal 
muscular layer (which we referred as middle layer), and 
an adventitial connective tissue (which we referred as in-
ner layer). In our study, we analyzed the thickness and 
the surface density of smooth muscle fibers, elastic sys-
tem fibers, and cellular density of each of the three lay-
ers. We also analyzed the blood vessel surface density in 
the inner layer, where there is a higher concentration of 
blood vessels.

In both species, as described by Gosling et al. (1983), 
the superficial layer was found immediately under the 
urothelium and was composed mainly of connective tis-
sue. Under this layer, there was a middle layer, where 
an aggregation of smooth muscle fibers was observed. 
Finally, the inner layer connective tissue with a high con-
centration of blood vessels was observed.

We found that the swine kidney superficial layer was 
43% thinner than that in humans; the thickness of the 
middle layer was similar in human and swine samples; 
and the thickness of the inner layer of swine was 53% 
higher than those of the human samples (Fig. 18.9).

FIGURE 18.8 Histological images of the operated region in left swine kidneys submitted to partial nephrectomy, in the 14th postopera-
tive day. (A) Image shows connective tissue between the renal parenchyma (arrows) and the adipose renal capsule (asterisk). Masson’s trichrome, 
×40. (B) Image demonstrating adherence (asterisk) between splenic tissue (S) and kidney parenchyma (K). Masson’s trichrome, ×40. (C) Image 
depicted the pancreas (P) attached to the kidney parenchya (K) by collagen (asterisks). Note islets of Langerhans (white arrowheads) and glomeruli 
(black arrowheads). Picrosirius red, ×40. (D) Image shows the kidney parenchyma at the operated pole (K) covered by connective tissue (asterisks). 
Masson’s trichrome, ×100. (E) Image shows a strong presence of fibroblasts in the conective tissue. Masson trichrome, ×200. (F) Image demon-
strates a predominance of type-I collagen covering the operated renal pole. Picrosirius red under polarization, ×100. Source: Obtained from de Souza, 
D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrectomy without collecting system closure in 
pigs. Urology 77 (2), 508.e5–508.e9.
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With regard to the surface density of the smooth 
muscle fibers, in the superficial layer, swine samples 
had 58% less muscle than humans; in the middle layer, 
swine samples showed 49% less density than human tis-
sue; however, as for the inner layer, swine samples had 
values 82% higher than those observed in the human 
samples (Fig. 18.10).

No difference was observed on the surface density of 
elastic fibers in the superficial layer between human and 
swine samples; however, in the middle layer, pig kidney 
had values 87% higher than those of the human samples; 
a 15% lower density of elastic fibers in the inner layer 
was also present in human samples, as compared with 
swine samples.

The surface density of blood vessels in swine samples 
(which was analyzed only in the inner layer) was 59% 
higher than that in the human samples (Fig. 18.11).

The cellular density of the superficial layer in human 
samples was 19% lower than those of the swine; in the 
middle layer, the human samples had 46% lower density 
than the swine; and in the inner layer human samples 
was 59% higher than that in the swine samples.

With these results we demonstrated that the swine 
collecting system has a rich vasculature in its inner 
layer, which is also thicker than that in humans. Thus, 
it is possible that after the surgical opening, the blood 
vessels of the inner layer of the swine kidney deposit 
a clot that covers the collecting system (Fogelson and 
Neeves, 2015). This would temporarily seal the open-
ing until the collagen that was reported on our previous 
study (de Souza et al., 2011) is deposited. In addition, 
this rich vascularization can facilitate chemiotaxis, im-
proving the inflammatory response and fibroblast mi-
gration to the local area.

A higher density of elastic fibers in the middle layer of 
the swine collecting system was also observed. It is well 
known that these elastic fibers are the source of elastic-
ity in the tissue, increasing its resistance to mechanical 
pressures (Gallo et al., 2012). Therefore, the large amount 
of elastic fibers found in the swine kidney could cause 
contraction of the injured collecting system, contribut-
ing to its temporary sealing. Furthermore, in the thicker 
inner layer, swine have a massive density of smooth 
muscle. Contraction of the smooth muscle could help 

FIGURE 18.9 Photomicrographs (of sections stained with Masson’s trichrome and captured under 100× magnification) illustrating the three 
different layers observed under the urothelium: (A) human and (B) swine. Image (C) shows the differences in layer thickness between the spe-
cies. Scale bar represents 200 µm. Source: Modified from Simoes, M., de Souza, D.B., Gallo, C.B., Pereira-Sampaio, M.A., Costa, W.S., Sampaio, F.J., 2016. 
Histomorphometric comparison of the human, swine, and ovine collecting systems. Anat. Rec. (Hoboken) 299 (7), 967–972.

FIGURE 18.10 Photomicrographs (of sections immunolabeled with anti alpha-actin antibodies and captured under 1000× magnification) il-
lustrating the smooth muscle fibers (seen in brown) in the inner layer of (A) human kidneys and (B) swine kidneys. The swine sections have a much 
higher density of muscle fibers than do sections from humans. Image (C) shows the differences in muscle fiber densities in the three layers among 
the species. Scale bar represents 20 µm. Source: Modified from Simoes, M., de Souza, D.B., Gallo, C.B., Pereira-Sampaio, M.A., Costa, W.S., Sampaio, F.J., 
2016. Histomorphometric comparison of the human, swine, and ovine collecting systems. Anat. Rec. (Hoboken) 299 (7), 967–972.
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in temporarily sealing the collecting system, which may 
explain the absence of urinary leakage in swine.

The results of this study suggested some links be-
tween the histology of the collecting system and its heal-
ing. Even so, other mechanisms must be involved. As 
we previously hypothesized (de Souza et al., 2011), the 
anatomical differences may play a role in the unusual 
kidney healing mechanism observed in swine. As the 
collecting system of this animal is narrower than that of 
humans, it could be sealed more easily. We also suggest-
ed that the swine kidney may have a more muscular col-
lecting system than does the human kidney. However, 
the histological study of the collecting system showed 
that only the inner layer of the swine collecting system is 
more muscular than that of humans.

Other possible involved aspect that may explain the 
differences on collecting system healing after partial 
nephrectomy is the absence of renal fascia (Gerota’s 
fascia) and the low amount of perinephric fat observed 
in swine. According to Ames et al. (2005), these struc-
tures could contribute to the closure of the collecting 
system in pigs. Future studies are still necessary to fully 
understand the differences and similarities among kid-
ney healing processes in these species. It is possible that 
these differences and similarities may relate not only to 
the histological characteristics, but also to anatomical, 
physiological, and molecular aspects.

Even so, the morphological features of the human and 
swine collecting systems may partially explain the dif-
ferent healing processes following partial nephrectomy. 
The highly vascular, thicker, and more muscular inner 
layer (adventitial connective tissue) of the swine kidney, 
as well as the higher density of elastic fibers in the mid-
dle layer (submucosal muscular), may be important fac-
tors in elucidating the unique collecting system healing 
process seen in this animal. This reinforces our previous 
conclusion that the pig kidney is not an adequate experi-
mental model for research on which collecting system 
healing is an important aspect to be considered.

3 THE SHEEP AS ANIMAL MODEL

After reporting the pig as an inadequate model for 
research on collecting system healing after partial ne-
phrectomy, one major concern arose. Which other ani-
mal should be used for this purpose, instead of the tradi-
tional swine model? Until early 2016 no other animal has 
been suggested to be a more suitable model for research 
on collecting system repair (de Souza et al., 2016). There-
fore, even knowing that the pig model shows major limi-
tations, this species continued to be used for this purpose 
(Duchene, 2011; Shikanov et al., 2009). We started then to 
investigate an alternative animal model that may show 
a collecting system healing more similar to that seen in 
human clinical settings.

The sheep has been used as a model for healing studies 
since 1960 (Lascelles and Claringbold, 1960), and is cur-
rently widely used for studying bone healing (Christou 
et al., 2014; James et al., 2016; Liu et al., 2016; Malhotra 
et al., 2014; Martini et al., 2001). It was shown that ovine 
show a comparable bone healing rate to that of humans 
and have been previously established as a useful model 
for human bone turnover and remodeling activity (Mal-
hotra et al., 2014; Martini et al., 2001; Pearce et al., 2007). 
Thus, we supposed that as this species shows similar 
aspects on bone healing, it may also be a suitable mod-
el for studying kidney healing. Sheep have been used 
for some studies on renal denervation, radiofrequen-
cy, and hydronephrosis (Alexander et al., 2014; Booth 
et al., 2015; Haghighi et al., 2006; Springer et al., 2015; 
Tanaka et al., 2014); however, the kidney healing after 
laparoscopic partial resection was not reported. With the 
objective of investigating the kidney healing in sheep af-
ter laparoscopic partial nephrectomy without closure of 
the collecting system, we performed a study very similar 
to that previously done in pigs (de Souza et al., 2011).

Eight adult female domestic sheep were subjected to 
laparoscopic partial nephrectomy. The caudal pole of 
the left kidney was removed, and the renal pelvis was 

FIGURE 18.11 Photomicrographs (of sections immunolabeled with anti-CD31 antibodies and captured under 1000× magnification) illustrat-
ing the blood vessels (seen in brown) in the inner layer of (A) human kidneys and (B) swine kidneys. Image (C) shows the differences in blood 
vessels density in the inner layer among the species. Scale bar represents 20 µm.
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purposefully left open to assess the animal’s spontane-
ous healing. As in pigs, a more dense structure was felt 
during the incision of the collecting system. After com-
pletely removing the renal pole region, the opened col-
lecting system was confirmed by direct visualization, 
and monopolar cautery was applied for hemostasis only 
in the parenchyma. The opened collecting system was 
once again verified after hemostasis, and no internal col-
lecting system drainage catheter was inserted.

The animals were evaluated daily for 14 days after 
surgery and, after this period, were euthanized by anes-
thetic overdose. Serum levels of urea and creatinine were 
drawn before surgery and on postoperative days 2, 6, 10, 
and 14, to assess renal function and any possible perito-
neal absorption due to intracavital urinary leakage.

During necropsy, peritoneal fluid was collected for 
urea and creatinine analysis. The peritoneal cavity and 
retroperitoneal space were evaluated for evidence of 
urinary leakage around the operated kidney. Special at-
tention was given to identifying any urinomas, urinary 
fistulae, or peritonitis and visceral adhesions.

The operated kidney was removed, and the ureter 
was catheterized. To evaluate any leakage of contrast me-
dium, an ex vivo retrograde pyelogram was performed, 
and after the pyelogram, the kidney was injected with 
methylene blue ink through the ureter to directly distin-
guish the area of urinary leakage onto the kidney. The 
kidneys were then fixed in 4% formaldehyde, and the op-
erated pole was sectioned to obtain renal tissue together 
with adhered adjacent tissues for histological analyses.

As in the experiment with pigs, all animals had a 
normal postoperative recovery with a return to normal 
functioning (ambulation, food and water intake, urina-
tion, and defecation) within the first 24 h. Serum levels 
of urea and creatinine increased on postoperative day 
2, but both levels gradually decreased from their early 
postoperative levels on the following days (Fig. 18.12).

Peritoneal fluid collected during necropsy contained 
higher urea levels than serum samples collected both 
preoperatively and postoperatively. Necropsy-obtained 
creatinine peritoneal fluid levels were also higher than 
preoperative serum levels (Fig. 18.13).

During the postmortem gross examination, it was 
possible to note an urinoma surrounding the caudal pole 
in one animal. In this animal, the levels of urea and cre-
atinine in the peritoneal liquid were 7.6 and 18.9 times 
higher, respectively, than its previous serum levels. No 
other macroscopic signs of urine leakage were found 
in the other animals. Moreover, several adhesions were 
observed connecting the operated pole with adjacent 
organs (rumen, omentum, and colon) and perirenal adi-
pose tissue.

The retrograde pyelograms demonstrated contrast-
medium extravasation through the operated pole in all 
kidneys. Usually, the contrast medium was observed in 
sinus tracts in the perirenal tissue. Injection of methy-
lene blue ink through the ureter also confirmed that 
the collecting system was still open, as the contrast was 
easily observed extravasating into the perirenal area 
(Fig. 18.14).

Histological analysis confirmed the adhesions to ad-
jacent organs in which connective tissue with fibroblasts 
covered the operated pole. The analysis of Sirius red–
stained slides under polarized light indicated that this 
connective tissue had areas with different amounts of 
collagen fibers, which were characterized as types I and 
III (Fig. 18.15).

The deposit of firm connective tissue over the operated 
kidney has been a common finding after partial nephrec-
tomies in pigs (Anderson et al., 2007; Eret et al., 2009; 
Sabino et al., 2007; Sprunger and Herrell, 2005), and 
we have also reported and described the histological 
aspects of this connective tissue (de Souza et al., 2011). 

FIGURE 18.12 Serum creatinine and urea levels of sheep submit-
ted to laparoscopic partial nephrectomy without collecting-system 
closure. Both creatinine and urea levels increased on day 2 postopera-
tively, followed by a gradual decrease to preoperative levels. Source: 
Obtained from de Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., 
Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrectomy 
without collecting system closure in pigs. Urology 77 (2), 508.e5–508.e9.

FIGURE 18.13 Urea and creatinine levels in serum samples col-
lected preoperatively (A) and postmortem (B) and in peritoneal fluid 
samples (C) of sheep subjected to laparoscopic partial nephrectomy 
without collecting system closure, indicating some urine leakage to 
the peritoneal cavity. †, Different from A; ‡, different from B. Source: 
Obtained from de Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., 
Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrectomy 
without collecting system closure in pigs. Urology 77 (2), 508.e5–508.e9.
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This tissue is mainly composed by type I collagen in 
pigs, while in sheep, type III collagen was also present in 
the connective tissue deposited over the resection area. 
This indicates that the healing process is histologically 
different between pigs and sheep, and may help to un-
derstand why urinary leakage occurs in one but not in 
other species.

With these results, we figured out that the sheep’s col-
lecting system does not heal as it does in pigs (de Souza 
et al., 2011), rather behaves similarly to what is seen 
clinically in humans in which urinary leakage is a com-
mon complication after partial nephrectomies (Breda 
et al., 2009; Zorn et al., 2007). Thus, we concluded that 
the sheep, instead of the pig, should be considered as an 
adequate experimental model for research on collecting 
system healing after partial nephrectomy.

Furthermore, many studies advocating different 
methods for collecting system closure were performed 

in pigs (Bishoff et al., 2003; Ogan et al., 2003; Orvieto 
et al., 2007; Shikanov et al., 2009), which is an inadequate 
model for studying kidney healing (closing spontane-
ously within 14 days). These methods should be evalu-
ated in the sheep model before clinical usage.

Ames et al. (2005), in their study, postulated one pos-
sible explanation for the absence of urinoma formation 
in pigs as the inexistence of Gerota’s fascia, and that the 
diminished renal adipose capsule in pigs would allow 
urine to flow into the peritoneal cavity and be absorbed. 
Although we refuted this theory in our study performed 
in pigs (de Souza et al., 2011), we reevaluated this hy-
pothesis after the sheep experiment. Interestingly, some 
sheep specimens showed extravasation running around 
the kidney toward the cranial pole during retrograde 
pyelogram and methylene blue injection, suggesting 
the presence of a renal fascia similar to Gerota’s fascia 
in humans. If confirmed, this anatomical feature might 

FIGURE 18.14 Ex vivo retrograde pyelograms (A–B) and methylene blue–injected operated sheep kidney (C) removed 14 days after lapa-
roscopic partial nephrectomy without collecting system closure. (A–B) Ex vivo retrograde pyelograms demonstrated leakage of the opened col-
lecting system (arrows) and sinus tracts forming (arrowheads). (C) Retrograde injection of methylene blue ink showed leakage from the collecting 
system into the perirenal tissue. Source: Obtained from de Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after 
laparoscopic partial nephrectomy without collecting system closure in pigs. Urology 77 (2), 508.e5–508.e9.

FIGURE 18.15 Photomicrographs of ovine operated kidneys covered by connective tissue (asterisk). (A) Masson’s trichrome stain shows 
an adhesion of connective tissue between the renal cortex (arrow) and adipose tissue (arrowhead). (B–C) The same histological field observed under 
bright (B) and polarized light (C). Outside the renal capsule, Sirius red stain highlights loose connective tissue with types I and III collagen fibers. 
Source: Obtained from de Souza, D.B., Abilio, E.J., Costa, W.S., Sampaio, M.A., Sampaio, F.J., 2011. Kidney healing after laparoscopic partial nephrectomy 
without collecting system closure in pigs. Urology 77 (2), 508.e5–508.e9.
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help explain the similarity between kidney healing in 
sheep and humans. This question highlights the im-
portance of knowing the anatomy of the experimental 
model used. After reviewing the literature regarding the 
theme, we realized that the anatomy of the sheep kidney 
and retroperitoneum has been little described, specially 
referring to renal surgery. Thus, we decided to deeply 
study and describe the renal anatomy of sheep (Buys-
Goncalves et al., 2016).

The sheep kidneys are retroperitoneal and bean-
shaped, but unlike the human and pig kidneys, they are 
asymmetric. The right kidney is most cranial and ex-
tends from the first to the third lumbar vertebrae, while 
the left kidney extends from the second to the fourth 
lumbar vertebrae. Concerning the volume, sheep kidney 
is smaller than the human and porcine kidney. The kid-
ney length in an adult animal ranges from 5.5 to 7 cm, 
while the renal weight ranges from 100 to 160 g (Nickel 
et al., 1979). The lower kidney volume can interfere with 
healing and injury caused by less invasive procedures, 
such as cryoablation and radiofrequency ablation. Thus, 
sheep kidney does not seem to be a good model for renal 

procedures in which the volume and position of the kid-
neys are relevant points to be considered.

We have also studied the sheep collecting system nor-
mal histology, and compared it with human and pigs’ 
samples (Simoes et al., 2016). As we hypothesized, the 
collecting system of sheep is much more similar to that 
in humans than the pig’s is, although differences are still 
present.

The superficial and middle layer of the ovine collect-
ing system is 43% and 57% thinner than humans, respec-
tively. However, the inner layer thickness of human and 
ovine is similar (Fig. 18.16).

The surface density of the smooth muscle fibers in 
superficial and middle layers also showed differences 
between humans and sheep. In the superficial layer, 
sheep had 36% less smooth muscle fibers than humans, 
and in the middle layer, ovine samples were 18% lower 
than that in human samples. However, in the inner layer, 
ovine samples had 39% less smooth muscle than that in 
human samples (Fig. 18.17).

With regard to the surface density of elastic fibers in 
the superficial layer, no difference was observed between 

FIGURE 18.16 Photomicrographs (of sections stained with Masson’s trichrome and captured under 100× magnification) illustrating the three 
different layers observed under the urothelium: (A) human and (B) ovine. Image (C) shows the differences in layer thickness between the spe-
cies. Scale bar represents 200 µm. Source: Modified from Simoes, M., de Souza, D.B., Gallo, C.B., Pereira-Sampaio, M.A., Costa, W.S., Sampaio, F.J., 2016. 
Histomorphometric comparison of the human, swine, and ovine collecting systems. Anat. Rec. (Hoboken) 299 (7), 967–972.

FIGURE 18.17 Photomicrographs (of sections immunolabeled with anti alpha-actin antibodies and captured under 1000× magnification) 
illustrating the smooth muscle fibers (seen in brown) in the inner layer of (A) human kidneys and (B) ovine kidneys. Image (C) shows the differ-
ences in muscle fiber densities in the three layers among the species. Scale bar represents 20 µm. Source: Modified from Simoes, M., de Souza, D.B., 
Gallo, C.B., Pereira-Sampaio, M.A., Costa, W.S., Sampaio, F.J., 2016. Histomorphometric comparison of the human, swine, and ovine collecting systems. Anat. 
Rec. (Hoboken) 299 (7), 967–972.
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humans and sheep. As for the middle and inner layers, 
ovine samples had 46% and 15% more fibers than hu-
mans samples, respectively. However, the surface den-
sity of blood vessels (which was analyzed only in the 
inner layer) was statistically similar among these species 
(Fig. 18.18).

The cellular density of human superficial layer was 
18% lower than those of ovine values. With regard to the 
middle and inner layers, no difference was observed be-
tween the human and ovine sample cellular densities.

This histological study depicted similarities between 
the ovine and human collecting systems, which supports 
our previous findings that the sheep’s collecting system 
heals more similarly to what is seen clinically in humans, 
and this species should be considered an adequate ex-
perimental model for research on collecting system heal-
ing after partial nephrectomy. Specifically, it seems that 
the densities of blood vessels and elastic fibers are quite 
similar between these two species. Furthermore, the 
muscle fibers and cellular densities in the middle and in-
ner layers of ovine samples resemble those of humans.

We then concluded that the comparable vascular and 
elastic fiber densities observed in all layers of the human 
and ovine kidneys, as well as the similar cellular and 
muscular densities of the middle and inner layers, may 
be the reasons for the similarities observed between hu-
man and ovine kidney healing (Simoes et al., 2016).

In addition to the histology, detailed anatomical study 
was recently published on the kidney collecting system 
and the branching pattern of the renal artery in ovine 
(Buys-Goncalves et al., 2016). We analyzed 38 ovine kid-
neys using three-dimensional endocasts of the collecting 
system together with the intrarenal arteries. The endo-
casts were prepared injecting a yellow and red polyester 
resin into the ureter and renal artery, respectively, and 
further digesting all tissue by immersion in hydrochloric 
acid baths.

The casts of the renal collecting system demonstrated 
a renal pelvis with several recesses. Thus, instead of a 
calyceal system as in human and pig kidneys (Barcellos 

Sampaio and Mandarim-de-Lacerda, 1988; Sampaio 
et al., 1998), the collecting system consists only of a renal 
pelvis with several recesses on its edge. The recesses of 
the renal pelvis are expansions of the renal pelvis cavity, 
surrounding the renal pyramids. Researchers, who are 
familiar with the human calyceal system, may confuse 
the recesses of the renal pelvis with the minor calyces in 
urograms. Recesses were observed on both dorsal and 
ventral surfaces of the renal pelvis, varying from 11 to 19 
(mean of 16) in each kidney. Due to lack of renal calices, 
the sheep kidney is not considered an adequate model 
for humans if the collecting system anatomy is the main 
point. Nevertheless, understanding its anatomy is im-
portant because we demonstrated that sheep could be 
a better model than pig for studies on collecting system 
healing.

In all endocasts, the renal artery was singular and di-
vided into dorsal and ventral primary branches. These 
branches of the renal artery gave rise to different seg-
mental branches that ran along the dorsal and ventral 
surface of the renal pelvis, which passed into the space 
between the recesses of the renal pelvis as interlobar 
arteries to reach the renal cortex (Fig. 18.19). This pri-
mary division of the renal artery is similar to humans 
(Sampaio and Aragao, 1990).

The cranial pole of all casts was supplied by two seg-
mental arteries originating from the cranial segmental 
arteries from both dorsal and ventral branches of the 
renal artery. Interlobar arteries originated from these 
cranial segmental arteries and passed throughout the 
grooves between the recesses of the renal pelvis to reach 
the cortex (Fig. 18.20). This relationship between the ar-
teries and the collecting system at the cranial pole is very 
similar to that of human (Sampaio and Aragao, 1990). 
However, the sheep does not have the retropelvic artery 
related to the upper infundibulum as humans. This ar-
tery, when present in humans (57% of cases), irrigates the 
posterior region of the kidney and, when injured during 
partial nephrectomy of the upper pole, can promote im-
portant bleeding and a large damage of the remaining 

FIGURE 18.18 Photomicrographs (of sections immunolabeled with anti-CD31 antibodies and captured under 1000× magnification) illustrat-
ing the blood vessels (seen in brown) in the inner layer of (A) human kidneys and (B) ovine kidneys. Image (C) shows the differences in blood 
vessels density in the inner layer among the species. Scale bar represents 20 µm.
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parenchyma (Sampaio, 1992). Consequently, the cranial 
pole of the sheep kidney should not be considered as an 
adequate model for experimental procedures in which 
the retropelvic artery is the main point to be considered. 
In this case, the damage of the remaining parenchyma 
could form a fistula, which can cause an impairment in 
the kidney healing.

In 71% of the kidneys, the caudal segmental artery 
from the dorsal branch of the renal artery supplied the 
entire or part of the dorsal mid zone (Fig. 18.21). This 
relationship between the arterial branching pattern and 
the collecting system is different from humans, where 
the dorsal mid zone is irrigated by the posterior segmen-
tal artery (Sampaio and Aragao, 1990).

The ventral mid zone of the sheep kidney was also 
mostly supplied by the caudal segmental artery from the 
ventral branch of the renal artery. In 71% of the kidneys, 
the blood supply of the ventral mid zone was partial or 
entirely provided by the caudal segmental artery. This 
is different from humans, where the ventral mid zone 
is vascularized by horizontal branches from the anterior 
segmental artery (Sampaio and Aragao, 1990).

The caudal pole of the sheep kidney was supplied by 
the interlobar branches from the caudal segmental arter-
ies of the dorsal and ventral primary branches of the re-
nal artery in all cases. In humans (62%), the caudal pole is 
vascularized by inferior segmental arteries, which divide 
into anterior and posterior branches, sending interlobar 
arteries on both ventral and dorsal surfaces of the caudal 
pole (Sampaio and Aragao, 1990). Although the branching 
pattern of the intrarenal arteries into the caudal pole of the 
sheep kidney is not exactly the same, the relationship be-
tween the intrarenal arteries and the collecting system in 
the caudal pole is similar to humans, showing one artery 
on each side, which originated in the interlobar branches. 
Therefore, the sheep kidney can be considered a good mod-
el for urological procedures when the caudal pole arterial 
branching pattern is an important topic to be considered.

Despite the different anatomy of the sheep kidney 
collecting system from the human kidney, without a 
calyceal system, it does not preclude its use as a model 
for urologic procedures in which the anatomy of the col-
lecting system is not the main point. Due to the similari-
ties of the arterial branching pattern in the caudal renal 
pole between human and sheep, the sheep kidney could 
serve as an experimental model. However, the lack of a 
retropelvic artery discourages the use of the cranial renal 
pole in experiments in which arterial branches are an im-
portant aspect to be considered.

FIGURE 18.19 Ventral view of endocast of sheep left kidney, 
showing ventral branch (v) of the renal artery divided into cranial 
(cr) middle (m), and caudal (cd) segmental arteries. Ventral mid zone 
is supplied only by the middle segmental artery. The caudal pole is 
supplied by the ventral (black long arrow) and dorsal (black short arrow) 
caudal segmental arteries. The interlobar arteries (blue arrows) run be-
tween the recesses of the renal pelvis (asterisk). Source: Obtained from 
Buys-Goncalves, G.F., De Souza, D.B., Sampaio, F.J., Pereira-Sampaio, M.A., 
2016. Anatomical relationship between the kidney collecting system and the 
intrarenal arteries in the sheep: contribution for a new urological model. Anat. 
Rec. 299 (4), 405–411.

FIGURE 18.20 Ventral view of endocast of sheep left kidney, 
showing ventral branch (v) of the renal artery divided into cranial 
(cr), and caudal (cd) segmental arteries. Ventral mid zone is supplied 
by the cranial and caudal segmental arteries (asterisk). Cranial pole is 
supplied by the ventral (long arrow) and dorsal (short arrow) cranial 
segmental arteries. Source: Obtained from Buys-Goncalves, G.F., De Souza, 
D.B., Sampaio, F.J., Pereira-Sampaio, M.A., 2016. Anatomical relationship 
between the kidney collecting system and the intrarenal arteries in the sheep: 
contribution for a new urological model. Anat. Rec. 299 (4), 405–411.
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The sheep has other advantages as an experimental 
model over a pig. Sheep are very docile animals. Han-
dling these animals is much easier than handling pigs; 
they offer a very calibrous external jugular vein for blood 
retrieval. Other beneficial aspects that should be pointed 
out are the more hygienic ovine stall, instead of the (al-
most always) malodorous swine facility, and the quiet-
ness ambient during restraint (instead of the screaming 
pigs). These factors make sheep handling for experimen-
tal purposes much less stressful than handling pigs, and 
this should also be considered when choosing the exper-
imental model to be used.

4 THE RABBIT AS ANIMAL MODEL

Simultaneous to the experiment performed in sheep, 
we investigated the rabbit as a model for kidney heal-
ing studies after partial nephrectomy. Rabbits are widely 
used as animal models for studying different surgical and 
nonsurgical conditions (Abdullahi et al., 2014; Deponti 
et al., 2015; Kim et al., 2015; Lossi et al., 2016). This spe-
cies is especially important as a kidney transplantation 

model (He et al., 2015; Vera-Donoso et al., 2015; Yazici 
et al., 2015). Thus, we performed a similar experiment, 
as conducted in pigs and sheep, to evaluate if the rabbit 
would be an adequate model for kidney healing studies.

We studied eight rabbits that were submitted to left 
partial nephrectomy under laparoscopic access. The col-
lecting system was left opened and the animals were 
submitted to euthanasia after 14 days. Kidneys were 
collected, and the same evaluation performed in sheep 
(necropsy, retrograde pyelogram, and retrograde injec-
tion of methylene blue ink) was conducted in rabbits.

During gross necroscopic examination, no evidence of 
urinary leakage or urinoma was observed, but adhesions 
of the operated pole to surrounding organs (mainly in-
testinal loops) were present (Fig. 18.22). The retrograde 
pyelogram depicted contrast-medium extravasation 
through the operated pole in six kidneys (75% of the 
eight operated) (Fig. 18.23). The other two kidneys did 
not present any extravasation, even after the collecting 
system being fulfilled with the contrast medium. In ad-
dition, the injection of methylene blue through the ureter 
confirmed that the collecting system was opened in 75% 
of the kidneys after 14 days from partial nephrectomy.

As seen in humans, the collecting system of rabbits 
does not heal spontaneously after being left opened in a 
partial nephrectomy. Thus, based only on these findings, 
we may conclude that the rabbit could be a good model 
for studying kidney healing after partial nephrectomy. 
However, other factors should be taken into account.

The kidney of an adult rabbit has a length of 3.5 cm 
(right kidney) and 3.9 cm (left kidney), a width of 2.5 cm 
(right kidney) and 2.6 cm (left kidney), and a thickness of 
1.8 cm (right kidney) and 1.7 cm (left kidney) (Dimitrov 

FIGURE 18.21 Dorsal view of endocast of sheep right kidney, 
showing the dorsal mid zone irrigated only by branches (asterisk) 
from the caudal segmental artery (cd). The cranial pole is supplied by 
the cranial (cr) and the middle (m) segmental arteries. Source: Obtained 
from Buys-Goncalves, G.F., De Souza, D.B., Sampaio, F.J., Pereira-Sampaio, 
M.A., 2016. Anatomical relationship between the kidney collecting system 
and the intrarenal arteries in the sheep: contribution for a new urological 
model. Anat. Rec. 299 (4), 405–411.

FIGURE 18.22 Appearance of the abdominal cavity (dorsal re-
gion) of a rabbit, 14 days after laparoscopic partial nephrectomy 
without collecting system closure. Note the adherence of a intestinal 
loop (arrowhead) to the renal adipose capsule (arrow).
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et al., 2012). This is much inferior to the human kid-
ney, which has a mean length of 10.97 cm (Sampaio and 
Mandarim-de-Lacerda, 1989), and this is an important as-
pect to be considered when considering a surgical model.

The size of the kidney is not the only embarrassment 
for considering it as an adequate model for study-
ing partial nephrectomy healing. We must consider 
the small size and weight of rabbits (somehow) as a 
negative factor. These animals have small abdominal 
cavities that make it difficult for laparoscopic manipu-
lation, as the instruments hit each other inside the cav-
ity. Furthermore, as they have a high superficial area 
(in proportion to their weight), they easily develop 
hypothermia during surgical procedures. This is es-
pecially important when performing longer surgical 
procedures (such as partial nephrectomy) and when 
using cold carbon dioxide for intraabdominal insuffla-
tion during laparoscopic procedures. On the contrary, 
the small size of rabbits makes the handling and hous-
ing of these animals much easier than the other studied 
species (sheep or pigs).

With regard to the intrarenal anatomy, the rabbit kid-
ney collecting system is very similar to those of sheep. It 
consists of a renal pelvis with 8–12 recesses on its edge, 
with more recesses on the dorsal surface than in the ven-
tral surface (Shalgum et al., 2012). This demonstrates that 
as sheep, the rabbit is not a good model for experiments 
anatomy being an important factor to be considered.

The renal artery of rabbits divides into one dorsal and 
one ventral branch (Shalgum et al., 2012). This division 
of the renal artery is similar to what is found in humans 
(Sampaio et al., 1993) and in sheep (Buys-Goncalves 
et al., 2016), but different to that of swine (Pereira-
Sampaio et al., 2007). This is an important aspect to be 
considered in favor of rabbits. However, there is a report 
of a dorsal and a ventral polar branch in 42% of the kid-
neys (Sindel et al., 1990).

Two main arteries, cranial branches of the dorsal 
and ventral division of the renal artery, involve the 
rabbit kidney cranial pole in 56% of cases (Fig. 18.24). 
This relationship between intrarenal arteries and 
the collecting system of the cranial pole is similar 
to that in human, sheep, and pig (Buys-Goncalves 
et al., 2016; Pereira-Sampaio et al., 2004a; Sampaio 
and Aragao, 1990). Therefore, this similarity supports 
the use of the rabbit as an animal model for urologic 
procedures in the cranial pole.

The caudal pole receives caudal branches from both 
dorsal and ventral divisions of the renal artery in all cases 
(100%), and the collecting system of the caudal pole was 
supplied by branches of these two arteries (Fig. 18.25). 
This differs from man, where the inferior pole is irrigat-
ed only by the inferior segmental artery of the ventral 
division of renal artery in 62% of kidneys (Sampaio and 
Aragao, 1990).

Overall, we feel that rabbits can be used as an alterna-
tive animal model to sheep when studying the collect-
ing system healing after partial nephrectomy. As sheep 
and humans, they are prone to urinary extravasation if 
no attempt of closing the collecting system is performed. 
Rabbits present advantages on handling and housing; as 
it is a more commonly used experimental model, most 

FIGURE 18.24 Cranial view of endocast of rabbit left kidney 
showing the collecting system involved by a dorsal (d) and ventral 
(v) division of the renal artery (r). Source: Obtained from Shalgum, A., 
Marques-Sampaio, B.P., Dafalla, A., Pereira-Sampaio, M.A., 2012. Anatomi-
cal relationship between the collecting system and the intrarenal arteries in 
the rabbit: contribution for an experimental model. Anat. Histol. Embryol. 
41 (2), 130–138.

FIGURE 18.23 Ex vivo retrograde pyelograms of rabbit kidneys 
removed 14 days after laparoscopic partial nephrectomy without 
collecting system closure. The images demonstrated leakage of the 
opened collecting system.
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research centers have animal facilities for providing 
rabbits. Furthermore, most experimental surgical units 
should be adequate for operating rabbits (while operat-
ing pigs or sheep implies having special facilities). On 
the contrary, rabbits have an important disadvantage 
in comparison to sheep, as their body and kidneys are 
much smaller than humans.

5 THE DOG AS ANIMAL MODEL

Although there is little information regarding the 
use of dogs as model for studying kidney healing after 
partial nephrectomy, we should briefly comment on 
this species. First of all, we must note that scientists 
have made great efforts to replace dogs with other 
models to the extent possible. Even so, this species 
is still used in experimental surgical studies (Davari 
et al., 2016; Goudie et al., 2016; Yamada et al., 2016; Zou 
et al., 2016).

In 2005, when Ames et al. published their experi-
ments with pigs, they also reported a small study with 
two beagle dogs. In these animals, they performed 
laparoscopic heminephrectomy (in the superior pole in 
one animal and in the inferior pole in the other). The 
hemostasis was achieved by a wet monopolar cautery 
with meticulous care to avoid the collecting system 
(Ames et al., 2005).

They found, after 1 week from surgery, that none of the 
animals developed urinoma, sepsis, or renal failure. In-
stead, an intense fibrotic response was observed around 
the site of heminephrectomy, similar to what had been 
observed in their swine (Ames et al., 2005), and in all spe-
cies that we studied (pigs, sheep, and rabbits). Thus, they 
concluded that canine models cannot be used to evaluate 
collecting system closure because they do not manifest 
the same propensity for leakage as is seen clinically.

We further studied the canine renal anatomy in 
110 kidneys from mongrel dogs (Pereira-Sampaio 
et al., 2009). The canine kidney has a great variance in size 
as a dog’s size is significantly variable too. The smaller 
kidney length was of 4 cm, from a dog with 4.6 kg body 
weight and 41.5 cm height (measured at the withers, i.e., 
from the forehand to the highest point of the vertebral 
column of the thoracic segment), while the higher kid-
ney length was of 9 cm, from a dog with 32.7 kg body 
weight and 73 cm height. This high variation should be 
taken into account when thinking of using a dog as an 
animal model. Dogs taller than 70 cm had a renal length 
of 9 cm, which is similar to adult human data (Sampaio 
and Mandarim-de-Lacerda, 1989). Therefore, kidneys 
from this size dog (which is not very common) might be 
useful as a model in experimental studies in which renal 
volume is an important aspect.

Furthermore, similar to sheep and rabbits (and differ-
ent from pigs and humans), the dog’s kidney does not 
present renal calices. The collecting system has only a 
renal pelvis with 9–17 (median 14) recesses in its margin 
(Figs. 18.26 and 18.27) (Pereira-Sampaio et al., 2009).

Thus, the dog kidney is not a good model for study-
ing renal healing after partial nephrectomy, and to any 

FIGURE 18.25 Caudal view of endocast of rabbit right kidney 
showing the collecting system involved by caudal branches (cd) of 
the dorsal (d), and ventral (v) division of the renal artery (r) . Source: 
Obtained from Shalgum, A., Marques-Sampaio, B.P., Dafalla, A., Pereira-
Sampaio, M.A., 2012. Anatomical relationship between the collecting system 
and the intrarenal arteries in the rabbit: contribution for an experimental 
model. Anat. Histol. Embryol. 41 (2), 130–138.

FIGURE 18.26 Dorsal view of a dog kidney’s collecting system 
endocast, showing the ureter (u) and the renal pelvis (p). Arrows point 
to the recesses of the renal pelvis. Source: Obtained from Pereira-Sampaio, 
M.A., Marques-Sampaio, B.P., Henry, R.W., Favorito, L.A., Sampaio, F.J., 
2009. The dog kidney as experimental model in endourology: anatomic contri-
bution. J. Endourol. 23 (6), 989–993.
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experimental studies in which collecting system mor-
phology is an important factor to be considered. Kidneys 
of dogs that are taller than 70 cm at the withers might be 
useful as a model in experimental studies in which renal 
volume is an important aspect. However, other species 
that present renal volume similar to humans’ should be 
preferred because of ethical considerations.

6 CONCLUDING REMARKS

After studying pigs, sheep, dogs, and rabbits, and 
comparing the results obtained in these species with the 
literature of humans in clinical conditions, several les-
sons were learned. The pig has the most similar renal 
anatomy with humans, especially in regards to renal size 
and collecting system anatomy. However, the pig kidney 
collecting system healed well without any kind of suture 
or internal drainage after partial nephrectomy. As this 
is much different from human kidney healing, we must 
say that the pig kidney is not an adequate experimental 
model for research on which collecting system healing is 
an important aspect to be considered.

Although limited data are disponible regarding the 
use of dogs as models for studying kidney healing. This 
species, as well as pigs, did not present the expected uri-
nary leakage after partial nephrectomy. Furthermore, 
collecting system anatomy, and ethical considerations 
regarding the experimental use of dogs, precludes its 
indication as model for studying kidney healing after 
partial nephrectomy.

Sheep and rabbits showed signs that their kidneys’ col-
lecting system does not heal without surgical maneuvers 

for its closure. This is more similar to what is found in 
human clinical settings, and thus these animals should 
be preferred when studying the collecting system healing 
after partial nephrectomy. It should be considered that 
the collecting system anatomy of these species, without 
minor renal calices, is very different from humans. Thus, 
the pig should be preferred for studies in which the col-
lecting system anatomy is important. On the contrary, the 
division of the renal artery of sheep and rabbits, in one 
anterior and one posterior branch, is more similar to hu-
mans; therefore for studies in which this vascularization 
is of importance, these species should be preferred.

It should be considered that sheep are animals with 
a renal size more similar to humans than rabbits. More-
over, the abdominal cavity’s limited volume of rabbits 
sometimes makes it difficult for the execution of surgical 
maneuvers; this is especially important when perform-
ing laparoscopic surgery. Thus, sheep should be consid-
ered the best animal model for studying kidney healing 
after partial nephrectomy. Rabbits may be considered as 
an alternative when the experimental facility does not 
permit studies with sheep.
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1 INTRODUCTION

Inflammatory bowel disease (IBD) is a group of idio-
pathic, chronic, and relapsing inflammatory conditions 
mainly affecting colon and small intestine and character-
ized by severe abdominal pain and diarrhea. IBD mainly 
covers Crohn’s disease (CD) and ulcerative colitis (UC). 
CD and UC are chronic and progressive inflammatory 
conditions that may affect the entire GI tract and the co-
lonic mucosa and might be associated with an increased 
risk for colon cancer (Arthur et al., 2010). Most of the 
pathological and clinical characteristics of CD and UC 
are similar, but they differ in some features, that is, re-
gions of the GI tract affected and depth of inflammation. 
The GI tract is responsible for digestion of food, absorp-
tion of nutrients, and elimination of waste. Chronic 
inflammation impairs the ability of GI organs to func-
tion properly, leading to symptoms, such as persistent 

diarrhea, abdominal pain, rectal bleeding, weight loss 
and fatigue. It may result in significant morbidity and 
mortality, with compromised quality of life and life ex-
pectancy (Goyal et al., 2014).

CD may affect any part of the GI tract from mouth 
to anus most but commonly affects the end of the small 
intestine (the ileum) near the beginning of the colon. It 
mainly causes abdominal pain, diarrhea, vomiting, and 
weight loss. CD may appear in “patches,” affecting some 
areas of the GI tract while leaving other sections com-
pletely untouched. In CD, the inflammation may extend 
through the entire thickness of the bowel wall. On the 
other hand, UC is mainly confined to the colon, and may 
involve the rectum. The inflammation occurs only in the 
innermost layer of the lining of the intestine and usu-
ally starts from lower colon, but may involve the entire 
colon. It is primarily manifested as continuous areas of 
inflammation, ulceration, edema, and hemorrhage along 
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the length of the colon. The most observational feature 
of UC is the presence of blood in stool and is associ-
ated with lower abdominal cramping during the bowel 
movements (Ordas et al., 2012).

In Western Europe and USA, CD and UC have an 
incidence of approximately 6–8 cases per 100,000 popu-
lations and an estimated prevalence of approximately 
70–150 per 100,000 populations. The peak occurrence is 
between ages 15 and 35. Both sexes are equally affected 
in case of these diseases (Burisch, 2014).

The pathophysiology is not fully understood but is 
thought to be caused by a complex interplay between 
gut microbiota, dysregulation of the host’s immune sys-
tem, genetic susceptibility, and environmental factors. To 
study these different etiological factors, various experi-
mental models are available in the scientific research, 
which includes chemical-induced, spontaneous, geneti-
cally engineered and transgenic models. These models 
represent a major source of information about biological 
systems and pathogenesis of the disease and are clini-
cally relevant to both human UC, as well as CD. Though 
there is less information available in literature about all 
the models, in this chapter we have collected and pre-
sented systematically arranged data on pathophysiol-
ogy involved in the disease and various types of animal 
models of IBD and other disease-related complications.

2 HISTORICAL PERSPECTIVES

UC was first described by two English physicians, 
Wilks and Moxon in 1875, who distinguished it from 
diarrheal diseases caused by bacterial and viral agents. 
There are reports of a disease with similar symptoms to 
UC in 16th and 17th century but it was not named as 
a distinct disease until 1875. CD was first described in 
1932 by three doctors—Burrill Crohn, Leon Ginzberg, 
and Gordon D. Oppenheimer. During that period, any 
disease affecting small intestine was thought to be in-
testinal tuberculosis. These doctors collected data with 
symptoms of abdominal cramps, diarrhea, fever, and 
weight loss from 14 patients and revealed that the 
symptoms were not due to intestinal tuberculosis or any 
other known disease. Therefore, they described a new 
disease entity, which was first called regional ileitis and 
later on CD.

3 PATHOPHYSIOLOGY OF IBD

Although the exact cause of IBD remains unclear it 
but molecular assessment during IBD progression shows 
alteration in immune system, gut microbiota, disruption 
in mucosal barrier, increase in level of proinflammatory 
cytokines and oxidative stress.

3.1 Innate and Adaptive Immunity

The immune system is the collection of cells and 
macromolecules that protects the body from numerous 
pathogenic microbes and toxins in our environment. 
This defense against microbes involves two types of re-
actions: reactions of innate immunity and reactions of 
adaptive immunity. Innate and adaptive immunity are 
two equally important aspects of the immune system 
in which innate immune response acts as a first line of 
defense and provides nonspecific protection whereas 
adaptive immune response is highly specific in nature 
and gets activated by the innate immunity.

Innate immunity is formed by epithelial barrier, neu-
trophils, macrophages, dendritic cells, natural killer cells 
(NK cells) and others. It is activated by the toxin and mi-
crobial agents which are recognized by the specific rec-
ognition receptors, such as toll-like receptors (TLRs) and 
NOD-like receptors. Neutrophils along with other cells 
start the process of inflammation by releasing proinflam-
matory cytokines, such as TNF-α, IL-1, IL-6, and IL-8, 
which further activate the adaptive immune response 
(Wallace et al. 2014).

Adaptive immune system is composed of T-lympho-
cytes and B-cells, which on activation releases cytokines 
and antibodies. T cells have been reported to be the 
main contributor to IBD due to the increased production 
and release of proinflammatory cytokines and interfer-
ons (IFNs) in lower GI tract. IL-12 activates Th1 cells to 
produce large amount of IFNs and mainly responsible 
for inflammation in CD patients. Th2 cells increase the 
production and release of IL-4, IL-5, and IL-13 and are 
responsible for inflammation in UC patients. Recently, a 
third type of T-helper cell has been reported to involved 
in IBD pathogenesis, that is, Th17 cells. These cells cause 
the release of IL-17 and IL-22 and play role in destruction 
of local tissue (Siegmund and Zeitz, 2011). Further, re-
ports are available that proinflammatory cytokines dis-
rupts epithelial barrier and increases gut permeability; 
thereby accounts for an uncontrolled inflammation.

3.2 Gut Microbiota

The impairment in gut bacterial flora is well implicated 
in the pathophysiology of IBD. Alteration in the intestinal 
mucosa layer in IBD results in increased association of gut 
bacteria to innermost lining of mucosa. This association 
of bacteria is recognized as hapten and results in activa-
tion of the inflammatory process by binding on antigen-
presenting cells (APC) and ultimately causing damage to 
mucosal layer (Wallace et al., 2014). Though the clear role 
of gut bacterial flora in the pathogenesis of IBD is unclear, 
but some of investigators have showed that some bacte-
rial species like Bacteroides or Clostridium spp. and aerobic 
E. increases in IBD mucosa (Beisner et al., 2010).
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3.3 Disruption of Mucosal Barrier

Mucosal surfaces are composed of epithelial cells and 
these cells form a barrier between hostile external envi-
ronments and the internal milieu. Mucosal surfaces have 
selective permeability barrier and are responsible for nu-
trient absorption and waste secretion. Variations of the in-
testinal mucus layer concerning its thickness, continuity 
and composition, as well as the mucin-structure have been 
reported in IBD patients, especially in UC. These changes 
are thought to adversely affect the protective properties of 
the gel layer and consequently might cause an increased 
vulnerability of the epithelium to bacterial invasion. Dis-
ruption of this barrier results in dysregulated gut epithe-
lial permeability, which can induce an overactive mucosal 
immune response and chronic intestinal inflammation. 
The exact mechanism of the loss of barrier is not known, 
but several studies have reported that cytokines, TNF-α, 
interleukins, etc. involved in the pathogenesis of UC and 
CD may attribute to the increased epithelial permeability 
and alteration of tight junctions resulting into barrier dis-
ruption (McGuckin et al., 2009).

3.4 Inflammatory Mediators

IBD is a chronic inflammatory condition in which sev-
eral genetic, environmental, and biological factors trigger 
inappropriate immune responses, that is, overproduction 
of different proinflammatory mediators, such as TNF-α, 
ILs, cytokines, and chemokines. The concentration of 
these mediators is highly elevated in blood, stool, and in-
testinal mucosa of IBD patients. Inflammatory mediator 
profile of CD and UC is different, such as IL-2 and IFN-γ 
are responsible for the inflammation in CD whereas IL-4, 
IL-5, and IL-10 are involved in UC pathogenesis. The 
release of these inflammatory cells is regulated by differ-
ent pathways involved in inflammation, that is, nuclear 
factor-kB (NF-kB) and mitogen-activated protein kinases 
(MAPK) and JAK/STAT pathway. NF-kB and MAPK 
are activated by the TLR-4 which further stimulates the 
release of TNF-α, IL-6, and IL-12 through macrophages, 
and thereby exacerbating the inflammatory response 
(Goyal et al., 2014). In addition to this, cytokines exert 
their signaling by activating JAK/STAT pathway and 
involved in the production of a number of interleukins. 
The proinflammatory mediators release is major factor 
involved in the progression of IBD.

3.5 Oxidative Stress

Oxidative stress has been well documented in IBD 
patients with increased ROS levels and decreased anti-
oxidant levels in the inflamed mucosal layer, which ul-
timately contribute to tissue damage. A significant infil-
tration by neutrophils and increase in MPO levels was 

observed in the inflamed lamina propria of humans with 
UC. In IBD patients, an imbalance has been reported be-
tween oxidative species, such as superoxide ions, per-
oxynitrite ions, and hydrogen peroxide, and endogenous 
antioxidant levels, such as glutathione (GSH), catalase, 
and superoxide dismutase (SOD), resulting in the oxi-
dative stress. These ROS are generated by the activated 
neutrophils and macrophages, and can be assessed by 
examining the amount of 8-hydroxy-20-deoxyguanosine 
(8-OHdG) in blood or malondialdehyde (MDA) in co-
lonic biopsies, which are well-established biomarker for 
oxidative damage. These various factors are interlinked 
and functions in a viscous cycle, which contributes to the 
progression of disease leading to uncontrolled inflam-
mation (Goyal et al., 2014). Various pathways involve in 
the pathogenesis of IBD as shown in Fig. 19.1.

4 ANIMAL MODELS OF INFLAMMATORY 
BOWEL DISEASES

Over the past 2–3 decades, several animal models of 
IBD have been developed which helped out in identifica-
tion of novel drug targets and drug treatments, as well as 
helped to clarify a mechanism for abortive and prophy-
lactic drugs. These animal models have provided trans-
lational knowledge and a framework to think about the 
impact of hormones, genes, and various environmental 
factors like sound, light, and so forth, on IBD patho-
physiology. Although most of researchers have suggest-
ed that these animal models have lot of shortcomings 
but still some promising new drugs have been devel-
oped by utilization of these preclinical models. IBD has 
recently become of one of major interest to researchers. 
Various models for studying IBD mechanisms have 
been developed and exploited efficiently, leading to bet-
ter understanding of the pathophysiology of the disor-
der. Since the exact etiology of IBD is not known yet, 
a number of animal models have been developed over 
past decades to study the possible mechanism involved 
in pathogenesis of disease and new therapeutic targets. 
The different types of animal models are developed for 
the study of IBD, which are discussed here, emphasiz-
ing on their clinical and histological features showing 
relevance to human IBD (Fig. 19.2).

4.1 Chemically Induced Model

4.1.1 Dinitrobenzene Sulfonic Acid
Dinitrobenzene sulfonic acid (DNBS) is a hapten, 

which induces the colonic inflammation and features 
of colitis. DNBS consist of additional active nitro group 
and binds more readily at lower concentrations. DNBS 
binds to the e-amino group of lysine is more selectively 
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FIGURE 19.2 Classification of animal models of inflammatory bowel disease.

FIGURE 19.1 Various pathways involved in the pathophysiology of inflammatory bowel disease. APC, Antigen-presenting cell; JAK/STAT, 
Janus kinase/signal transducers and activators of transcription; IFN-γ, interferon-gamma; IL-2, interleukin-2; IL-4, interleukin-4; IL-5, interleukin-5; 
IL-6, interleukin-6; IL-12, interleukin-12; IL-13, interleukin-13; NF-kB, nuclear factor-kappa B; Th1, T-helper cells type 1; Th2, T-helper cells type 2.
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and used to induce colonic inflammation. The clini-
cal features of colitis are presented in this model with 
bloody diarrhea and significant loss of body weight. 
DNBS administration (intrarectally) results in decreased 
food intake, increased colon weight, and changed stool 
consistency. DNBS causes overproduction of nitric oxide 
(NO) due to induction of inducible nitric oxide synthase 
(iNOS) and contribute to inflammatory processes. This 
model features transmural necrosis along with extensive 
morphological disorientation, edema, and immune cell 
infiltration in the submucosa of colon section.

4.1.1.1 PROCEDURE

Animals are on fasting overnight and on next day 
fasted rats are lightly anesthetized with ether. DNBS 
(3 mg in 100 mL of 50% ethanol) is administered to light-
ly anesthetized mice by an intrarectal injection with the 
help of a polyethylene catheter. Thereafter, animals were 
kept in trendelenburg position for 15 min to avoid reflux.

4.1.1.2 CLINICAL FEATURES

Decreased food intake, body weight, increased colon 
weight, and changed stool consistency are the common 
symptoms.

4.1.1.3 MOLECULAR CHANGES

• Overproduction of NO due to induction of iNOS
• Significant increase in myeloperoxidase (MPO) 

activity
• Elevated levels of MDA and decreased levels of SOD 

and GSH

4.1.1.4 HISTOLOGICAL FEATURES

• Transmural necrosis along with extensive 
morphological disorientation, edema and a diffuse 
leukocyte cellular infiltrate, as well as lymphocyte in 
the submucosa of colon section (Joshi et al., 2011)

4.1.2 Dextran Sulfate Sodium
Dextran sulfate sodium (DSS) is a synthetic sulfated 

polysaccharide composed of dextran and sulfated an-
hydroglucose unit and has highly water solubility. The 
colitogenic potential of DSS depends on its molecu-
lar weight. In general laboratory practice, a molecular 
weight of 36–50 kDa is used for inducing colitis. The low 
molecular weight DSS (5 kDa) results in milder colitis 
while higher weight DSS (500 kDa) does not cause co-
lonic injury. DSS has high negative charge due to pres-
ence of sulfate group and is toxic to colonic epithelia and 
induces erosions that ultimately compromise barrier 
integrity resulting in increased colonic epithelial perme-
ability. The anticoagulant property also aggravates in-
testinal bleeding. The mechanism by which DSS entry 
into mucosa remains unclear, but it has been suggested 

that DSS forms nanolipocomplexes with medium-chain-
length fatty acids in the colon.

4.1.2.1 PROCEDURE

DSS is commonly administered in a dose range of 
3%–10% for 7–10 days to induce an acute inflammation 
depending on the type of the species used (Balb/c mice 
are more susceptible) or the molecular weight of DSS. 
For chronic colitis, DSS can be administered in three to 
five cycles with a 1- to 2-week rest between cycles (Mi-
trovic et al., 2010).

4.1.2.2 CLINICAL FEATURES

Weight loss, diarrhea and occult blood in stools, pi-
loerection, anemia, and eventually death whereas in 
chronic phase of colitis usually do not reflect severity 
of inflammation or histological features found in large 
bowel

4.1.2.3 MOLECULAR CHANGES

1. Upregulation of cytokines, chemokines, NO, and 
iNOS levels

2. Increased activation of NF-kB
3. Increased expression of inflammatory cytokines 

genes (IL-1, TNF-α, IL-6, and IL-8), and some 
adhesion molecules genes [endothelial leukocyte 
adhesion molecule-1 (ELAM-1) and ICAM-1]

4.1.2.4 HISTOLOGICAL FEATURE

• Mucin depletion, epithelial degeneration, and 
necrosis leading to disappearance of epithelial cells 
which further leads to the formation of cryptitis and 
crypt abscesses.

• Chronic phase includes mononuclear leukocytes 
infiltration, crypt architectural disarray, increasing 
the distance (widening of the gap) between crypt 
bases and muscularis mucosa, deep mucosal 
lymphocytosis, and transmural inflammation.

• Increased apoptosis and decreased proliferation of 
epithelium that takes place in the acute phase of 
DSS further causing relevant leaks in the epithelial 
barrier.

4.1.3 2,4,6-Trinitrobenzene Sulfonic Acid
2,4,6-Trinitrobenzene sulfonic acid (TNBS) is a hap-

ten, which when binds to tissue protein turns into an 
antigen and elicits number of immunologic responses. 
TNBS-induced colitis is a delayed-type hypersensitivity 
reaction to haptenized proteins, whereas DSS colitis is 
the result of a disruption in epithelial barrier. The major 
inflammatory mediators involved in this TNBS-induced 
colitis are leukotriene B4 (LTB4) and the monhydroxyl 
fatty acids 5-HETE, 12-HETE and 15-HETE. Ethanol is 
used in high concentration as a vehicle for the TNBS ad-
ministration. Ethanol acts as a mucosal barrier breaker so 
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that TNBS can enter the mucosa to induce colitis where it 
binds to the amino group of lysine and modify cell sur-
face proteins.

4.1.3.1 PROCEDURE

TNBS is administered using a trocar needle along 
with rubber catheter via the anus. TNBS is used in dose 
range of 0.5–4.0 mg in 45%–50% ethanol intrarectally. 
The dose varies between different mouse strains, such 
as SJL and BALB/c mice are highly susceptible, whereas 
C57Bl/6 and 10 mice are resistant (Kawada et al., 2007).

4.1.3.2 CLINICAL FEATURES

This model showed features, such as progressive 
weight loss, bloody diarrhea, rectal prolaspe, and large 
bowel wall thickening.

4.1.3.3 MOLECULAR CHANGES

• Increased level of various inflammatory 
mediators, such as prostaglandin E2, thromboxane 
B2, leukotriene B4, 6-keto-prostaglandin F1a, 
leukotriene C4

• Increased colonic MPO activity and level of PAF

4.1.3.4 HISTOLOGICAL EXAMINATIONS

• Severe and intense transmural inflammation and/or 
necrosis, inflammatory granulomas, and submucosal 
neutrophils infiltration in mucosal and submucosal 
layers

• Cryptitis and architectural distortion are seen in 
endoscopic biopsies

4.1.3.5 ADVANTAGES AND DISADVANTAGES

This model has many advantages, which include (1) 
simple protocol, (2) reproducible colonic injury, (3) short 
length of the experiment, and (4) chronic damage ac-
companied by inflammatory cell infiltration and ulcers 
as seen clinically.

This model also suffers from some disadvantages like 
the absence of spontaneous relapse, which is the hall-
mark of human IBD. Also, ethanol itself causes severe 
inflammation in the intestinal mucosa, which makes it 
difficult to distinguish between the ethanol-induced in-
flammation and hapten-induced inflammation.

4.1.4 Recurrent TNBS-Induced Colitis
In this model, colitis is induced by repeated intrarec-

tal administration of TNBS leading to the development 
of chronic intestinal inflammation. The inflamed colon 
shows increased weight and increased thickness, espe-
cially in the distal part. Histopathologically, it is associ-
ated with increased inflammatory cellular infiltration, 
which consists of CD4+ and CD8+ T cells, macrophages, 
granulocytes and mast cells, irregular crypts, and loss of 
Goblet cells (Goyal et al., 2014).

4.1.5 Oxazolone
Oxazolone when administered intrarectally with eth-

anol induces Th2-mediated acute colitis. Unlike TNBS-
induced colitis, this model resembles only UC and is 
limited to the distal part of the colon only. Oxazolone-
induced colitis has been suggested to be dependent on 
the presence of IL-13 producing invariant NK-T cells.

4.1.5.1 PROCEDURE

Colitis can be induced by applying 1% oxazolone 
(100 mL) dissolved in a mixture of four parts acetone 
and one part olive oil to the shaved abdominal skin of 
male C57BL/6CrSlc mice under pentobarbital anesthe-
sia. Then, 1 week later, 100 mL of 50% ethanol solution 
with 1% oxazolone is administered intra rectally under 
pentobarbital and atropine anesthesia. Recently, oxazo-
lone-induced colitis is used as a chronic model in Balb/c 
mice via repeated intrarectal administration of oxazo-
lone in ethanol (Goyal et al., 2014).

4.1.5.2 CLINICAL FEATURES

The clinical manifestations of this model are weight 
loss, thin stool with pus and blood, bowel wall thicken-
ing, erosion, edema, and small patches of ulcer on colon.

4.1.5.3 MOLECULAR CHANGES

• Increased production of IL-4 and IL-5
• Rapid increase in the production of IL-13 in the 

lamina propria and the appearance of NK-T cells, 
both of which are immunologic features of acute 
oxazolone-induced colitis

4.1.5.4 HISTOLOGICAL FEATURES

• Neutrophil infiltration, fibrin deposition, submucosal 
neutrophil migration, submucosal edema, epithelial 
necrosis, and epithelial ulceration with loss of 
epithelial villi in the colon section

• Increase in MPO activity and decrease in number of 
goblet cells (Patel et al., 2012)

4.1.6 Acetic Acid
Acetic acid induces acute inflammation confined to the 

colon and produces characteristic features of UC. The co-
lonic injury depends on the concentrations and length of 
exposure of acetic acid and is related to the necrosis and 
edema in epithelial cells mainly confined to the gastric 
mucosal layers. Mucosa and submucosal inflammation 
in this model is associated with activation of NF-kB and 
other inflammatory mediators. The transient local isch-
emia might contribute to the acute injury in this model.

4.1.6.1 PROCEDURE

Colitis is induced by intrarectal administration of 
0.5 mL of 10%–50% acetic acid diluted with water 
in male Wistar rats. After 10 s of surface contact, the 
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acidic solution was withdrawn, and the lumen is flushed 
3 times with 0.5 mL saline (Low et al., 2013).

Recently, this method is modified in which 1.5 mL of 
4% acetic acid (pH 2.3) was slowly infused 8 cm into the 
colon through anus with a rubber cannula of a lightly 
anesthetized rat. After a 30-s exposure, excess fluid was 
withdrawn, and the colon was flushed with 1.5 mL PBS 
(Sotnikova et al., 2013).

Moreover, number of modifications has been made 
and now most of study used intrarectal administra-
tion of 2 mL of 4% acetic acid solution with the help of 
2.7-mm soft pediatric catheter under light ether anesthe-
sia. Animal is to be held horizontally for 2 min to avoid 
AA solution leakage because higher concentrations 
induced frequent perforations.

4.1.6.2 CLINICAL FEATURES

Weight loss, decreased mucous production, and in-
creased colonic weight are the common manifestations 
of this model. Extensive hemorrhage, occasional ulcer-
ation, and bowel wall thickening were also observed in 
some studies.

4.1.6.3 MOLECULAR CHANGES

• Massive intracellular acidification resulting in 
massive epithelial damage

• Influx of acute inflammatory cells

4.1.6.4 HISTOLOGICAL FEATURES

• Eroded mucosa with ulceration and necrosis
• Edema, goblet cell depletion, lymphoid follicular 

hyperplasia, and heavy infiltration of inflammatory 
cells

4.1.6.5 ADVANTAGES AND DISADVANTAGES

The advantages of acetic acid-induced colitis are its 
low cost and the ease of administration.

The disadvantage of this model is that the epithelial 
injury observed within the first 24 h of acetic acid in-
duction is not immunologic in nature. Thus, designing 
drugs that target immune responses should be tested at 
a time point after 24 h postinduction.

4.1.7 Carrageenan
Carrageenan is a proinflammatory agent and high 

molecular weight sulfated polygalactan, derived from 
several species of red seaweeds (Rhodophyceae), includ-
ing Gigartina, Chondrus, and Eucheuma. Carrageenan 
triggers innate immune pathways of inflammation that 
resembles UC in which TLR-4 and BCL10 play critical 
role (Bhattacharyya et al., 2011).

4.1.7.1 PROCEDURE

The administration of 10% carrageen for 10 days in 
the drinking water of CF1 mice induces colitis exhibiting 
similar macro- and microscopic features as seen in UC.

4.1.7.2 CLINICAL FEATURES

Bloody diarrhea, colon length shortening, and 
pericryptal inflammation, with marked dilatation of the 
cecum and ascending colon, are the clinical features ob-
served in this model (Tran et al., 2012).

4.1.7.3 MOLECULAR CHANGES

• Activation of NF-kB in the intestinal cells following 
carrageenan exposure

• Increase in Bcl-10 and TLR-4

4.1.7.4 HISTOLOGICAL FEATURES

• Mucosal ulceration with distorted crypt architecture, 
inflammatory infiltration of the lamina propria 
and hyperplastic epithelium, conditions are more 
pronounced in the proximal colon but also present in 
the distal colon.

4.1.8 Indomethacin-Induced Enterocolitis
Indomethacin is NSAID and induces small intestinal 

and colonic ulceration in a dose-dependent manner in 
rodents. Although small bowel ulceration and transmu-
ral inflammation have some similarity to CD, the chronic 
ulcerations are located in the mid-small intestine rather 
than the ileum. It involves small and large intestines and 
is associated with extraintestinal lesions (Stadnicki and 
Colman 2003).

4.1.8.1 PROCEDURE

Indomethacin is subcutaneously administered at dose 
of 7.5 mg/kg solubilized in 100% alcohol to fasted male 
Wistar rats, resulting in an acute inflammation. This 
acute response reaches its maximum intensity at 24 h 
and reversed within 7 days, whereas two daily subcu-
taneous injections of indomethacin induce a chronic in-
flammation that lasts for at least 2 weeks.

4.1.8.2 CLINICAL FEATURES

Acute intestinal inflammation, characterized by a 
thickening of the bowel wall, mesenteric hemorrhage, 
mesentery adhesion, and multiple mucosal ulcers of 
small intestine and colon.

4.1.8.3 MOLECULAR CHANGES

• Synthesis inhibition of the protective prostaglandins 
PGE1, PGE2, and prostacyclin

• Luminal bacteria and bacterial products contribute 
to the exacerbation and perpetuation of the chronic 
phase of indomethacin-induced inflammation

4.1.8.4 HISTOLOGICAL FEATURES

• Lymphoid hyperplasia, neutrophilic infiltration, 
crypt damage, and submucosal inflammation
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4.1.9 Iodoacetamide
Iodoacetamide is a blocker of enzymes that contain 

SH-group (sulfhydryl) in the colon area. GSH contains 
SH-group and plays an important role in the protection 
of gastric mucosa; blockade of GSH by the iodoacet-
amide induces UC and produces injury to the mucosa 
by decreasing the amount of defensive SH compounds 
(Jurjus et al., 2004).

4.1.9.1 PROCEDURE

Single dose intrarectal (7 cm from anus) administra-
tion of 0.1 mL of 6% iodoacetamide dissolved in 1% 
methylcellulose via a rubber catheter induces reproduc-
ible colonic lesions in female Sprague Dawley rats after 
1–2 h, leading to erosions and ulcers formation at 6–12 h. 
This is followed by extensive acute and chronic inflam-
mation on 7–14 days.

4.1.9.2 CLINICAL FEATURES

The different clinical alterations in this model include 
diarrhea, dilatation, adhesion, mucosal damage, increased 
colon wet weight, and inhibition of body weight gain.

4.1.9.3 HISTOLOGICAL EXAMINATION

• Deep mucosal and submucosal ulcerations 
associated with an inflammatory infiltrate consisting 
mainly of lymphocytes and macrophages

4.2 Immunologic Model of Colitis

4.2.1 Dinitrochlorobenzene
Dinitrochlorobenzene (DNCB) is a hapten and is ca-

pable of inducing a cell-mediated (T-lymphocyte de-
pendent) immune response with significant elevation in 
levels of CD4+ and CD29+ cells. First, animals are made 
sensitive to DNCB by placing it on their skin. Then, reap-
plication of DNCB induces an immune response at the 
same site.

Clinical and histological features of DNCB:
• crypt abscesses, superficial mucosal ulcerations, and 

depletion of mucus in the cells lining the crypts;
• edema in mucosa and submucosa, and infiltration of 

the lamina propria with plasma cells, lymphocytes 
and polymorphonuclear leukocytes, including 
eosinophils.

However, due to self-limited course of 2 weeks of 
DNCB, it is too short to be utilized as an ideal model for 
UC. To overcome these shortcomings, a new chronic UC 
model was established, that is, by using DNCB and AA 
in combination because of the following advantages: (1) 
like human UC, it manifests mucus in stools, bloody di-
arrhea, and weight loss; (2) it reflects the pathologic char-
acteristics of UC, such as continuous superficial colonic 

inflammation. Microscopically, there exist mucosal ede-
ma and congestion, infiltration of lymphocytes, plasma 
cells and polymorphonuclear cells, crypt abscesses and 
ulceration; (3) also, it is an immune response model; im-
munology is well studied in UC (Goyal et al., 2014).

4.2.2 Bacterial Induction of Colitis 
(Salmonella-Induced Colitis)

The Gram-negative Salmonella typhimurium and Sal-
monella dublin are bacterial pathogens that can cause 
systemic infection and intestinal inflammation. The 
inflammation is very similar to human UC, including 
epithelial crypt loss, erosion, and neutrophilic infiltra-
tion. The colitis is induced by these pathogenic microbes 
usually after 5–7 days of systemic infection in C57BL/6 
mice. Therefore, it is apparent that S. typhimurium infec-
tion is a important tool to study the acute phase of colitis 
(Low et al., 2013).

4.3 Spontaneous Model

Spontaneous models are one of the most effective, ef-
ficient, and attractive animal model systems for studying 
pathogenesis of IBD because they develop similar clini-
cal features to human disease, intestinal inflammation 
without any apparent exogenous manipulations. Spon-
taneous models are broadly classified into two subcate-
gories: (1) animals that spontaneously develop intestinal 
inflammation and (2) models in which a gene knockout 
results in an inappropriate mucosal immune response. 
For example, C3H/HeJBir murine model of colitis is 
characterized by spontaneous and chronic focal inflam-
mation localized to the right colon and cecal region.

4.3.1 C3H/HejBir Mice Model
C3H/HejBir mice are produced by selective breeding 

of C3H/Hej mice with colitis known to develop ulcers 
and colitis. The intestinal inflammation in this model is 
limited to ileum and the right side of the colon and oc-
curs spontaneously at age of 1 month of life and then 
completely disappears after 1 year of age. This model 
is also used in combination with other inducible colitis 
models and has proven to be effective tool for studying 
and identifying genetic factors underlying pathophysi-
ology of IBD (Jurjus et al., 2004).

4.3.1.1 HISTOLOGICAL CHANGES

• Crypt abscesses and regeneration of epithelium
• Thickening of the intestinal wall and granulomas is 

not observed

4.3.1.2 MOLECULAR CHANGES

• Increased levels of IFN-c and IL-2 in the lamina 
propria lymphocyte, which shows that colitis in this 
model is a Th type-1 response, and thus represents CD.
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4.3.2 SAMP1/Yit Mice Model
This model system develops spontaneously and pres-

ents itself as one of best is experimental system to study 
disease mechanisms of CD. It is characterized by severe 
inflammation in the last part of ileum, the primary lo-
cation of CD lesions. The mucosal injury in this model 
system is characterized by presence by transmural in-
flammation, granuloma formation, and alterations in 
epithelial morphology. Increased epithelial permeabil-
ity precedes the onset of inflammation, and epithelial 
cell dysfunction is primarily responsible for the disease 
progression. Ileitis develops at 10 weeks of age and the 
incidence of skin lesions inversely correlated with the 
occurrence of intestinal inflammation (Rivera-Nieves 
et al., 2003).

4.4 Conventional Gene Knockout Models

4.4.1 IL-10−/−

IL-10 are proinflammatory cytokine and play impor-
tant role in the pathophysiology of IBD. IL-10-deficient 
mice spontaneously develop a transmural pancolitis 
and cecal inflammation at the age of 2–4 months and 
symptoms completely resembles CD in humans. The 
inflammation is confined the whole intestine, mainly in 
the duodenum, proximal jejunum, and ascending colon 
(Modi, 2012).

4.4.2 TGF-β−/−

TGF-β−/− is mainly produced by number macro-
phages and develops multiorgan dysfunction due to 
macrophage hyperactivation and reduced regulatory 
T cell activity, including severe colitis. These mice die 
within 4–5 weeks. The exact role of TGF-β in the intestine 
remains unclear, but it has been suggested to increase the 
production and release of IL-10 and downregulates the 
receptor expression of IL-12 (Boismenu and Chen, 2000).

4.4.3 IL-2−/−

IL-2 is a four-bundled a-helical regulatory cytokine 
mainly produced by activated T lymphocytes, and its 
synthesis is highly regulated at the mRNA level by sig-
nals from the TCR and CD28+. The small intestine of 
IL-2−/− mice remains intact, whereas the colon (from 
rectum to cecum) was severely affected with ulcers 
and wall thickening (Modi, 2012). Mice deficient in the 
cytokine IL-2 develop a chronic inflammation of the co-
lonic mucosa/submucosa at 8–9 weeks of age that re-
sembles UC.

4.4.4 NOD2−/−

Nucleotide-binding oligomerization domain 2 
(NOD2) that is also known as caspase recruitment do-
main-containing protein 15 (CARD15) has been shown 

to be expressed in myeloid cell line, including macro-
phages, monocytes, Paneth cells, and dendritic cells, and 
is induced by the proinflammatory cytokines, such as 
TNF-α and IFN-γ, exhibiting features of CD. Mutations 
of NOD2 result in an alteration in the ability of NOD2 to 
activate NF-kB (Rosenstiel et al., 2003).

4.4.5 A20−/−

A20 is an ubiquitin-modifying enzyme in mice in-
duced by TNF R, IL-1 R, and even NOD2. A20 is an 
inducible and broadly expressed cytoplasmic protein 
that inhibits TNF-induced NF-kB activity. A20-deficient 
mice develop spontaneous inflammation, cachexia, and 
premature death due to failure of A20 deficient cells to 
terminate TNF-α induced NF-kB responses. Thus, mice 
deficient in A20 develop spontaneous colitis indicating 
that NOD2 signaling alone is not sufficient to cause coli-
tis (Hammer et al., 2011).

4.4.6 MDR1A−/−

MDR1A gene is an ATP-binding transporter limited 
to intestinal epithelial cells and mucosal lymphocytes. 
Knockout of this gene induces a severe spontaneous 
colitis via Th1-type inflammation. MDR1A−/− knock-
out mice are devoid of the proper ability to dispose 
off the bacterial breakdown products in epithelial cells 
which increases abnormal antigen presentation to T 
cells, leads to a marked T cell activation and inflam-
mation. Histology includes pancolitis with enlarged 
crypts, immune cell infiltration, crypt abscesses, and 
ulceration similar to the pathology of UC in humans 
(Wilk et al., 2005).

4.4.7 Gai2−/−

Gai2 protein is a member of signal transduction mol-
ecules mainly expressed in intestinal epithelial cells, 
myofibroblasts, and intestinal T and B lymphocytes. 
Knockout of Gai2 in mice results in a development of 
spontaneous colitis at 8–12 weeks of age. Gai2-deficient 
colitis resembles UC, with the most severe inflammation 
occurring in the distal colon. The clinical and histopatho-
logical features include colonic thickening, lymphocyte 
and neutrophilic infiltrations, crypt and goblet loss, and 
crypt abscesses (Goyal et al., 2014).

4.4.8 TCRa−/−

T-cell receptor a (TCRa) chain knockout mice spon-
taneously developed chronic colitis, mediated by Th2-
type immune response. It closely resembles the human 
UC with an inflammatory pattern restricted mainly con-
fined to the colonic mucosa. TCRa−/− mice develop coli-
tis at the age of 12–16 weeks of age. It is characterized 
with soft stools, associated with loss of goblet cells, and a 
mixed cellular infiltration mainly consisting of lympho-
cytes and neutrophils (Nagatani et al., 2012).



476 19. ANIMAL MODELS OF INFLAMMATORY BOWEL DISEASE 

F. URINARY TRACT, KIDNEY, AND BOWEL

4.4.9 IL 23−/−

IL-23 belongs to IL-12 family of heterodimeric cy-
tokines and is specific to mucosal inflammation rather 
than systemic inflammation. IL-23 is an important cyto-
kine required for the initiation, generation, and develop-
ment of Th17 cytokines, such as IL-17 (Lees et al., 2011).

4.5 Conditional Knockout Models 
(Cell Type-Specific Gene Alteration)

4.5.1 XBP1−/−

Xbp1 is a protein essential for the development of 
secretory cells, such as goblet and Paneth cells which 
are involved in mucus secretion in the gut. Deletion of 
this protein from small intestinal epithelium results in 
total loss of Paneth cells and reduced size and number 
of goblet cells, which make it susceptible to UC (Kaser 
et al., 2008).

4.5.2 NEMO−/−

NEMO (IKKc) is a regulatory unit of the IKK com-
plex. NEMO−/− model exhibits T cell-mediated immune 
response. Targeted deletion of this gene leads to the in-
testinal epithelial integrity. The characteristic histopath-
ological features of this model are severe transmural 
pancolitis with enlargement of crypts, goblet cell abla-
tion, and mononuclear cell infiltration into the mucosa, 
similar to that observed in IBD (Nenci et al., 2007).

4.6 Transgenic Mouse Models of Colitis

Unlike knockout mice, transgenic mouse models of 
colitis express one or more copies of the gene of inter-
est resulting in over expression of that particular gene. 
However, similar to genetically engineered mice, the 
transgenic mice can be either conventional or cell-specif-
ic targeted conditional transgenic animals.

4.7 Conventional Transgenic Mouse Models

4.7.1 IL-7 Tg Mice
IL-7 is synthesized in intestinal epithelial cells and 

regulates the proliferation and differentiation of lympho-
cytes within the mucosal layers. IL-7 has been found to 
be upregulated in case of patients with UC. The overex-
pression of IL-7 in the colonic mucosa of IL-7 transgenic 
mice is associated with chronic colitis caused by infiltra-
tion of CD4+ T cells with overexpression of IL-7 mRNA. 
An IL-7 Tg mouse model is valuable tool to understand 
T cell-mediated pathogenesis of colitis for therapeutic 
interventions targeting mainly T cell functions. There-
fore, this is a chronic colitis model that closely resembles 
human UC (Watanabe et al., 1998).

4.7.2 STAT4
STAT4 is an important transcription factor involved 

in the development and regulation of Th1 cells that reg-
ulates the IL-12 pathway, which in turn is responsible 
for the regulation of Th1 cytokines, such as the proin-
flammatory interferon gamma (IFN-γ). STAT4 transgenic 
mice develop weight loss, diarrhea, and severe colitis re-
sembling human CD.

4.7.3 HLA-B27
Human MHC class I allele HLA-B27 overexpression 

in both mice and rats results in intestinal inflammation. 
Rats transgenic for human HLA-B27 develops a spon-
taneous IBD which affects the stomach, ileum, and in 
particular the entire colon. Crypt hyperplasia and mu-
cosal infiltration of mostly mononuclear inflammatory 
cells are characteristic features of the disease. This model 
has been used extensively to study the effect of resident 
intestinal bacteria for acute and chronic stages of gastro-
intestinal inflammation (Rath et al., 1999).

4.8 Conditional (Cell-Specific) Transgenic 
Mouse Models

4.8.1 SOCS1 Tg Mice
Transgenic (Tg) mouse models of intestinal signifi-

cance with cell-specific deletions include T cell-specific 
SOCS1 Tg in which CTLA-4 mediated control of T cell 
proliferation resulted in spontaneous colitis (Inagaki-
Ohara et al., 2006).

4.8.2 DNN-Cadherin Transgenic  
Mice/Keratin 8−/− Mice

Keratin 8 is one of the major intermediate filament 
proteins present in intestinal enterocytes of patients with 
IBD. So, mice deficient for Keratin 8 develop colonic hy-
perplasia and colitis due to a primary epithelial rather 
than immune cell defect. This model provides direct evi-
dence for the importance of an intact epithelial barrier 
for mucosal homeostasis, expressing a dominant nega-
tive mutation of the cell adhesion molecule N-cadherin 
in intestinal epithelial cells along the crypt villus axis 
(Owens et al., 2004).

5 CONCLUSIONS

IBD is a chronic inflammatory disorder of unknown 
etiology and characterized by chronic intestinal mucosal 
inflammation. Different drugs are available to treat IBD 
but need for novel effective therapy is insistent. Differ-
ent animal models described in this chapter can be used 
to explore the pathophysiology of IBD and to test novel 
drugs. Every model described reflects some particular 
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pathological features of the IBD like chronic inflamma-
tion, mucosal layer disruption, increased gut permeabil-
ity, and immune system overactivation. A specific model 
can be picked to induce the disease on the basis of ex-
pected mechanism of action of new drug.

References
Arthur, K., Zeissig, S., Blumberg, R.S., 2010. Inflammatory bowel dis-

ease. Annu. Rev. Immunol. 28, 573–621. 
Beisner, J., Stange, E.F., Wehkamp, J., 2010. Innate antimicrobial immu-

nity in inflammatory bowel diseases. Expert Rev. Clin. Immunol. 6 
(5), 809–818. 

Bhattacharyya, S., Borthakur, A., Anbazhagan, A.N., Katyal, S., Dudeja, 
P.K., Tobacman, J.K., 2011. Specific effects of BCL10 serine muta-
tions on phosphorylations in canonical and noncanonical pathways 
of NF-kB activation following carrageenan. Am. J. Physiol. Gastro-
intest. Liver Physiol. 301 (3), G475–G486. 

Boismenu, R., Chen, Y., 2000. Insights from mouse models of colitis. 
J. Leukoc. Biol. 67 (3), 267–278. 

Burisch, J., 2014. Crohn’s disease and ulcerative colitis. Occur-
rence, course and prognosis during the first year of disease in a 
European population-based inception cohort. Dan. Med. J. 61 (1), 
B4778–B14778. 

Goyal, N., Rana, A., Ahlawat, A., Bijjem, K.R.V., Kumar, P., 2014. 
Animal models of inflammatory bowel disease: a review. Inflam-
mopharmacology 22 (4), 219–233. 

Hammer, G.E., Turer, E.E., Taylor, K.E., Fang, C.J., Advincula, R., 
Oshima, S., et al., 2011. Expression of A20 by dendritic cells pre-
serves immune homeostasis and prevents colitis and spondyloar-
thritis. Nat. Immunol. 12 (12), 1184–1193. 

Inagaki-Ohara, K., Sasaki, A., Matsuzaki, G., Ikeda, T., Hotokezaka, 
M., Chijiiwa, K., et al., 2006. Suppressor of cytokine signalling 1 in 
lymphocytes regulates the development of intestinal inflammation 
in mice. Gut 55 (2), 212–219. 

Joshi, S.V., Vyas, B.A., Shah, P.D., Shah, D.R., Shah, S.A., Gandhi, T.R., 
2011. Protective effect of aqueous extract of Oroxylum indicum Linn. 
(root bark) against DNBS-induced colitis in rats. Indian J. Pharma-
col. 43 (6), 656. 

Jurjus, A.R., Khoury, N.N., Reimund, J.M., 2004. Animal models of in-
flammatory bowel disease. J. Pharmacol. Toxicol. Methods 50 (2), 
81–92. 

Kaser, A., Lee, A.H., Franke, A., Glickman, J.N., Zeissig, S., Tilg, H., 
et al., 2008. XBP1 links ER stress to intestinal inflammation and con-
fers genetic risk for human inflammatory bowel disease. Cell 134 
(5), 743–756. 

Kawada, M., Arihiro, A., Mizoguchi, E., 2007. Insights from advances 
in research of chemically induced experimental models of human 
inflammatory bowel disease. World J. Gastroenterol. 13 (42), 5581. 

Lees, C.W., Barrett, J.C., Parkes, M., Satsangi, J., 2011. New IBD genet-
ics: common pathways with other diseases. Gut 60 (12), 1739–1753. 

Low, D., Nguyen, D.D., Mizoguchi, E., 2013. Animal models of ul-
cerative colitis and their application in drug research. Drug Des. 
Devel. Ther 7, 1341–1357. 

McGuckin, M.A., Eri, R., Simms, L.A., Florin, T.H., Radford-Smith, 
G., 2009. Intestinal barrier dysfunction in inflammatory bowel dis-
eases. Inflamm. Bowel Dis. 15 (1), 100–113. 

Mitrovic, M., Shahbazian, A., Bock, E., Pabst, M.A., Holzer, P., 2010. 
Chemo-nociceptive signalling from the colon is enhanced by mild 
colitis and blocked by inhibition of transient receptor potential 
ankyrin 1 channels. Br. J. Pharmacol. 160 (6), 1430–1442. 

Modi, H.K., 2012. A review on: screening models of inflammatory bow-
el disease. J. Global Pharm. Technol. 4 (7), 01–09. 

Nagatani, K., Wang, S., Llado, V., Lau, C.W., Li, Z., Mizoguchi, A., et al., 
2012. Chitin microparticles for the control of intestinal inflamma-
tion. Inflamm. Bowel Dis. 18 (9), 1698–1710. 

Nenci, A., Becker, C., Wullaert, A., Gareus, R., Van Loo, G., Danese, 
S., et al., 2007. Epithelial NEMO links innate immunity to chronic 
intestinal inflammation. Nature 446 (7135), 557–561. 

Ordas, I., Eckmann, L., Talamini, M., Baumgart, D.C., Sandborn, W.J., 
2012. Ulcerative colitis. Lancet 380 (9853), 1606–1619. 

Owens, D.W., Wilson, N.J., Hill, A.J.M., Rugg, E.L., Porter, R.M., 
Hutcheson, A.M., et al., 2004. Human keratin 8 mutations that dis-
turb filament assembly observed in inflammatory bowel disease 
patients. J. Cell Sci. 117 (10), 1989–1999. 

Patel, S.H., Rachchh, M.A., Jadav, P.D., 2012. Evaluation of anti-in-
flammatory effect of anti-platelet agent-clopidogrel in experimen-
tally induced inflammatory bowel disease. Indian J. Pharmacol. 44 
(6), 744. 

Rath, H.C., Wilson, K.H., Sartor, R.B., 1999. Differential induction of 
colitis and gastritis in HLA-B27 transgenic rats selectively colo-
nized with Bacteroides vulgatus or Escherichia coli. Infect. Immun. 67 
(6), 2969–2974. 

Rivera-Nieves, J., Bamias, G., Vidrich, A., Marini, M., Pizarro, T.T., 
McDuffie, M.J., et al., 2003. Emergence of perianal fistulizing dis-
ease in the SAMP1/YitFc mouse, a spontaneous model of chronic 
ileitis. Gastroenterology 124 (4), 972–982. 

Rosenstiel, P., Fantini, M., Bräutigam, K., Kühbacher, T., Waetzig, 
G.H., Seegert, D., Schreiber, S., 2003. TNF-α and IFN-γ regulate the 
expression of the NOD2 (CARD15) gene in human intestinal epi-
thelial cells. Gastroenterology 124 (4), 1001–1009. 

Siegmund, B., Zeitz, M., 2011. Innate and adaptive immunity in inflam-
matory bowel disease. World J. Gastroenterol. 17 (27), 3178–3183. 

Stadnicki, A., Colman, R.W., 2003. Experimental models of inflam-
matory bowel disease. Arch. Immunol. Ther. Exp. (Warsz) 51 (3), 
149–156. 

Tran, C.D., Katsikeros, R., Abimosleh, S.M., 2012. Current and novel 
treatments for ulcerative colitis. In: Shennak, M. (Ed.), Ulcerative 
Colitis From Genetics to Complications. InTech. 

Wallace, K.L., Zheng, L.B., Kanazawa, Y., Shih, D.Q., 2014. Immuno-
pathology of inflammatory bowel disease. World J. Gastroenterol. 
20 (1), 6–21. 

Watanabe, M., Ueno, Y., Yajima, T., Okamoto, S., Hayashi, T., Yamazaki, 
M., et al., 1998. Interleukin 7 transgenic mice develop chronic colitis 
with decreased interleukin 7 protein accumulation in the colonic 
mucosa. J. Exp. Med. 187 (3), 389–402. 

Wilk, J.N., Bilsborough, J., Viney, J.L., 2005. The mdr1a−/− mouse model 

of spontaneous colitis. Immunol. Res. 31 (2), 151–159. 

Further Reading
Wirtz, S., Neurath, M.F., 2007. Mouse models of inflammatory bowel 

disease. Adv. Drug Deliv. Rev. 59 (11), 1073–1083. 



Page left intentionally blankPage left intentionally blank



P A R T  G

STROKE AND NEUROMUSCULAR
20  Animal Models of Ischemic Stroke Versus  

Clinical Stroke: Comparison of Infarct Size,  
Cause, Location, Study Design, and Efficacy  
of Experimental Therapies 481

21  The Importance of Olfactory and Motor Endpoints  
for Zebrafish Models of Neurodegenerative Disease 525



Page left intentionally blankPage left intentionally blank



C H A P T E R

481

Animal Models for the Study of Human Disease.  
Copyright © 2017 Elsevier Inc. All rights reserved.

20
Animal Models of Ischemic 

Stroke Versus Clinical Stroke: 
Comparison of Infarct Size, Cause, 

Location, Study Design, and Efficacy 
of Experimental Therapies

Victoria E. O’Collins*, Geoffrey A. Donnan*, 
Malcolm R. Macleod**, David W. Howells*,†

*Florey Neuroscience Institutes, Melbourne Brain Centre,  
University of Melbourne, Heidelberg, VIC, Australia

**University of Edinburgh, Edinburgh, United Kingdom
†University of Tasmania, Hobart, TAS, Australia

O U T L I N E

1 Introduction 482

2 Systematic Review and Metaanalysis Method 482
2.1 Definitions and Scope 482
2.2 Search Strategy 483
2.3 Study Selection and Data Extraction 483
2.4 Data Analysis of Infarct Size and  

Treatment Effects 484
2.5 Metaanalysis of Treatment Effects 484
2.6 Infarct size 484
2.7 Comparison of Human and Experimental  

Data 485
2.8 Effect of Pretreatment Infarct Size  

on Final Outcome 485

3 Results 485
3.1 Inclusions and Exclusions 485
3.2 Sample Size 486
3.3 Subject Characteristics 489

3.4 Study Quality 489
3.5 Infarct size 490
3.6 Temporal Factors in Stroke 498
3.7 Cause of Stroke 501
3.8 Location of Stroke 503
3.9 Study Design 507

3.10 Translation of Animal Results  
to Clinical Trial 509

4 Discussion 511
4.1 What is the Legacy of Stroke Models? 511
4.2 Scope and Limitations of this Review 512
4.3 Findings From This Review 515

5 Conclusions 517

Acronyms 518

Acknowledgments 518

References 518



G. STROKE AND NEUROMUSCULAR

482 20. ANIMAL MODELS OF ISCHEMIC STROKE VERSUS CLINICAL STROKE 

1 INTRODUCTION

The drug development paradigm postulates that 
treatments are tested for safety and efficacy in animal 
disease models, and then carried through to clinical trial. 
Results from the clinical trial then generate hypotheses, 
which are used to guide and inform subsequent animal 
testing. The reality for stroke medicine is quite different.

Clinical evidence currently supports the use of five 
acute stroke therapies (Donnan et al., 2008): hemicrani-
ectomy (Vahedi et al., 2007); aspirin (CAST, 1997; ISTC, 
1997); specialist care in hospital stroke units (Langhorne 
et al., 1993, 1995; Seenan et al., 2007), and the reestablish-
ment of blood flow to the ischemic brain using tissue plas-
minogen activator (tPA) (NIND, 1995; Hacke et al., 2004) 
or by mechanical clot removal (Goyal et al., 2016). Of 
these treatments, only tPA has a legacy in experimental 
medicine, and this has largely been grounded in the field 
of cardiology.

Critiques of the merits or otherwise of animal models 
of stroke have been made in a number of comprehen-
sive, lucid and insightful essays (Alonso de Lecinana 
et al., 2001; Carmichael, 2005; Dirnagl, 2006; Dirnagl 
et al., 1999; Durukan and Tatlisumak, 2007; Fukuda 
and del Zoppo, 2003; Ginsberg and Busto, 1989; Green 
et al., 2003; Hainsworth and Markus, 2008; Hoss-
mann, 1998; Hossmann and Traystman, 2008; Hunter 
et al., 1998; Karpiak et al., 1989; Small and Buchan, 2000; 
Traystman, 2003). We sought to extend this work by di-
rectly comparing animal models of cerebral ischemia 
with the clinical disease they purport to model. By ex-
plicitly contrasting animal models with the clinical man-
ifestation of stroke, we hoped to bridge the gap between 
the experimental and the clinical, and to examine the 
contribution of animal models to the understanding and 
management of stroke.

To this end, we undertook a wide ranging and detailed 
systematic review and metaanalysis of studies report-
ing—in clinical trials or animal experiments—the effect 
of acute stroke treatments. The analysis was restricted 
to those studies reporting infarct size—the amount of 
brain damage following stroke—as an outcome measure 
(endpoint). Although clinical outcomes, such as death, 
disability, and quality of life are the most important mea-
sures in the appraisal of a patient’s health, infarct size 
has several advantages as an outcome measure: it is rela-
tively free from bias (NINDS, 2000), it is routinely used 
in animal research and has been used more frequently 
in clinical trials in recent years. Consequently, measures 
of brain damage are useful for translational medicine re-
search and enable a quantitative comparison of two key 
parameters, the size of a stroke and the efficacy of a treat-
ment. The flipside of the focus on the amount of brain 
damage rather than behavioral or neurological scales is 
that it is still largely used as a surrogate or secondary 

outcome measure in clinical trials, so the relevance of 
infarct size to patient outcomes has yet to be fully estab-
lished, a factor which will be discussed in further detail 
later.

After reporting on the methods of systematic review 
and analysis used herein, the results of the review are 
presented commencing with the general characteristics 
of the animal experiments and clinical trials, including: 
reasons for exclusion; sample size, quality of experi-
mental design and reporting, comorbidities and species 
tested. Following this, results relating to infarct size in 
human trials and animal experiments are presented, to-
gether with analyses of factors moderating infarct size. 
Factors considered included a comparison of the cause, 
location, timing, and treatment of stroke in animal mod-
els and in clinical trials. The analysis of clinical trials is 
very much biased toward the perspective of the animal 
experimental paradigm and the underlying pathophysi-
ology of stroke.

2 SYSTEMATIC REVIEW AND 
METAANALYSIS METHOD

2.1 Definitions and Scope

Stroke is a heterogeneous group of cerebrovascular 
conditions caused by the interruption of blood supply 
to the brain, usually due to the blockage of a vessel by 
a clot or due to a burst blood vessel. The World Health 
Organization defined stroke as “rapidly developing 
clinical signs of focal (or global) disturbance of cerebral 
function lasting more than 24 h (unless interrupted by 
surgery or death) with no apparent cause other than 
a vascular origin” (WHO-MONICA, 1988). While this 
definition is commonly acknowledged, it is not without 
controversy (Saver, 2008) as it excludes shorter ischemic 
episodes (transient ischemic attacks), subarachnoid 
hemorrhages, and the diagnosis of stroke using modern 
imaging methods.

Stroke is typically accompanied by impairment 
in movement, sensation, or cognition as measured 
against various clinical and neurological scales. The 
amount of brain damage caused by the stroke may 
also be quantified with brain imaging or after death 
(histologically) as the volume of infarction. For small-
er mammals, brain damage is usually in the order of 
10s–100s mm3, while in humans it is typically in the 
order of 10s–100s cm3.

The term neuroprotection is used to denote the aver-
age percentage reduction in infarct size in the treatment 
group compared to the control group. A negative level 
of neuroprotection would suggest that the treatment is 
damaging as it increases infarct size. The terms neuro-
protection and efficacy are used interchangeably here, as 
are infarct size, stroke size, and infarct volume (unless 
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otherwise specified). Reperfusion refers to the reestab-
lishment of perfusion to the ischemic area in the brain. 
Similarly, recanalization refers to the reestablishment of 
the patency of the blood vessels. Comorbidities are other 
diseases, such as hypertension that a patient may have in 
conjunction with stroke.

The scope of this review is limited to controlled stud-
ies. A controlled animal experiment or clinical trial is one 
which measures the effect of a treatment by comparing 
the outcome in one cohort given the experimental treat-
ment, to another cohort which does not receive the inter-
vention, the control group. Selection was not limited to 
studies where subjects were randomly allocated to treat-
ment groups; however, this was taken into account in the 
analysis and interpretation of results.

Animal experiments included in this review are re-
stricted to those employing focal models of cerebral 
ischemia. Focal models purport to induce a circum-
scribed region of damage in the brain, as occurs when 
the middle cerebral artery (MCA) is occluded. Focal 
models are typically distinguished from global mod-
els of ischemia which induce a reduction of blood flow 
to the whole brain, such as via the occlusion of both 
common carotid and vertebral arteries Focal models 
of cerebral ischemia are believed to be more relevant 
to stroke than global models (Molinari, 1979), while 
global models may be more representative of cardiac 
arrest.

2.2 Search Strategy

2.2.1 Animal Search Strategy
Animal data was collected prior to the clinical data 

and was initially collected for the purpose of identifying 
potential neuroprotective agents (O’Collins et al., 2006). 
Drugs or treatments used in experimental stroke were 
identified by: (1) PubMed search for “neuroprotection”; 
(2) PubMed search for “cerebral ischemia” from 1960 to 
1980 (to capture agents tested prior to the use of the key-
word “neuroprotection”); (3) from the reference lists of 
articles identified by (1) and (2). For each drug identified, 
a separate PubMed search was undertaken using the cri-
teria “(drug name) AND (cerebral ischemia OR stroke 
OR neuroprotection).” Where no results were found, the 
search was repeated using only the drug name as the 
search term.

Since the initial identification of animal experiments 
was performed prior to the search for clinical trials (date: 
December 2004), additional searches were again under-
taken for the therapies also tested in acute stroke clinical 
trials. A PubMed search (date: December 2007) using the 
criteria “(drug name) AND (cerebral ischemia OR stroke 
OR neuroprotection)” was again carried out, and if no 
results were found, the search was repeated using only 
the drug name.

2.2.2 Clinical Search Strategy
Clinical data was collected using a top-down and 

bottom-up search strategy (search date: December 2007). 
The top-down strategy involved searching clinical trial 
databases for trials listing infarction or brain imaging 
as an endpoint. The databases searched included the 
Washington University Stroke Trials Registry (Gold-
berg, 2007), the Cochrane Controlled Trials Register (Co-
chrane, 2007), and the National Institute of Health Trials 
Database (NIH, 2007). Once candidate trials were identi-
fied, the original papers documenting the results were 
sought using the reference provided in the trial database 
or by searching PubMed or Web of Science under the 
trial or drug name.

The bottom-up search strategy involved a PubMed 
scan using the search terms: (1) [(infarct volume OR in-
farct size OR lesion volume OR lesion size) AND (ran-
domized controlled trial OR randomized controlled trial) 
AND (human)]; (2) (acute stroke AND human) cross-
referenced with the terms (imaging OR infarct volume) 
and (neuroprotection OR thrombolysis). An additional 
search was undertaken in the Cochrane Controlled Trials 
Register and Review databases using the search terms 
[(infarct volume AND acute stroke) OR (imaging AND 
acute stroke) OR (infarct volume AND randomized con-
trolled trial AND human)].

2.3 Study Selection and Data Extraction

2.3.1 Animal Data
Controlled focal cerebral ischemia experiments mea-

suring the effect of treatment on the infarct size, and 
reporting this effect as the mean and standard error or 
deviation, as well as the sample size for each group, 
were retained for further analysis. Gene-knockout tech-
nology was not deemed a “treatment” for the purpose 
of the analysis. Where available, the following type of 
information was extracted for each experiment: animal 
characteristics (species, strain, sex, age, comorbidities), 
stroke model (method of induction, vessels occluded, 
hemisphere damaged), intervention (mode of delivery, 
control condition), outcome (imaging/histology method, 
percentage/absolute measure of infarct), and study qual-
ity (randomization and blinded assessment of outcome).

2.3.2 Clinical Data
Controlled clinical trials reporting the effect of an 

acute stroke therapy infarct size were included. Data 
were extracted for the sample size, the average outcome, 
and the standard deviation or error in the control and 
treatment groups. In a subset of trials, the results were 
presented as medians and ranges, usually without re-
porting whether the data was normally distributed. The 
method of metaanalysis applied here assumes the use 



G. STROKE AND NEUROMUSCULAR

484 20. ANIMAL MODELS OF ISCHEMIC STROKE VERSUS CLINICAL STROKE 

of a normally distributed population, so the presence of 
median data raises a conundrum. The approach adopted 
here was based on the methods canvassed by Hozo et al. 
(2005): (1) exclude trials reporting data only as medians, 
(2) include trials with median data as reported, and (3) 
use an estimate of the mean and variance values. For es-
timates of overall effect size, all three methods were used 
to gain a better insight into how data reporting may af-
fect outcome.

Estimates of the mean value derived from the median 
were calculated using formulas (1) and (2). Using sample 
data-sets with known median and mean values, these 
formulas yielded estimated means within 3%–4.5% of 
the true value. Interquartile range was substituted if the 
range was not available.

1 =

+ − − −
Mean Median

(Maximum Median) (Median Minimum) :
Positively skewed data

2 =
− − − −

Mean Median

(Median Minimum) (Maximum Median) :
Negatively skewed data

Where standard deviation or error data was not avail-
able it was estimated as one quarter of the range. For 
sample sizes of 15–70 (the typical size of clinical trial 
groups), Hozo reports that this formula for standard de-
viation is a good approximation to the variance (Hozo 
et al., 2005).

Where available, information about the following 
variables was also extracted: pretreatment infarct vol-
umes, patient characteristics (age, sex, comorbidities), 
cause of stroke, location of stroke, reperfusion/recana-
lization (proportion of patients), treatment (treatment 
type, control condition), method of evaluation of out-
come, and quality of study.

The quality of the clinical trials was calculated using 
a scale adapted from previous preclinical analyses (Ma-
cleod et al., 2005a). One point was assigned for each of 
the following criterion met by the trial: (1) publication in 
a peer reviewed journal; (2) inclusion of a conflict of inter-
est statement; (3) testing in aged, hypertensive, or diabetic 
patients; (4) inclusion of an ethics statement; (5) measure-
ment of temperature; (6) patients blinded to the treatment; 
(7) outcome assessed by a person blinded to the treatment 
group; (8) patients randomly assigned to different treat-
ment groups; (9) sample size calculations performed be-
fore trial commencement, and (10) placebo or vehicle ad-
ministered to the patients in the control group.

2.4 Data Analysis of Infarct Size 
and Treatment Effects

Metaanalysis is the statistical method for combin-
ing the results of different studies to obtain an overall 

measure of the effect of the treatment. Different weights 
are accorded to each study based on the sample size 
and the amount of variance in the outcome. Data were 
analyzed to yield two main parameters: (1) treatment 
efficacy (neuroprotection) and (2) infarct size. Stratified 
analyses were also conducted to investigate whether the 
characteristics of the subject, the study or the treatment 
had an effect on the level of therapeutic efficacy and the 
infarct size.

2.5 Metaanalysis of Treatment Effects

Within each study, the average size of the infarct in 
the control group was designated as equal to 100%. The 
average infarct volume in the treatment group and the 
standard deviations were then expressed as a percent-
age of the control infarct volume. The treatment effect 
size for each study was then estimated as the difference 
between control and treatment groups:

=
− ×

%Treatment effect
Mean control infarct volume Mean treatment infarct volume

Mean control infarct volume
100

Across all studies, an overall estimate of treat-
ment effect was calculated using the random ef-
fects metaanalysis method of DerSimonian and Laird 
(1986) as described in other publications (Macleod 
et al., 2004, 2005a,b). To account for median data, the 
analysis of clinical trials was repeated 3 times: first, 
with only those trials reporting the mean and standard 
deviation. second, using both the means and the me-
dians as reported, and last, using the means and an 
estimated mean value derived from the median as de-
scribed previously.

Studies were then partitioned into categories based 
on factors, such as the cause of stroke to determine 
whether the treatment differentially affected subjects 
in those categories. Since the number of clinical trials 
using infarct volume as an endpoint is small, strati-
fied analyses were based on the full data-set includ-
ing those results with means estimated from median 
values.

2.6 Infarct size

Reported results were also used to obtain the esti-
mated infarct size or infarct volume in the untreated 
patients or animals. The mean infarct size across stud-
ies was weighted according to the number of subjects in 
the control group, adjusting for the number of treatment 
arms. To facilitate the comparison of strokes across spe-
cies differing by up to three orders of magnitude in their 
brain size, mean infarct size was expressed as a percent-
age of brain volume. Where values were reported as 
an absolute volumetric level, they were converted to a 

Mean=Median +(Maximum−
Median)−(Median−Minini
mum)

Mean=Median−(Median−Ma
ximum)−(Mininimum−Me
dian)

% Treatment effect=Mean con-
trol infarct volume−Mean treat-
ment infarct volumeMean con-

trol infarct volume×100
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percentage of the hemisphere infarcted using the brain 
volumes given in Table 20.1. Where results were given 
only as areas, these values were taken into account in 
calculating the putative level of neuroprotection, but 
not in estimating the infarct size. Infarct size estima-
tion was derived only from volumetric measurements. 
Partitioned analyses were also conducted to investigate 
the effects of subject characteristics, the stroke model or 
subtype, the intervention, and the outcome measure-
ment on the infarct size.

2.7 Comparison of Human 
and Experimental Data

Results from the metaanalyses were then used to com-
pare the human and the experimental findings. Regres-
sion analysis was used to evaluate the extent to which 
animal experimental results predicted clinical trial find-
ings. The proportion of variance in clinical trial results 
predicted by the experimental results can be estimated 
using the adjusted R2 statistic.

Cohen’s Kappa was used measure of concordance 
between the results of the metaanalyses for each drug 
tested in animals and taken to clinical trial, and the 
results of each clinical outcome themselves (NT = 39). 
In particular, Cohen’s Kappa was used to measure the 
concordance between the direction (positive/negative) 
of efficacy for each drug in animal experiments and the 
direction prespecified hypothesis outcome in the clini-
cal trial and the direction of the infarct size outcome in 
the treated versus control group. This measure takes 
into account agreement, which may occur due to ran-
dom chance.

2.8 Effect of Pretreatment Infarct Size 
on Final Outcome

Those studies, which recorded pretreatment infarct 
size (in addition to final infarct outcome) were identified 
and selected for further analysis. Regression modeling 
was used to determine the extent to which pretreatment 
infarct size could predict the final infarct volume.

Unless otherwise stated, values are reported as means 
and standard errors. NT refers to the number of animal 
experiments or clinical trials and NP refers to the number 
of patients or animals. Mean is abbreviated to M, and 
standard deviation and standard error to SD and SE, re-
spectively. CI denotes 95% confidence intervals.

3 RESULTS

3.1 Inclusions and Exclusions

Three-hundred and ninety-six acute stroke clinical 
trials were identified, 330 of which had been completed 
at the time of analysis. Although many trials (NT = 204, 
52%) reported using imaging as part of their inclusion/
exclusion criteria or some other part of the protocol, only 
13% (NT = 44) of all completed trials used imaging pa-
rameters as an endpoint. In ongoing trials, the propor-
tion was higher, with 21% (NT = 14) of ongoing trials ex-
pecting to report infarct volume measures derived from 
brain imaging.

The top-down search of clinical trials databases was 
combined with a bottom-up search strategy of using 
prespecified criteria to yield a total of 177 clinical pa-
pers containing 188 controlled trials of experiential 

TABLE 20.1  Hemispheric Volumes Used to Convert Results from Absolute to Percentage Values

Species Hemispheric volume (mm3) Sources

Mice 173 Sampei et al. (2000a,b)

Rat: Sprague Dawley 675 Marinov et al. (1996), Modo et al. (2002), Rewell et al. (2008)

Rat: Wistar and other strains 487 Rewell et al. (2008), Sahin et al. (2001)

Rat: spontaneous hypertensive 483 Rewell et al. (2008)

Gerbil 555 Chalfin et al. (2007)

Hamstera 481 Chalfin et al. (2007)

Guinea pig 533 Kowianski et al. (1999)

Rabbita 1,843 Kawano et al. (2000)

Cat 9,020 Rathjen et al. (2003)

Primate 29,370 Dorph-Petersen et al. (2005)

Doga 34,749 Chalfin et al. (2007)

Humana 591,500 Brott et al. (1989), Ho et al. (2005), Janssen et al. (2007), Lyden 
et al. (1994), Tupler et al. (2007), van der Worp et al. (2001)

aHemispheric volumes were taken as half the value of total brain volumes. Where edematous effects are large, this may underestimate hemispheric volume.
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treatments potentially relevant to the review. Of these, 
155 trials were excluded for the reasons detailed in 
Table 20.2. Thus, 35 controlled comparisons from 
30 papers met the criteria for inclusion in the meta-
analysis (Table 20.3) (ASSI, 1994; RANTTAS, 1996; 
Berrouschot et al., 2000; Blanco et al., 2007; Clark 
et al., 2000, 2001; Emsley et al., 2005; Fiehler et al., 2002; 
Fogelholm et al., 2000; Hillis et al., 2003; Horstmann 
et al., 2003; Infeld et al., 1996, 1999; Loh et al., 2005; 
Martin et al., 1985; Molina et al., 2001; Obrig et al., 2000; 
Ogawa et al., 1999; Parsons et al., 2002; Roberts 
et al., 2002; Rother et al., 2002; Seitz et al., 2004, 2005; 
Selim et al., 2005; Shi et al., 2000; Thomalla et al., 2003; 
van der Worp et al., 2002; Warach et al., 2000, 2006; Wu 
et al., 2006; Yasaka et al., 1998).

Fourteen unique treatments were tested in these 35 
trial comparisons, with a large proportion testing the ef-
ficacy of tPA (NT = 14 trials and 16 comparisons). Several 
studies also reported results for a combination of treat-
ment types.

The initial search for animal experiments identified 
8516 results extracted from approximately 3500 papers 
(O’Collins et al., 2006). Of these, 3867 experimental re-
sults were conducted in the focal ischemia model. A fol-
low-up search for testing in animal experiments of treat-
ments identified as having been tested in clinical trial 
yielded an additional 110 experimental results. Studies 
were excluded if there was not sufficient information 
regarding means, variance, and sample size to warrant 
inclusion (NT = 832). Included in the final analysis were 
a total of 3145 experimental results testing 492 different 
treatment types in animal models of focal cerebral isch-
emia published between 1978 and 2007.

3.2 Sample Size

One reason frequently given for the apparent failure 
of neuroprotection studies is that their small size leaves 
them without the statistical power to detect any real 
changes in outcome. On average, we found that clinical 

TABLE 20.2  Included and Excluded Clinical Trials

Features Clinical trials

CLINICAL TRIALS IDENTIFIED

Number of trials 396

Ongoing trials 66

Completed 330

Number of trials with imaging as an inclusion/exclusion 204

Ongoing trials with imaging as an endpoint 14 (21% of all ongoing trials)

Completed/halted trials with imaging as an endpoint 44 (13% of completed trials)

CLINICAL TRIALS REVIEWED

Number of clinical papers 177

Clinical trial controlled comparisonsa 184

REASONS FOR EXCLUSION

Review paper 17 (9%)

Not acute stroke 7 (4%)

No treatment 15 (8%)

No control group 29 (15%)

No separate analysis of treatment versus control groups 23 (9%)

No imaging outcome 22 (12%)

No infarct size measurement 34 (9%)

Unable to source paper 2 (1%)

CLINICAL TRIALS INCLUDED

Number of clinical papers 30

Controlled trial comparisonsb 35

aA single paper sometimes contained a comparison between a control group and more than one treatment group, hence the number of papers is less than the number of comparisons.
bThis value refers to 35 unique treatment-control group comparisons coming from 30 papers.
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TABLE 20.3  Clinical Trials Reporting Infarct Volume Measurements

Year Trial name
Sample 
size

Treatment 
started 
(min) Control infusion

Outcome  
Time

Positive 
outcome

Blind: 
patient

Blinding: 
outcome Randomization References

ACE inhibitors 2005 126 Historical: retrospective Upon 
presentation

No 1 0 0 Selim et al. (2005)

Ancrod 1994 Ancrod Stroke 
Study 
Investigators

132 296 Saline Day 8 Yes 1 1 1 ASSI (1994)

Atorvastatin 2007 89 300 Statin withdrawal Yes 0 1 1 Blanco et al. (2007)

Citicoline 2001 Citicoline Stroke 
Study Group

899 792 Placebo 3 Months No 1 1 1 Clark et al. (2001)

Citicoline 2000 Citicoline 010 
Investigators

81 690 Placebo 12 weeks Yes 1 1 1 Warach et al. (2006)

Aspirin, 
phenylephrine, 
midodrine 
fludrocortisone, 
sodium chloride

2003 15 Aspirin, saline Yes 1 0 1 Hillis et al. (2003)

Ebselen 1999 99 528 Mixed: channel 
blockers, antiplatelet, 
anticoagulants, 
glycerol, thrombolytics

Day 7 No 1 1 1 Ogawa et al. (1999)

Gavestinel 2006 GAIN MRI 75 342 Placebo Day 90 No 1 1 1 Warach et al. (2006)

Hypothermia 2003 100 720 Heparin control Day 4 NA 0 1 0 Horstmann et al. 
(2003)

IL 1 receptor 
antagonist

2005 34 216 No thrombolytics Day 6 No 1 1 1 Emsley et al. (2005)

Nimodipine 2000 153 2880 Placebo Day 26 No 1 1 1 Fogelholm et al. 
(2000)

Nimodipine 1999 26 492 Placebo Day 90 No 1 1 1 Infeld et al. (1999)

Prostacyclin 1985 31 1800 Placebo Day 14 No 1 1 1 Martin et al. (1985)

r-proUK and heparin 2002 PROACT II 162 139 Heparin Day 1, 7 NA 0 1 1 Roberts et al. (2002)

Streptokinase 1996 ASK 24 240 Placebo Day 24 No 1 1 1 Infeld et al. (1996)

Streptokinase 1996 ASK 11 282 Placebo Day 24 No 1 1 1 Infeld et al. (1996)

Streptokinase 1998 Australian 
Streptokinase 
Trial Study 
Group

37 21 No 1 1 1 Yasaka et al. (1998)
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Year Trial name
Sample 
size

Treatment 
started 
(min) Control infusion

Outcome  
Time

Positive 
outcome

Blind: 
patient

Blinding: 
outcome Randomization References

Tirilazad mesylate 1996 RANTAAS 556 252 Vehicle: heparin, 
aspirin, surgery, and 
rehabilitation

Days 7–10 No 1 1 1 RANTTAS (1996)

Tirilazad mesylate 2002 TESS I and 2 368 360 Vehicle Day 8 No 1 1 1 van der Worp et al. 
(2001)

tPA 2000 142 267 Placebo Day 30 No 1 1 1 Clark et al. (2000)

tPA 2002 Kompetenz-
netzwerk 
Schlaganfall 
Study Group

139 180 Conservative 
management

Day 7 No 0 0 0 Rother et al. (2002)

tPA 2005 26 360 Historical control: 
conservatively 
management

Day 90 Yes 0 0 0 Loh et al. (2005)

tPA 2003 100 720 Heparin Day 4 NAa 0 1 0 Horstmann et al. 
(2003)

tPA 2005 47 153 Heparin and magnesium Day 8 No 0 1 0 Seitz et al. (2005)

tPA 2000 NINDS rt-PA 
Stroke Study

606 180 Placebo Day 1, 7, 90 Yes and 
no

1 1 1 NINDS (2000)

tPA 2004 47 121 Heparin and magnesium Day 8 Yes 1 1 0 Seitz et al. (2004)

tPA 2002 40 Historical controls Day 3 Yes 1 1 0 Parsons et al. (2002)

tPA 2002 15 Not stated Day 7 NA 1 0 0 Fiehler et al. (2002)

tPA 2006 37 180 Noninterventional 
standard medical 
treatment (i.e., no 
thrombolysis)

At least 5 Days 
poststroke

Yesb 1 0 0 Wu et al. (2006)

tPA 2001 72 67.5 Historical controls Day 7 Yes 1 1 0 Molina et al. (2001)

tPA 2000 ECASS II 52 239 Placebo Day 1 and 7 No 1 1 1 Berrouschot et al. 
(2000)

tPA and tirofiban 2004 47 153 Heparin and magnesium Day 8 Yes 1 1 0 Seitz et al. (2004)

tPA and tirofiban 2005 47 121 Heparin and magnesium Day 8 Yes 0 1 0 Seitz et al. (2005)

tPA, hemicraniectomy 2003 37 360 Hemicraniectomy Yes 1 1 0 Thomalla et al. 
(2003)

Urokinase 2000 31 360 Day 21 Yes Shi et al. (2000)

Treatment time started—median time of commencement of drug administration.
aNA, No priori hypotheses.
bRescued tissue at higher infarction risk.

TABLE 20.3  Clinical Trials Reporting Infarct Volume Measurements (cont.)
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study group sizes were 10 times larger than experimen-
tal groups. The 39 clinical trial comparisons of infarct 
volume included comparisons in 5532 patients, an aver-
age of 142 patients per clinical trial or NP = 71 patients 
per treatment group. In contrast, the 3,145 experimental 
studies were undertaken on 45,476 animals, yielding an 
average of 14 animals per comparison or 7 animals per 
treatment group.

While sample sizes were larger in the clinical trials, 
so was the variance. In the 26 clinical trial results stating 
raw variance data as a standard deviation, the average 
standard deviation per trial equalled 99% in the control 
group and 105% in the treatment group (normalized 
with the mean control group infarct volume as 100%). In 
contrast, the animal studies showed an average standard 
deviation per experiment of 30% in the control group 
and 29% in the treatment group.

Overall, both animal and clinical studies tended to be 
underpowered. Estimates of sample size for a planned 
comparison of two independent means using a two-
tailed test was undertaken using an online calculator 
(Brant, 2008) and in STATA v.10. To detect a 25% reduc-
tion in infarct volume in animals receiving treatment 
relative to animals in the control group and assuming 
a standard deviation of 30% of the control infarct vol-
ume (the average experimental variance reported pre-
viously), then the recommended sample size is 23 per 
group (powered at 80%, α = 0.05, two-sided test). Based 
on these estimates, animal experiments were only 30% 
of the size needed to detect this level of difference. There 
is a prevailing dogma in animal research because ani-
mal experiments are controlled; there is less variance, so 
sample sizes can be small. Variance is indeed less than 
found in clinical trials, and sample sizes can be smaller, 
but not quite so small.

A similar calculation performed on the clinical data 
using a standard deviation of 99% yields a recommend-
ed sample size of 247 patients per treatment group 
(powered at 80%, α = 0.05, two-sided test to detect a 
25% difference in infarct size). Thus, on average, clinical 
trials were about only 28% of the size needed to detect a 
difference in infarct size. By clinical standards an effect 
size of 25% is large, so the degree to which clinical trials 
are underpowered would be much larger when trying 
to detect a smaller difference in independent groups.

The preceding analysis is of course just an estimate: 
Different animals, strains, models of stroke induction, 
and laboratories are associated with different degrees 
of variance, hence different required sample sizes. Simi-
larly, using different types of analyses yields different 
estimates of group sizes, so smaller sample sizes may 
be required when looking at the effect of the treatments 
effect on the proportion of patients with expanding in-
farcts within each group (Phan et al., 2006), rather than 
comparing the treatment and control groups as two 

independent means (as is typically done in animal stud-
ies). Nevertheless, these rough estimates suggest both 
clinical trials and animal experiments were powered—or 
underpowered—to about the same extent.

3.3 Subject Characteristics

A frequent criticism of laboratory work is that animal 
studies are largely conducted in young, healthy male 
rats (Millikan, 1992). This criticism is supported by the 
findings of this review (Table 20.4): the vast majority of 
animal experiments were conducted in male animals 
(NT = 94%) while the clinical studies were undertaken 
in mixed sex patient groups (NT = 64%), or the sex was 
not specified (NT = 36%). Similarly, hypertension was the 
only risk factor for stroke that was represented in any 
sizable proportion of the animal experiments (NT = 14%), 
although still less than the prevalence in patients (66% 
of patients). Diabetes was underrepresented in animals 
(1.3% of animals vs. 26% of patients), and despite heart 
disease being major comorbidity in the clinical cohort 
(57% of patients), it was not modeled in animal experi-
ments. Atherosclerotic animal models have been devel-
oped using modified genotypes or atherogenic diets 
(Moghadasian, 2002); however, these too are rarely used 
in neuroprotection research.

Animal experiments were almost exclusively con-
ducted in the rat. Eighty percent of experiments em-
ployed rats (NT = 2506), with 32% of all experiments 
(NT = 1016) being undertaken in the Sprague Dawley 
strain. Previous meetings of the Stroke Therapy Academ-
ic and Industry Roundtable (STAIR) recommended that 
neuroprotection be explored in larger species, notably 
primates (STAIR, 1999). Only a handful of experiments 
in this data-set were conducted in primates (NT = 22 ex-
periments).

3.4 Study Quality

Clinical stroke medicine has been setting the pace for 
experimental stroke medicine in terms of its understand-
ing of the need to maintain adequate standards of report-
ing results (Bath et al., 1998) and to minimize the poten-
tial for bias in experimental design through measures, 
such as blinding and randomization (Kidwell, 2001). 
While these issues are now more widely considered in 
animal experimentation (Fisher et al., 2009; Macleod 
et al., 2008), it was not surprising to find that clinical trial 
standards tend to surpass experimental standards, when 
assessed on the same scale.

The average quality score in the clinical trials was 
6.2 points out of 10 (Table 20.5). Clinical quality was not 
related to the level of efficacy, as measured by a lower 
level of infarction in the treatment group (r = 0.1, P > .05, 
NT = 38). Blinding of patients to treatment condition was 
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undertaken in 50% of trials and in 84% of trials the out-
come assessment was undertaken blind to the treatment 
condition. Sixty-three percent of trials randomized pa-
tients to treatment groups and in 16% temperature was 
monitored. The level of blinding and randomization in 
clinical trials was somewhat lower than that reported by 
Kidwell and coworkers (71% double-blinded and 93% 
randomized) (Kidwell, 2001), which may be due to the 
high proportion of thrombolytic reports in this data-set 
which were not yet complete at the time of Kidwell’s 
analysis.

Study quality data was recorded in 80% of the ani-
mal experiment data. On average, about 38% of animal 
experimentation was randomized and in 32% the out-
come was measured blind to the treatment group. These 
values are comparable to what has been found in earlier 
metaanalyses for individual drugs and are consistently 
below the levels of blinding and randomization for clini-
cal trials (Table 20.5).

Over 10 years ago, quality in the design and imple-
mentation of animal studies was addressed by a con-
sortium of researchers under the banner of the STAIR 
(STAIR, 1999). Since the initial STAIR recommendations 
were made, reporting standards have improved but 
there is still room for further gains. In the subset of ani-
mal experiments for which quality data was available, 
randomization was undertaken in 33% of studies pub-
lished after STAIR (2000 onward) as opposed to 31% of 
studies published prior to STAIR, a 2% improvement. 
Blinded assessment of outcome has been raised from 
34% pre-STAIR to 41% post-STAIR.

3.5 Infarct size

3.5.1 Background
Being a vascular disease, hemodynamic factors criti-

cally influence stroke size: blood pressure (Castillo 
et al., 2004), collateral flow (Toni et al., 1994), the 

TABLE 20.4  Animal and Patient Comorbidities and Characteristics

Features Clinical Animal

SAMPLE SIZE

Total number of experiments 35 3,145

Total number of animals or patients 5,532 45,476

Average treatment group size 142 per trial 14 per experiment

71 per treatment arm 7 per treatment arm

SEX

Male — 94%

Female — 2.5%

Both 64% 1.0%

Not stated 36% 2.5%

RISK FACTORSA

Diabetesc,d =








N1.3%

31
2364T

Hypertension = =








N N66%

1634
2484

, 14P T =








N14%

332
2364T

Cardiovascular disease = =








N N57%

583
1029

, 6P T Not reported

Atrial fibrillation = =








N N24%

118
495

, 6P T Not reported

Ageb 66 Years =





N0.6% middle aged/old
19

3145T

aInformation not available for all studies, hence the percentage values are only calculated for the numbers reported.
bWeight, not age, is generally reported for animal studies. If age was not reported, it was assumed that young adult animals were used in the experiment.
cNP, Number of patients or animals (as appropriate).
dNT, Number of experimental contrasts.

26%NP=5522152,NT=11

1.3%   NT=312364

66%   NP=16342484,NT=1414%   NT=3322364

57%   NP=5831029,NT=6

24% NP=118495,NT=6

0.6% middle aged/old NT=193145





= =N N26%

552

2152
, 11P T
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duration of occlusion (Arenillas et al., 2002), and the time 
to reperfusion (Molina et al., 2001) are all documented 
correlates or predictors of infarct development. Physi-
ological factors, such as temperature (Leira et al., 2006; 
Reith et al., 1996), glycemic levels (Toni et al., 1994), and 
acidification (Smith et al., 1990; Wagner et al., 1992) have 
also been demonstrated to have a significant impact on 
infarct size.

Defining the volume of infarction is no trivial matter. 
Early computed tomography (CT) technology did not 
readily lend itself to infarct delineation, and the issue of 
what measure to use and where to threshold it remains 
open. Conventions in infarct measurement, analysis, and 
reporting also differ between the clinical and animal lit-
erature, hindering translational work. Clinical trial out-
comes are often summarized using medians and ranges 
by virtue of having skewed data-sets and hence requir-
ing different tests, such as the Wilcoxon rank sum test or 
Kruskal–Wallis test (Roberts et al., 2002). In contrast, ani-
mal findings are almost exclusively reported as a mean 
and standard deviation or error without regard to skew-
ing of the data.

While clinical symptoms remain the gold standard in 
terms of patient assessment, imaging data is taking on a 
more prominent role in the management of the disease 
(Cramer et al., 2007; Selim et al., 2002). For instance, in or-
der to minimize the risk of hemorrhagic transformation 

after thrombolytic therapy, imaging has been used to 
identify target patients with infarcts occupying less than 
one third of their MCA territory (Hacke et al., 1995; Pex-
man et al., 2001; Selim et al., 2002).

The size of a stroke is also of some importance in 
prognosis (Derex et al., 2004a). CT lesion volumes of 
less than 10 cm3 have been associated with a favor-
able outcome (Saver et al., 1999), and clinical outcome 
has been shown to be better where diffusion weighted 
imaging (DWI) lesion size falls below 70 cm3 (Sanak 
et al., 2006). DWI lesions larger than 89 cm3 have been 
shown to predict early neurological deterioration 
(Arenillas et al., 2002). Similarly, CT lesions greater 
than 100 cm3 have also predicted unfavorable out-
comes (Saver et al., 1999). Malignant infarcts (massive 
hemispheric infarcts with a high mortality rate) were 
predicted by DWI volumes of greater than 145 cm3 
(Oppenheim et al., 2000), and patients with malignant 
infarcts occupying greater than 39% of the hemisphere 
are said to have little chance of responding to treatment 
(Carmichael, 2005) (Fig. 20.1).

3.5.2 Infarct Size in Different Species
The average infarct size in the control group of pa-

tients across all clinical trials included in this review 
was found to be 47.4 ± 28.3 cm3, equivalent to 8.0% of 
one hemisphere (note, variance represents standard 

TABLE 20.5  Quality of Reporting in Acute Stroke Studies

Study Quality (mean) NT Randomization (%)

Blind: patient 
or induction 
of ischemia (%)

Blind: outcome 
assessment (%) References

This review

 Clinical dataa 6.2 35 63 50 84 Current publication

 Animal data — 2610 38 — 32 Current publication

Past animal reviews

 FK506 3.3 29 21 3 7 Macleod et al. (2005a)

 Melatonina 4.2 13 31 15 31 Macleod et al. (2005b)

 Nimodipineb — 20 10 — 30 Horn et al. (2001)

 Nicotinamide 3.6 14 21 14 21 Macleod et al. (2004)

 Thrombolysis — 113 38 20 21 Perel et al. (2007)

 Tirilazad — 12 67 6 72 Perel et al. (2007)

 Tirilazad 4.9 18 67 6 72 Sena et al. (2007)

 Averagec 36 15 29

“—”, Animal data was captured prior to clinical data and included only a subset of the quality data, consequently, an overall mean quality rating was not calculated 
for the animal data in the present review. Overall quality ratings were also not available for several other analyses reported here. Maximum quality score—10. 
NT—number of experimental contrasts.
aCalculated on the number of papers, not experiments or trials.
bUsed an eight point scoring system for quality.
cAverage number of experiments from past metaanalyses fulfilling these criteria and weighted for the number of experiments in the metaanalyses.
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deviation of mean outcomes). The mean stroke volumes 
from individual clinical trials ranged from 5.3 (0.9% of 
the hemisphere) to 124.8 cm3 (21.1% of the hemisphere), 
with a median of 51.4 cm3 (IQR: 34.0–70.0 cm3, 5.7%–
11.8% of the hemisphere). This is comparable with the 
findings of Brott et al. (1989) where infarct size aver-
aged 55 cm3 at 1 week using CT, though smaller than 
the volumes reported by Caviness et al. (2002) where 
infarct volumes ranged from 3.1 to 256 cm3 with a mean 
of 103.3 cm3.

The average infarct size in control animals across 
all studies was 30.7% ± 16.3% of the hemisphere (me-
dian: 29.6%, IQR: 19.0%–40.6%, note, variance repre-
sents standard deviation of mean outcomes). When the 
weighting is adjusted for the number of animals in the 
control group of each study and the number of treat-
ment groups compared to the control, the mean size 
of animal stroke averaged 26.6% of the hemisphere. 
Relative to brain volume, the brain damage caused by 
animal strokes was on average about 4 times larger 
than for human strokes. While clinical cases have 
been reported with infarcts of up to 47% of the brain 
volume (Brott et al., 1989), strokes occupying most of 
the MCA territory in humans are a minority of about 
7%–10% of all strokes (Caviness et al., 2002; Heinsius 
et al., 1998).

In the subset of studies which presented infarct size 
as an absolute volume rather than percentages, average 
stroke size ranged across species from 53.6 mm3 in the 
mouse to 47.4 cm3 in the human (Table 20.6). Within dif-
ferent rat strains, stroke size ranged from an average of 
112.5 mm3 in Long Evans rats to 197.6 mm3 in Hooded 
Listar rats (Fig. 20.2). The pattern of differences shifted 
somewhat when looking at relative (percentage) stroke 
sizes, due to different brain volumes. Note, diabetic 
rats are not a strain as diabetes has been induced in a 
number of different strains but they are included for 
sake of comparison.

FIGURE 20.1 Infarct size and clinical outcome. Note: infarct volumes are presented roughly to scale assuming they may be modeled as 
prolate spheroids.

FIGURE 20.2 Absolute infarct sizes in different rat strains or 
groups. Consistent with the findings of Brint et al. (1988), stroke in 
the SHR rat was the tightest model in terms of having the lowest vari-
ance (average SD per experiment = 19%). In contrast to the results of 
Duverger and MacKenzie (1988), the Fisher produced the most vari-
able infarct size models (average SD per experiment = 35%). Other rats 
tended to have experimental standard deviations averaging around 
30%: Sprague Dawley (29%), Wistar (31%), Long Evans (27%), Lewis 
(30%), and diabetic (33%).
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Relative infarct size across species ranged from an 
average of 4% to 28% of the hemisphere (Table 20.7 and 
Fig. 20.3A). (Note: estimates were derived from data re-
ported as percentages of hemisphere infarct, together 
with absolute volume data converted to a percentage us-
ing brain volumes). Of all the animal models, the rat (28%) 
and cat (27%) gave the largest average stroke volume and 
the hamster (4%), gerbil (8%), and primate (9%) the small-
est. Within the rat genus, the spontaneous hypertensive 
rat (SHR) had the largest volume of damage (35%). This 
was expected on the basis of strain comparison data from 
individual studies (Brint et al., 1988; Duverger and MacK-
enzie, 1988; Gratton et al., 1998). In contrast, Lewis rats 
had comparatively small strokes (17% of the hemisphere), 
while Fischer 344 rats (23%), Long Evans (26%), Sprague 
Dawley (26%), diabetic rats (27%), and Wistar rats (32%) 
had intermediate infarct volumes (Fig. 20.3B).

The greatest variability in infarct size was seen in the 
human population, where the average standard deviation 
per trial was 99% of the infarct volume in the control group 
(Table 20.7 and Fig. 20.4). Among the stroke models, the 
greatest variability in infarct size (average SD per experi-
ment) was seen in the cat (48%), the guinea pig (52%), and 
the rabbit models (58%), perhaps owing to greater vari-
ability in collateral flow in the embolic and proximal MCA 

occlusion models typically used in the rabbit and cat, re-
spectively. The least variable stroke was seen in the gerbil 
(20%), while mice and rats had an average experimental 
standard deviation of 24% and 29%, respectively.

Consistent with the findings of Brint (Brint 
et al., 1988), stroke in the SHR rat was the tightest model 
in terms of having the lowest variance (average SD per 
experiment = 20%). In contrast to the results of Duverger 
(Duverger and MacKenzie, 1988), the Fisher produced 
the most variable infarct size models (average SD per ex-
periment = 35%). Other rats tended to have experimen-
tal standard deviations averaging around 30%: Sprague 
Dawley (29%), Wistar (32%), Long Evans (27%), Lewis 
(30%), and diabetic (33%).

3.5.3 Acute Stroke Treatment Effects and Reporting 
Standards

Overall, both animal and human studies suggest that 
acute stroke treatment reduces infarct size when the 
comparison is based upon the treatment group relative 
to an untreated control cohort. Using the Der Simonian 
and Laird metaanalytic method, animals receiving treat-
ment had infarct volumes 25.5% smaller than those in the 
control group (M ± SE: 25.5 ±  0.2%, 95% CI = 25.2–25.8, 
NP = 45, 476, NT = 3145). A similar level of benefit was 

TABLE 20.6  Absolute Infarct Size in Control Cohorts

Species (strain) NTrials Infarct size (mm3)a

Mouse 332 53.6 ± 12.9

Gerbil 3 57.9.1 ± 10.3

Rat 1,723 172.4 ± 43.7

Sprague Dawley 708 192.3 ± 46.1

Wistar 396 176.2 ± 50.6

SHR 243 173.0 ± 37.5

Fisher 344 157 119.4 ± 35.5

Long Evans 111 112.5 ± 35.2

Lewis 2 150.5 ± 69.7

Diabetic 22 132.8 ± 35.8

Hooded Lister 6 197.6 ± 60.1

Other/uncategorized 76 157.4 ± 30.1

Hamster 14 14.4 ± 5.9

Rabbit 24 525.7 ± 384.5

Cat 23 2,394 ± 4,047

Dog — —

Primate 9 3,760 ± 1220

Human 35 47,366 ± 5,231

SHR, Spontaneous hypertensive rat.
aVariance reflects average standard deviation per experiment.



FIGURE 20.3 Infarct size and neuroprotection in animal models of stroke. Size of the bubble is proportional to the number of subjects in each 
category. The infarct size represents an average infarct volume, expressed as a percentage of the hemisphere, for each category. Where the data was 
not reported as a percentage, then the absolute value was transformed into an average using the values described in the methods section. Panels 
A–E display the results for species, rat strain, stroke model type, the vessels occluded, and different control conditions, respectively. So for instance, 
in subplot (A) species, the size of the bubbles indicates that the greatest number of experiments by far was conducted in the rat. Further, the plot-
ting along the x-axis indicates that infarct size as a percentage of the hemisphere was greatest in the rat, closely followed by the cat, while along the 
y-axis, the treated primates tended to show the greatest level of recovery compared with the control group, while guinea pigs did not respond greatly 
to treatment. The percentage neuroprotection represents the difference in infarct volume between the control group and the treatment group, with 
values above 100% suggesting that the treatment is damaging and values below 100% suggesting that the treatment is able to reduce the amount of 
brain damage. Data relating to rat strains also includes diabetic rats, not technically a strain, but a disease state usually induced in Wistar rats.
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TABLE 20.7  Relative Infarct Size, Variability, Sample Size, and Neuroprotection

Features NT Variability (SD) (%)a Suggested sample sizeb Infarct size (hemisphere %)
Neuroprotection 
(M ± SE%)

OVERALL

Clinical 35 99 247 8 27 ± 1.9

Animal 3145 30 23 31 26 ± 0.2

SPECIES COMPARISON

Mice 439 24 15 22 21 ± 0.4

Gerbil 3 20 11 8 33 ± 8

Rat 2506 29 22 28 26 ± 0.2

Guinea pig 5 52 68 18 16 ± 0.4

Hamster 15 42 45 4 −83 ± 11

Rabbit 76 58 85 19 32 ± 2

Cat 66 48 58 27 29 ± 2

Dog 13 35 31 18 10 ± 4

Primate 22 34 30 9 47 ± 3

Human 35 99 247 8 27 ± 1.9

RAT STRAIN COMPARISON

Sprague Dawley 1016 29 22 26 28 ± 0.3

Wistar 681 32 26 32 30 ± 0.4

SHR 332 20 11 35 23 ± 0.5

Fisher 344 180 35 31 23 18 ± 0.6

Long Evans 115 27 19 26 24 ± 0.7

Lewis 9 30 23 17 66 ± 5

Diabetic 31 33 28 27 31 ± 3

Hooded Lister 6 34 30 44 60 ± 4

Other/
uncategorized

136 27 19 24

METHOD OF STROKE INDUCTION

Thread occlusion 1325 29 22 32 30 ± 0.3

Electrocoagulation 797 25 16 20 21 ± 0.2

Clip or ligation 343 34 30 25 27 ± 1

Balloon cuff 10 61 94 12 29 ± 13

Photochemical 97 25 16 17 23 ± 1

Embolic 253 44 49 29 35 ± 1

Endothelin-1 25 34 30 22 50 ± 2

HEMISPHERE OCCLUDED

Left 1128 26 17 25 24 ± 0.3

Right 1202 32 33 29 29 ± 0.3

VESSEL OCCLUDED

Distal MCA 936 25 16 20 23 ± 0.2

Proximal MCA 1497 29 20 32 29 ± 0.3

(Continued )
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found for patients receiving treatment, with the treat-
ment group having a stroke volume of 18%–29% smaller 
than the control group, depending on the method of re-
porting results (Table 20.8).

Where the effect size in clinical trials was based on the 
pooled estimate of data reported as means and raw or 
untransformed medians, the putative effect size was 31% 
(M ± SE: 30.7 ± 2.1%, 95% CI = 26.5%–34.9%, NP = 5532 pa-
tients, NT = 39 trial comparisons). For the effect size based 

on means and means estimated from median values, the 
effect size was 27% (M ± SE: 27.0 ± 1.9%, 95% CI = 23.3%–
30.8%, NP = 5532, NT = 39). Looking at the subgroups, 
in those trials where the outcome was given as a mean 
(M ± SE: 18.3 ± 4.4%, NP = 3432, NT = 26) the estimated 
reduction was smaller than where it was given as a me-
dian and transformed into a mean (M ± SE: 29.1 ± 2.1%, 
95% CI = 9.7%–26.9%, NP = 2100, NT = 13). There was sig-
nificant statistical heterogeneity in the trial results based 

FIGURE 20.4 Relative stroke size and variability per experiment in different species. Each point on the graph represents the mean infarct 
volume in the treated group, expressed as a percentage of the control group. Ratios of baseline (pretreatment) infarct volume are depicted on the 
x-axis and final infarct volumes on the y-axis.

Features NT Variability (SD) (%)a Suggested sample sizeb Infarct size (hemisphere %)
Neuroprotection 
(M ± SE%)

2-Vessel: 
MCA + CCA

130 36 33 24 26 ± 0.8

3-Vessel: 
MCA + CCAs

236 30 25 23 19 ± 0.7

Embolic/
unclassified

250 44 47 29 35 ± 0.8

SEX

Male 2658 26 17 27 26 ± 0.2

Female 73 34 30 34 31 ± 1.4

Both 30 69 120 29 41 ± 2.9

Not stated 73 47 14 22 26 ± 1.5

NT, Number of experimental contrasts; NP, number of patients or animals.
aSD is the average standard deviation, normalized to the control group infarct volume at 100%.
bRecommended sample size per treatment arm to detect a treatment effect of 25%, using a two-tailed test powered at 80% . Infarct size—average % hemisphere infarcted in the 
control group. Neuroprotection—average reduction in infarct volume (M ± SE). MCA + CCA—middle cerebral artery and common carotid artery.

TABLE 20.7  Relative Infarct Size, Variability, Sample Size, and Neuroprotection (cont.)
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on means and estimated means [χ2(38) = 156, P < 3E−16] 
and means and medians [χ2(38) = 155, P < 5E−16], though 
the heterogeneity was reduced when only the studies 
reporting means were included [χ2(25) = 59, P < .0005].

The effect of reporting method on the pooled esti-
mate of efficacy may be a consequence of distortion of 
the data, with the conversion to a mean overstating the 
effect of the treatment. However, clinical trials reporting 
a median value tended to have smaller infarcts (median: 
7.0% of hemisphere, mean: 9.8% of hemisphere) and thus 
their higher associated level of neuroprotection may 
have occurred as a consequence of the smaller infarct, 
irrespective of the reporting method.

Animal experiments also differed in their method of 
reporting results. Sixty-seven percent of experimental 
comparisons reported findings with an absolute value 
of brain damage, 24% as a percentage of hemispheric 
volume, with 9% of experiments recording damage as 
percentage hemispheric area, another geometric mea-
sure or measure unknown. Reports stating animal 
infarct volumes as an absolute value were associated 
with lower levels of neuroprotection than where vol-
umes were reported as a percentage of the hemisphere 
(Table 20.8). However, the estimates of infarct size 
were similar, suggesting that some of the effect may 
be attributable to their effect on edema. A correlation 
of 0.97 has been found between edema volume and in-
farct volume in a tandem MCA model in rats (Kaplan 
et al., 1991), so a proportion of what is detected in the 
stroke neuroprotection literature may be due to the ef-
fect on the fluid balance in the brain and the molecules 
regulating it, such as aquaporins (Chen et al., 2007). 
Though not investigated here, treatment and postfix-
ation tissue shrinkage may also differentially affect flu-
id balance within the ischemic and nonischemic brain 
tissues.

Of all the animals, the primate was associated with 
the highest level of neuroprotection (M ± SE: 46.9 ± 3.0%, 
95% CI = 40.9%–52.9%, NP = 229 primates, NT = 22 ex-
periments). This was in spite of having the smallest 
infarct size. Conversely, the rat studies yielded a similar 
estimate of neuroprotection to that produced in clinical 
trials using the Der Simonian and Laird method (M ± SE: 
26.3 ± 0.2%, 95% CI = 26.1%–26.8%, NP = 35,751 rats, 
NT = 2,506 animal experiments), but their infarct size 
was much larger than seen in patients (when expressed 
relative to brain volume). The lowest level of neuropro-
tection was found in the hamster (Table 20.7), but this 
was found in a small sample (M ± SE: 82.7 ± 11.42%, 
95% CI = −104.9% to −60.4%, NP = 128 hamsters, NT = 2 
papers and 15 experimental comparisons).

The more common strains of rats were associated 
with levels of neuroprotection in the order of 18%–31%. 
Neuroprotection was hardest to establish in the Fisher 
344 strain (M = 17.5%) and was most readily demon-
strated in the Lewis rat (M = 65.9%) (Table 20.7). This 
difference is of interest as the Lewis and Fisher strains 
are closely related, and it may have arisen due to dif-
ferences in their corticosterone and hypothalamic–
pituitary–adrenal axis mediated immune responses. 
Evidence indicates that the Lewis rat does not pro-
duce normal corticosterone responses (Sternberg 
et al., 1989a,b), and is highly susceptible to arthritis, 
while the Fisher is highly resistant and will withstand 
many attempts at inducing an inflammatory response 
(Lovallo, 2005). This suggests that the immune response 
greatly influences neuroprotective response. An alter-
nate explanation might be found in differences in the 
vasculature. For instance, Dittmar has stated that the 
F344 rats are unsuitable for MCA occlusion due to vas-
cular anatomy of their internal carotid artery (ICA), the 
ICA being heavily kinked (Dittmar et al., 2006), hence it 

TABLE 20.8  Method of Reporting and Outcome Measures

Reporting Infarct volume (hemisphere %) Neuroprotection (M ± SE%)
Number of experimental 
contrasts

ANIMAL

Absolute volume 30 25 ± 0.2 2107

Percentage of hemisphere 29 30 ± 0.4 755

Area of infarction — 19 ± 0.7 145

Other/not known — 30 ± 0.9 138

CLINICAL

Mean 10 18 ± 4 26

Median 7 29 ± 2 13

Note: Infarct size—mean hemispheric volume in the control group. Neuroprotection—the percentage reduction in infarct volume in the treated group versus the 
control group.
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is conceivable that the F344 rat is less able to reperfuse 
and drugs which assist reperfusion might be associated 
with a lower associated level of efficacy.

3.5.4 Pretreatment Infarct Size and Relationship 
With Stroke Treatment

Early last century, Garrison wrote “Primitive man...
tried to treat the disease rather than the patient, not real-
izing... that the dynamic effect of a drug upon the pa-
tients’ body depends as much upon the delicate chemi-
cal adjustments of that body as upon the composition 
of the drug itself (Garrison, 1929).” The importance of 
individual variability of patients has been studied in a 
number of clinical trials, with the finding that pretreat-
ment characteristics including site of arterial lesion, hy-
poperfusion volume, and clinical scores are predictive of 
therapeutic response (Adams et al., 1999; NINDS, 2000; 
Saqqur et al., 2007; Seitz et al., 2004; Warach et al., 2000).

Previous work has demonstrated that clinical out-
come in stroke patients may be related to various pre-
treatment factors, including brain image characteristics 
(von Kummer et al., 1997), fibrinolytic profile (Ribo 
et al., 2004), and NIHSS scores (Adams et al., 1999; Uchi-
no et al., 2001). Pretreatment measurement of infarct 
volume does not typically form part of the protocol in 
animal studies. This data is much more readily available 
clinically, as early imaging data is needed for diagnosis 
and treatment selection. But the issue is an important 
one, for if the treatment and control groups are not bal-
anced—if they have different infarct sizes prior to treat-
ment—it may affect the interpretation of results.

In the data collected for this review, pre- and post-
treatment infarct volumes were available for 15 of the 
animal experiments (out of 3145 experiments) and 16 of 
35 clinical trials (Fig. 20.5). The average infarct volume in 
the groups receiving treatment were expressed as a per-
centage of the control, with 100% indicating that on aver-
age the groups had the same size lesion, and values less 
than 100% expressing that the mean infarct volume in 
the treatment group was smaller than the control group. 
For each study, the ratios of treatment to control group 
were calculated pretreatment and at the final outcome 
assessment. A linear regression was then undertaken us-

ing the ratio of pretreatment stroke volume ratio as the 
independent variable and the outcome infarct size ratio 
as the dependent variable. Overall, pretreatment stroke 
volume significantly predicted outcome size (b = 0.559, 
t(31) = 3.7, P < .01). Pretreatment stroke volumes also ex-
plained a significant amount of variance in the outcome 
size (R2 = 0.312, F(1, 31) = 13.6, P < .0124). Thus, pretreat-
ment infarct sizes explained 31% of the heterogeneity in 
the model.

Interestingly, in two thirds of the clinical trials, the 
treatment groups had larger pretreatment stroke vol-
umes, while in only 1 of the 16 animal studies was infarct 
volume larger in the treatment group prior to therapy 
(Fig. 20.5). Consequently, adding a variable to explain 
whether the results came from a clinical trial or animal 
experiment explained a greater amount of the variance 
in the outcome, and the cohort type (human or animal) 
was a significant predator of outcome (adjusted R2 = 0.39, 
b = 55.8, t(31) = 4.4, P < .001). Given that pretreatment 
infarct size is an important predictor of outcome, an im-
balance in infarct size at the outset may introduce bias 
into the results, with an underestimation of treatment ef-
fects in the case of clinical trials, and an overstatement of 
the effect of treatments in animal experiments. However, 
only a small subset of animal experiments acquired data 
on pretreatment lesion size so this may not be represen-
tative of the general experimental results. On the other 
hand, pretreatment conditions in animals are typically 
measured using a neurological score and/or the level of 
change in blood flow measured over a single point of the 
brain. Perhaps these measures are not sensitive enough 
to establish the equivalence of control and treatment 
groups prior to treatment administration and should be 
supplemented with subtler measures?

3.6 Temporal Factors in Stroke

3.6.1 Length of Occlusion
The criticality of reestablishing blood flow to isch-

emic tissue has been known at least since Harvey 
(Harvey, 2001). Through experimentation, Harvey dem-
onstrated that ligation of a vessel may “induce slough-
ing and more extensive mortification in extremities” and 

FIGURE 20.5 Pretreatment and final infarct size in treated patients and animals.
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that upon reperfusion “all things immediately return 
to their natural state.” Skip forward 380 years, and ex-
tensive clinical evidence has been furnished to support 
this point: where recanalization occurs, patients gener-
ally fare better (Rha and Saver, 2007). This is so even if 
some of the influx of blood is “nonnutritional” or “lux-
ury” perfusion, that is, blood flow in excess of what is 
required to meet the metabolic demands of the surviving 
tissue (Barber et al., 1998). Reperfusion may be induced 
mechanically with specially crafted clot retrieval devices 
(Goyal et al., 2016), with antithrombolytic drugs, such as 
tPA, or it may occur spontaneously. Spontaneous reper-
fusion may lead to an improvement in clinical function 
(Barber et al., 1998), but evidence suggests that it must 
occur early to benefit a patient (Lees et al., 2010).

The perspective of experimentalists and clinicians 
diverge when looking at the duration of ischemia. In-
stead of asking how early the reperfusion must occur to 
benefit patients, experimentalists tend to emphasize the 
duration of ischemia needed to produce a reproducible 
infarct. To achieve this, Durukan recommended a mini-
mum of 90–120 min of ischemia (Durukan and Tatlisu-
mak, 2007). Prolonged periods of ischemia and reperfu-
sion have been found to influence infarct volume, with 
both increasing it (Vosko et al., 2006).

The duration of occlusion in animals (NP = 45,512) 
commonly spanned less than 6 h (NP = 45%) or 1–3 days 
(NP = 27%) and stroke of 6–24 h tended to be underrep-
resented compared with the clinical prevalence of stroke 
(NP = 2% vs. 46%, respectively: Table 20.9). This compari-
son is limited by the paucity of included clinical trials 
in the review reporting this information, NT = 1 (Molina 
et al., 2001). This trial, in particular, has relatively high 
levels of 24 h recanalization: 90% in the treated group 
and 61% in the untreated group. By way of contrast, Rha 
and Saver’s metaanalysis of 53 studies placed the esti-

mated rate of recanalization at 55.1% after revasculariza-
tion therapy, and 24.1% without treatment, measured at 
24 h (Rha and Saver, 2007).

Trials documenting recanalization time, typically 
using transcranial Doppler, are bedeviled by consider-
able variability: failure to reperfuse occurs in untreated 
patients at a rate of 29%–88% (Molina et al., 2004; Pon-
cyljusz et al., 2007; Vang et al., 1999); in treated popula-
tions, the range is lower at 8%–35% (Molina et al., 2004; 
Poncyljusz et al., 2007; Ringelstein et al., 1992). The juxta-
position of clinical and animal data is further hampered 
by the inability to accurately record of the number of pa-
tients who reperfuse before the first scan, typically in the 
first 6 h after onset of symptoms.

Data on the time of recanalization and infarct size was 
shown in only one clinical study reviewed here (Molina 
et al., 2001). This study demonstrated a clear positive 
relationship between time of recanalization after stroke 
onset and the subsequent size of the stroke: with recan-
alization earlier than 6 h, infarct size averaged around 
25 cm3. Where recanalization took place at 6–12 h strokes 
were larger at around 90 cm3, and where blood flow res-
toration occurred at 12–24 h or 24–48 h patients had the 
largest infarcts of around 150 cm3. Failure to reperfuse 
leads to infarct volumes reaching almost 240 cm3.

Postponing reperfusion has a considerable impact 
on the progression of ischemia in animal models. The 
largest deficit was seen in animals with durations of 
ischemia of 90 min to 2 h (Table 20.10). Somewhat para-
doxically, temporary ischemia of both under 30 min and 
over 3 h yielded smaller strokes, although this finding 
makes more sense when examining the trend within a 
single type of model. The inflatable balloon cuff model 
with its smaller lesion size was frequently conducted 
for over 3 h. Both thread occlusion models and models 
involving the placement of an external clip or ligature, 

TABLE 20.9  Time of Recanalization

Length of occlusion Number of animals Number of tPA-treated patients Number of untreated patients

0 up to 6 h 20,405 (45%) 16 (66%) 7 (15%)

6 and <12 h 587 (1%) 5 (20%) 15 (31%)

12 to <24 h 412 (1%) 1 (4%) 7 (15%)

24 to <48 h 7,877 (17%) — 5 (10%)

48 to <72 h 4,662 (10%) — —

72 to <1 week 849 (2%) — —

>1 week/no reperfusion 1,743 (4%) 2 (8%) 14 (29%)

Undefineda 5,273 (12%) — —

Not known 3,705 (8%) — —

Total 45,512 (100%) 24 (100%) 48 (100%)

tPA, Tissue plasminogen activator.
aOcclusion induced using the embolic, endothelin-1 and photochemical models do not result in a controlled period of occlusion.



G. STROKE AND NEUROMUSCULAR

500 20. ANIMAL MODELS OF ISCHEMIC STROKE VERSUS CLINICAL STROKE 

generally exhibited larger infarct sizes with longer occlu-
sion times, but with exceptions. For the thread occlusion 
model, the largest occlusion time was seen with tempo-
rary occlusions greater than 3 h, compared with 90–120 
min for the clip models. This time point is not without 
physiological significance: After 90 min of ischemia, 
edema increases and its imaging correlate—the ADC le-
sion volume on MRI imaging—eclipses the CBF lesion 
(Dzialowski et al., 2007; Meng et al., 2004). This length 
occlusion has also been associated with a peak in pCO2, 
blood glucose and scalp temperature, and with the nadir 
in blood pressure (Memezawa et al., 1992).

At what time point is it no longer beneficial to re-
store blood flow, and can it be harmful? The injury said 
to arise from late restitution of blood flow, reperfusion 
injury, is typically imputed in animal studies when the 
infarct volume caused by temporary ischemia exceeds 
that in permanent ischemia. Supporting the idea of re-
perfusion injury, the thread occlusion models tended to 
show larger damage in the temporary models (48% of 
the hemisphere) than the permanent models with occlu-
sion lengths greater than 3 h (42% of the hemisphere) 
(Table 20.10). Curiously, this pattern was not demon-
strated in the clip and ligature models, with both occlu-
sion lengths demonstrating stroke volumes of around 
28%. This suggests that reperfusion injury may be more 
likely to arise in the filament models, perhaps due to 
greater damage to the endothelium or perhaps as a con-
sequence of the larger infarct size.

These findings are generally concordant with individ-
ual studies looking at the outcome with different lengths 
of occlusion. Studies supporting the notion of reperfu-
sion injury tend to come from filament or thread occlu-
sion models (Yang and Betz, 1994) but not always (Me-
mezawa et al., 1992). Those studies using microvascular 
clips or ligatures tend to refute the notion of reperfusion 
(Kaplan et al., 1991; Slivka et al., 1995; Young et al., 1997), 
but not always (Crowell et al., 1981).

A number of factors could account for a possible dif-
ference in susceptibility to reperfusion injury in different 

models. The discrepancy may have occurred by chance, 
but there also exist plausible physiological explanations, 
including edema, vessel damage, locus of occlusion, 
and differential effects of temperature, and anesthesia. 
Reperfusion after long periods in the thread occlusion 
model is associated with vasogenic edema (Neumann-
Haefelin et al., 2000). Edema may have a reduced effect 
on some extravascular clip or ligature models because 
these models frequently involve removal of a small por-
tion of the skull or the drilling of a hole—in order to 
reach distal MCA branches. This may mimic some of the 
effects of decompressive craniectomy, a procedure which 
has been found clinically to be useful in the treatment of 
malignant infarcts where edema and intracranial pres-
sure management is critical (Vahedi et al., 2007).

Removal of the intravascular filament to allow reper-
fusion may also cause damage to the inner lining of the 
vessel, the endothelial cells and pericytes, instigating a 
pernicious response, a response exacerbated by the ten-
dency of the filament model toward spontaneous hy-
perthermia associated with hypothalamic damage (Li 
et al., 1999). A complex interaction exists between the 
locus of occlusion and length of anesthesia (Hashimoto 
et al., 2008). A differential susceptibility of basal gan-
glia and cortical tissue to damage (Neumann-Haefelin 
et al., 2000) may also play a role. The basal ganglia may 
be more sensitive to ischemic damage than in the clip 
models, especially where the clip or ligature is placed 
prior to the origin of the lenticulostriate arteries. But this 
brings us back to the problem of experimental design; it 
is insufficient to imply reperfusion injury without first 
having established that blood flow did indeed return. 
Laser Doppler probes placed on the cortical surface mea-
sure only blood velocity in the surrounding 1 mm3 and it 
would be insufficient to impute the return of blood flow 
to subcortical regions. The question of reperfusion injury 
therefore remains open.

Blood perfusion status is also an important media-
tor and indicator of treatment efficacy. The metaanalysis 
of Rha and Saver suggests that active revascularization 

TABLE 20.10  Duration of Ischemia and Infarct Size in Animal Models

All models Thread models Clip/ligation models

Duration Infarct size (%) NT Infarct size (%) NT Infarct size (%) NT

0–30 min 20.0 70 23.4 34 18.9 29

>30–60 min 31.2 247 36.4 190 19.9 34

>60–90 min 30.0 244 31.4 177 26.5 45

>90–120 min 34.6 554 36.2 472 31.7 58

>2–3 h 26.1 176 30.8 71 26.2 78

>3 h temporary 18.7 32 48.5 15 28.5 7

>3 h permanent 23.8 1023 42.3 203 28.4 58

NT, Number of trials. Infarct size represents infarct size in the control group as a percentage of the hemisphere. Duration—duration of ischemia.
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treatment raises the level of reperfusion to 55.1%, com-
pared 24.1% with patients who receive no treatment 
(Rha and Saver, 2007). They found that the degree of 
reperfusion is moderated by stroke type, with occlu-
sions of the ICA having the lowest rate of recanalization 
(49.1%) compared with the MCA/ACA occlusion (61%) 
and the vertebral and basilar arteries (66.2%) (Bamford 
et al., 1988).

The timing and effect of recanalization was reported 
in only two clinical studies, but there was greater neuro-
protection (M ± SE: 59.8 ± 5.0%, NT = 1) where the me-
dian reperfusion time was 3–6 h, compared with 6–12 h, 
where there was a 12% increase in damage (M ± SE: 
−11.8 ± 35.4%, NT = 1).

3.6.2 Time of Treatment Administration
Much effort over the preceding decades has been di-

rected toward promoting the recognition of stroke as a 
medical emergency requiring immediate action. This 
urgency has been underwritten by several large throm-
bolysis trials finding benefit when treatment has been 
administered within the first four and half hours follow-
ing stroke.

About one third of clinical trials included in this 
review involved the administration of drugs within 
3  h or less (NT = 12, 31%) and two thirds within 6 h 
or less (NT = 26, 67%). This is exceptionally early, by 
standards of clinical trials, and accounts for the rela-
tively early mean time of drug administration of 7 h 
after stroke onset (M ± SD: 7.0 ± 9.0 h, median = 4.1 h, 
range: 1.1–48 h, NT = 34, NP = 5299). By contrast, in 
Kidwell’s review of clinical trials before 2000, the 
median time to treatment was 24 h (range 3–360 h) 
(Molina et al., 2001). Treatment time is nevertheless 
protracted in clinical trials compared with the experi-
mental counterparts. In experiments, the mean time 
of drug delivery is 10 h prior to stroke onset, with a 
median of 5 min poststroke (M ± SD: −10.0 ± 67.2 h, 
median = 5.0 min poststroke, range: −84 to −15 days, 
NT = 3,048, NP = 44,028).

3.6.3 Time of Measurement
Study of the infarction as it develops over time 

is often referred to as the natural history of stroke. 
As time progresses after stroke onset, the amount of 
brain damage increases to reach a maximum at about 
day 2–3 poststroke (Lansberg et al., 2001; Schwamm 
et al., 1998), after which some patients plateau and 
some decline (Brott et al., 1989; Schwamm et al., 1998) 
contingent upon the recanalization status (Schellinger 
et al., 2001).

This pattern of infarct development is consistent with 
the findings in this study, with clinical trials tending to 
show a declining stroke volume in the control group as 
the time after stroke onset increased. For those studies 

looking in the acute phase, infarct size tended to be 
larger, perhaps reflecting the effect of edema or differ-
ent types of measurands. The average infarct size occu-
pied 11.6% of the hemisphere on day 1 (NT = 2) and 9.3% 
at day 3–7 (NT = 3). Most clinical trials (NT = 15) mea-
sured infarct volume between week 1 and week 2, and at 
this time point, the average infarct size was 8.6%. After 
week 2, average size measured 7.8% of the hemisphere 
(NT = 13).

Animal studies also followed this pattern. When 
measured less than 24 h after stroke induction, infarct 
volume in animals averaged 23.8% of the hemisphere 
(NT = 330) and reached a maximum at 24–48 h, occupy-
ing 30.8% of the hemisphere (NT = 1353). After 2–3 days, 
the stroke volume was 25.4% (NT = 513), and at 3–7 days 
24.4% (NT = 383). During week 1–2 the infarct size was 
23.7% (NT = 340) and was smallest when measured after 
14 days (19.8%, NT = 107).

A frequent criticism leveled at animal studies is that 
outcome measurement is somewhat myopic, and that 
given enough time any differences between treatment 
groups may resolve. The median time of measurement 
was 8 days after stroke onset for patients and 1 day for 
animals (clinical: median = 8 days, range = 1–82 days; 
animal: median = 1 day, range: 20 min to 120 days). 
Twenty-six percent of clinical trials (NT = 10) were mea-
sured at 4 weeks or beyond, compared to 1.7% of animal 
experiments (NT = 52).

3.7 Cause of Stroke

3.7.1 Clinical Etiology of Stroke
The etiology of clinical stroke is commonly as-

signed using the TOAST classification system (Adams 
et al., 1993). According to this system, stroke is attrib-
utable to one of five conditions: (1) large vessel ath-
erosclerosis, (2) cardioembolism, (3) small vessel oc-
clusion/lacunar stroke, (4) stroke of other determined 
etiology, and (5) stroke of unknown etiology. In this re-
view, 12 clinical trials with 2219 patients reported the 
cause of stroke (ASSI, 1994; Blanco et al., 2007; Clark 
et al., 2001; Fogelholm et al., 2000; Hillis et al., 2003; 
Obrig et al., 2000; Roberts et al., 2002; Selim et al., 2005; 
Shi et al., 2000; Thomalla et al., 2003; Yasaka et al., 1998). 
The most common attributable causes of stroke were 
large vessel disease (NP = 39% of patients) and cardio-
embolism (NP = 39% of patients). Small vessel disease 
was reported in 13% of patients, and 9% of patients had 
a stroke of unknown or some other etiology (Fig. 20.6). 
This population is less representative of small ves-
sel stroke than has been found in other stroke studies 
(Salerno et al., 1996), perhaps because lacunar stroke pa-
tients are less likely to be included in imaging trials or 
receive thrombolytic therapy.
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3.7.2 Method of Stroke Induction in Animals
The most common mechanism of stroke induction 

in animals involved the insertion of a filament into the 
common carotid artery, and threaded up to the point 
of origin of the MCA (NT = 47%). This model has been 
variously called the thread occlusion model, the fila-
ment occlusion model, and the suture model. Ischemia 
by cauterization or thermocoagulation of the MCA 
was also popular (NT = 28% of experiments). Occlusion 
of a vessel with a clip or by ligation was less common 

(NT = 12% of experiments), as were embolic models of 
stroke (NT = 9% of experiments), and infarction induced 
by the laser activation of a photosensitive dye (NT = 3% 
of experiments) or by application the vasoconstrictor en-
dothelin-1 (NT = 1% of experiments).

Methods of experimental stroke induction do not eas-
ily find parity with their clinical counterparts; neverthe-
less, it could be argued that the majority of animal mod-
els represent a nonatherosclerotic form of large vessel 
occlusion or a noncardiac form of cardioembolic stroke. 

FIGURE 20.6 Location of occlusion in treated patients and animals. Source: Human pictures adapted from Kim, J.J., Fischbein, N.J., Lu, Y., Pham, 
D., Dillon, W.P., 2004. Regional angiographic grading system for collateral flow: correlation with cerebral infarction in patients with middle cerebral artery 
occlusion. Stroke 35 (6), 1340–1344. Animal pictures adapted from Scremin, O.U., 2004. Cerebral vascular system. In: Paxinos, G. (Ed.), The Rat Nervous 
System. Elsevier, London, pp. 1167–1202.
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Although, the photochemical model of stroke may also 
mimic features of lacunae (Futrell et al., 1989), it is thought 
that no specific model captures all aspects of small vessel 
disease (Hainsworth and Markus, 2008): chronic mod-
els of hypertension have been suggested to be the best 
approximation (Hainsworth and Markus, 2008). Never-
theless, small vessel disease has been underrepresented 
in experimental stroke compared with its clinical preva-
lence.

Previous work has found that stroke of different eti-
ologies may be associated with different sized infarcts 
(Brott et al., 1989). In the present review, the infarct oc-
cupied 15% of the hemisphere in control patients from 
trials only including cardioembolic strokes (NT = 5). In 
trials of patients with stroke of mixed etiology, infarct 
size amounted to 6.5% of the hemisphere (NT = 10), and 
where the cause was not reported, to 9.5% of the hemi-
sphere (NT = 24). Only one trial reported infarct volumes 
for the control patients grouped by causation, the NINDS 
tPA trial (Obrig et al., 2000). In this trial, the median CT 
volumes at 1 week were 40 cm3 for cardioembolic, 32 cm3 
for large vessel stroke, and 4 cm3 for small vessel stroke.

In animal experiments, establishing a relationship 
between infarct size and cause is aided by the fact that 
stroke may be tied to a single causal factor (Fig. 20.3C). 
The filament model induced the largest stroke (32% of 
the hemisphere), and the inflatable balloon cuff model 
the smallest (12% of the hemisphere). However, the bal-
loon cuff model was also applied in larger species, per-
haps accounting for the small infarct size. Similarly, the 
extensive nature of the damage caused by the filament 
occlusion model may be due to the location of the vessel 
involved—the origin of the MCA, a factor explored in 
the next section.

3.7.3 Cause of Stroke and Neuroprotection
Different stroke types may require different treat-

ments and show different degrees of recovery (Murat 
Sumer and Erturk, 2002). For instance, Molina found that 
treatment efficacy depends on the cause of stroke with 
superior outcomes in cardioembolic strokes versus large 
artery disease, or other etiologies (Molina et al., 2004).

Establishing a relationship between stroke subtype 
and therapeutic efficacy in this review was hampered by 
the fact that clinical trials tend to include patients of mul-
tiple stroke typologies. In the five trial results including 
only cardioembolic strokes, the level of efficacy tended 
to be smaller (M ± SE: 4.4 ± 5.3%, NT = 5) than where the 
cause of stroke was mixed (M ± SE: 32.8 ± 2.5%, NT = 10) 
or not stated (M ± SE: 25.0 ± 4.0%, NT = 24). However, the 
infarct sizes in these cardioembolic groups also tended 
to be larger occupying 14.5% of the hemisphere.

For animals, the relationship between the features of 
the stroke and level of neuroprotection was easier to as-
certain, as the populations tend to be more homogenous 

by design. In general, the relationship between type of 
stroke model and level of treatment efficacy may be ex-
plained by reperfusion. Models which permit reperfu-
sion, such as the endothelin model (M ± SE: 49.6 ± 2.4%, 
95% CI = 44.8%–54.3%, NT = 25) and the embolic model 
(M ± SE: 35.3 ± 0.8%, 95% CI = 33.7%–26.9%, NT = 253) 
tend to be associated with a higher level of efficacy. Mod-
els which permanently stop blood flow, such as the cau-
terization models tend to be associated with the lowest 
level of efficacy (M ± SE: 21.4 ± 0.2%, 95% CI = 21.0%–
21.9%, NT = 797). Clip and thread occlusion models which 
sometimes temporarily and sometimes permanently oc-
clude the vessels had levels of efficacy in between. The 
relationship between treatment efficacy and infarct size 
for each type of model is depicted in Fig. 20.3C.

3.8 Location of Stroke

3.8.1 Background
In humans, the principal sources of arterial blood 

supply to the brain are the vertebrobasilar system or the 
carotid system (Fig. 20.6). The common carotid artery bi-
furcates or divides into the external carotid artery (sup-
plying the external parts of the head), and the ICA (sup-
plying the brain). The point of intracranial bifurcation of 
the internal carotid is often called the carotid T intersec-
tion, and beyond the carotid T, blood flows through to 
the MCA or anterior cerebral artery (if it has not already 
been diverted along one of the many other branches off 
the carotid arteries).

The branches of the MCA have been labeled M1 (the 
horizontal segment supplying the anterior MCA cortex), 
M2 (the sylvian segment supplying the cortex lateral to 
the insular ribbon), M3 (the cortical segment supplying 
the posterior MCA cortex), and M4–6 (the anterior, later-
al, and posterior cortical segments supplying the anteri-
or, lateral, and posterior cortical territories 2 cm superior 
to M1–3) (Kim et al., 2004; Pexman et al., 2001).

The rat brain is also supplied by the carotid and ver-
tebrobasilar systems, but a different nomenclature is 
used to describe the vessels (Fig. 20.6). The major corti-
cal branches of the MCA fan out across the cortical sur-
face and have been called the frontal, parietal, tempo-
ral, and pyriform branches (from the frontal to posterior 
orientation, respectively) (Fox et al., 1993; Rubino and 
Young, 1988; Yamori et al., 1976). The lenticulostriate 
branches originate along the MCA and turn inward to 
supply the subcortical regions of the brain, notably, the 
basal ganglia.

An adjunctive classification of the MCA describes the 
proximal MCA as the portion of the MCA as it branches 
off the Circle of Willis and transcends anteriorly giving 
off the lateral and medial lenticulostriate arteries, up to 
the point of the olfactory tract (Fox et al., 1993; Yamori 
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et al., 1976). The distal MCA is then the portion of the 
MCA as it proceeds dorsally and traverses the inferior 
cerebral vein (ICV), the vein running with the rhinal fis-
sure (Fox et al., 1993).

Differences in brain vasculature have been found both 
within and across species. Major variations have been 
found in the branching pattern of the Sprague Dawley, 
the most commonly used animal in stroke experiments 
(Fox et al., 1993; Niiro et al., 1996). Other species may 
exhibit features of the vasculature not found in people, 
notably, the carotid rete mirabilis, a fine web of vessels 
found in the neck of birds, ox, cats, sheep, swine, and 
to some extent in dogs (Daniel et al., 1953; Jewell, 1952; 
Scremin, 2004). Dogs may also have extensive intraextra 
cranial anastomoses (Jewell, 1952), as discovered in the 
19th century by Astley Cooper. In his seminal ischemia 
experiments, Cooper and others who replicated his ex-
periments were surprised to find that many dogs sur-
vived the occlusion of all carotid and vertebral arteries 
(Whisnant et al., 1956), a feat probably achieved by the 
diversion of extracranial blood supply to the brain re-
gions critical for survival.

The location of a stroke may be defined either by the 
vessel occluded or by the territory affected. Each ves-
sel is said to supply blood to a certain amount of brain 
tissue, its vascular territory. Estimates place the MCA 
territory at about 280 cm3 or about 50% of the hemi-
sphere (van der Zwan et al., 1993). By contrast, the an-
terior cerebral artery supplies about 138 cm3 (23%) and 
the posterior about 119 cm3 (20% of the hemisphere) (van 
der Zwan et al., 1993). However, the vascular territories 
of major vessels may be quite variable (van der Zwan 
and Hillen, 1991; van der Zwan et al., 1992, 1993), and 
the territory normally perfused by a certain vessel may 
not match the territory vulnerable to ischemia by occlu-
sion of the same vessel (Phan et al., 2005). For instance, 
collateral blood supply from vertebrobasilar arteries 
may flow into the territory normally supplied by the 
MCA (van Laar et al., 2007). Thus, the effective area of 
the MCA territory may vary 34%–64% of the hemisphere 
(Provenzale et al., 2003).

The locus of the occlusion prejudices the final infarct 
size and the rate of recanalization of blood flow. Occlu-
sions of larger vessels closer to the heart are frequently 
termed proximal lesions, while infarcts in smaller vessels 
further from the heart may be termed distal lesions. Dis-
tal MCA lesions tend to be smaller than proximal MCA 
lesions because they are less likely to involve the subcor-
tical blood supply, the lenticulostriate arteries (Fig. 20.7 
for the occlusion sites in the rat). However, distal lesions 
may also be smaller in size because they reperfuse more 
readily after stroke or respond better to thrombolytic 
therapy or because they receive more cortical collateral 
flow (Christoforidis et al., 2005; Rother et al., 2002). Col-
lateral flow may alter this pattern, with occlusion of M1 

resulting in more damage than an ICA occlusion where 
the ICA occlusion is accompanied by collateral flow to 
M1 (Liu et al., 2004).

Multifocal infarcts occur in 15% of patients with 
MCA territory lesions (Caviness et al., 2002) and in 10% 
of posterior territory lesions (Bernasconi et al., 1996). 
Multifocal lesions may occur in more proximal oc-
clusions or where there are multiple embolic sources 
(Fiehler et al., 2005). Lesions may also occur bilaterally 
in patients, with around 10%–20% of patients showing 
signs of damage spanning both hemispheres (Arakawa 
et al., 2003; Castaigne et al., 1970). This is mirrored in 
rat embolic models, where Kaneko found that one third 
of rats (NT = 12) had exhibited signs of a contralateral 
lesion (Kaneko et al., 1985). Multihemispheric infarcts 
may suggest a hemodynamic origin of stroke, but may 
also be due to the MCA or ACA vessels supplying both 
hemispheres, as occurs in a sizeable minority of patients 
(Provenzale et al., 2003).

3.8.2 Location of Stroke in Patients
Identifying the location of an infarct prior to the avail-

ability of brain imaging was the high-art of stroke diag-
nosis; careful clinicians, such as C. Miller Fisher wrote 
extensively on the subject (Miller Fisher, 1975). He listed 
the sites of predilection of large vessel or atherosclerotic 
stroke as the origin of the internal carotid in the neck, at 
the lower basilar and upper vertebral arteries at or near 
their junction and at the MCA stem (Miller Fisher, 1975). 
This description does not include embolic stroke or la-
cunar stroke, but with the exception of vertebral basi-
lar artery territory stroke, this description largely char-
acterizes the findings of the six trials in this review 
which documented the location of the stroke according 
to site of arterial obstruction (Fiehler et al., 2002; Hillis 
et al., 2003; Ogawa et al., 1999; Parsons et al., 2002; Rob-
erts et al., 2002; Rother et al., 2002).

In the data from 470 patients included in these trials, 
13% of strokes were located at the origin of the ICA, 2% 
were at the carotid T, 56% involved occlusion of M1 or 
M1 and extensions and 24% were occlusions of the M2 or 
distal branches of the MCA (Fig. 20.6). These findings are 
similar to those of Brott who found occlusion of the MCA 
in 82% of patients and of the ICA in 8% of patients (Brott 
et al., 1989). They are also congruent with the findings of 
Arnold, who found that the site of occlusion was more 
common in the larger M1 segment of the MCA (57 pa-
tients), compared with the smaller MCA branches (M2: 
21 patients; M3 or M4 22 patients) (Arnold et al., 2002). 
In sum, the occlusion may occur anywhere along the ca-
rotid pathway, but it was most commonly found near the 
M1 segment of the MCA.

An alternate clinical stroke classification system 
is the Bamford or Oxford Classification System (IST 
Trial) (Bamford et al., 1988). Using this schema, clinical 
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FIGURE 20.7 Location of occlusion in rat models of stroke. (1) The photothrombotic model may be applied by shining a laser on the MCA 
above the rhinal fissure (Yao et al., 1996). The actual location of the point of occlusion may vary (Cai et al., 1998). (2) Distal MCA occlusions have 
been induced by thermocoagulation, electrocauterization, or with a clip (Bederson et al., 1986; Coert et al., 1999). It has also been achieved in tan-
dem with occlusion of the ipsilateral CCA or both CCA (Aronowski et al., 1996, 1997). The success of the model depends on the both the location of 
the occlusion and the length of vessel occluded (Bederson et al., 1986). (3) The proximal MCA model typically involves cauterizing or clipping the 
MCA proximal to the lenticulostriate arteries yields a model of cortical and caudate damage (Davis et al., 1995; Tamura et al., 1986). (4) Endothe-
lin-1 is commonly applied close to the origin of the MCA to obtain drops in blood flow to the caudate nucleus and cortex. However, it may also be 
applied more distally, or on the cortical surface to obtain smaller lesions (Sharkey et al., 1993; Windle et al., 2006; Macrae et al., 1993). (5) The fila-
ment or thread occlusion model of Zea Longa uses a heat-blunted filament inserted up to the base of the MCA (Longa et al., 1989). (6) The thread 
or filament model of Koizumi uses a silicon-coated thread (Koizumi et al., 1986). Depending on the length of the silicon tip on the thread, this has 
the potential to also occlude other branches off the internal carotid, including the hypothalamic arteries. (7) Embolic models involve injecting a 
material (typically an autologous clot, macrospheres, or microspheres) into the circulation near the origin of the MCA. Source: Modified from Bremer, 
A.M., Yamada, K., West, C.R., 1978. Experimental regional cerebral ischemia in the middle cerebral artery territory in primates. Part 3: effects on brain water 
and electrolytes in the late phase of acute MCA stroke. Stroke 9(4), 387–391; Busch, E., Kruger, K., Hossmann, K.A., 1997. Improved model of thromboembolic 
stroke and rt-PA induced reperfusion in the rat. Brain Res. 778(1), 16–24; Gerriets, T., Li, F., Silva, M.D., et al., 2003. The macrosphere model: evaluation of a 
new stroke model for permanent middle cerebral artery occlusion in rats. J. Neurosci. Methods 122(2), 201–211; Kudo, M., Aoyama, A., Ichimori, S., Fukunaga, 
N., 1982. An animal model of cerebral infarction. Homologous blood clot emboli in rats. Stroke 13(4), 505–508; Zivin, J.A., DeGirolami, U., Kochhar, A., et al., 
1987. A model for quantitative evaluation of embolic stroke therapy. Brain Res. 435(1–2), 305–309.
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symptoms define the stroke type as a total anterior cir-
culation syndrome (TACS), a partial anterior circulation 
syndrome (PACS), a posterior circulation syndrome 
(POCS), or a lacunar syndrome (LACS). This classifica-
tion system was reported in only one clinical trial pa-
per included in this review (Emsley et al., 2005) and the 
patients were overwhelmingly of the anterior or partial 
anterior type (71%, NP = 24 of 34).

The location of an infarct may prejudice the ability of 
blood flow to return to the dying tissue, and as a general 
rule, the more proximal the stroke the poorer the reperfu-
sion. In the recanalization metaanalysis of Rha and Saver 
(2007), occlusion of the ICA had lower rates of recanali-
zation (49.1%) compared with the MCA/ACA (61%) and 
the vertebral and basilar arteries (66.2%). Similar results 
were found here, with the four studies reporting data on 
the rate of recanalization and occlusion location (Derex 
et al., 2004b; Fiehler et al., 2005; Poncyljusz et al., 2007; 
Rother et al., 2002). Those patients with occlusion of the 
MCA segment M2 recanalized on average more readily 
(NP = 69%) than M1 (NP = 57%), which in turn fared bet-
ter than occlusions at the carotid T (NP = 22%) or origin 
of the ICA (NP = 24%) (Table 20.11).

Infarct location influences not only recanalization, 
but also the size of the stroke. Clinical trials including 
only MCA infarcts had an average infarct size of 10.5% 

of the hemisphere (NT = 15), larger than where strokes 
were of mixed loci (6.6%, NT = 4) or where the site of 
occlusion was not stated (6.8%, NT = 20). Where infarct 
data was broken down by occlusion location, patients 
with M2 or smaller MCA branch lesions had stroke 
volumes of 56.6 cm3 (9.6% of the hemisphere, NP = 79); 
lesions of the M1 segment, M1 and extensions, or the 
MCA trunk were larger (89.3 cm3, 15.1% of the hemi-
sphere, NP = 97) and those blocking the carotid T, ICA, 
or both ICA and MCA spanned an average of 113.7 
cm3 (19.2% of the hemisphere, NP = 42). Predictably, 
the larger the vessel occluded, the larger the resulting 
infarct.

3.8.3 Location of Stroke in Animals
Information about the infarct in animal models is typ-

ically given as a total volume, sometimes supplemented 
with data on cortical and subcortical volumes. It is rare 
to find more detailed delineations of the location of dam-
age, except in the early experimental work, or in papers 
establishing the methodology. Excellent and extensive 
descriptions of the locus of damage caused by different 
stroke models have been given by Ginsberg and Busto 
(1989) and Carmichael (2005). A précis of their work, 
together with descriptions from the original papers is 
given next in Table 20.12 (Fig. 20.8).

TABLE 20.11  Recanalization With Different Stroke Loci

Time NP Drug ICA origin Carotid T M1/proximal M2/distal Overall References

NO TREATMENT

24 h 63 Conservative 
treatment

0/9 (0%) 2/14 (14%) 4/17 (24%) 11/21 (52%) 17/63 (27%) Rother et al. 
(2002)

7 Days 16 Control — — 1/3 (33%) 12/14 (86%) 2/16 (12.5%) Poncyljusz 
et al. (2007)a,b

TREATMENT

24 h 76 i.v. tPA 0/5 (0%) 5/12 (42%) 23/30 (77%) 16/23 (70%) 47/76 (62%) Rother et al. 
(2002)

24 h 65 i.v. tPA 5/11 (45%) 1/12 (8%) 12/24 (50%) 12/17 (71%) 30/65 (46%) Fiehler et al. 
(2005)

24 h 47 i.v. tPA 4/12 (33%) — 12/19 (63%) 12/16 (75%) 28/47 (60%) Derex et al. 
(2004b)b

7 Days 16 i.a. tPA — — — 12/14 (86%) 12/16 (75%) Poncyljusz 
et al. (2007)a,b

32 Both 1/3 (33%) 12/14 (86%) 14/32 (44%) Poncyljusz 
et al. (2007)a,b

Overall 283 24% 22% 57% 69% 48%

Time—time measured. NP, number of patients. Numbers indicate the percentage of patients recanalized in relation to the total number of patients in each group.
aNot all results reported in paper.
bIdentified in the search, but excluded from the metaanalysis because no infarct data or no control group. M1—M1 branch of the MCA. M2—M2 branch of the MCA. Proximal—
proximal MCA. Distal—distal MCA. Rother—partial or full recanalization. Fiehler—reported as reperfusion or no reperfusion. Derex—reported as no recanalization or 
recanalization.
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In the analysis of animal data, the location of stroke 
was approximated by virtue of the model used. Experi-
ments were deemed to fall into one of five categories: 
(1) MCA branch occlusions—occlusion of a branch of the 
MCA via cauterization, clips, ligation, endothelin-1, or a 
photochemical dye; (2) MCA origin occlusions—occlu-
sion of origin of the MCA with a filament; (3) tandem 
occlusions—occlusion of the MCA and CCA; (4) three-
vessel occlusion—occlusion of both common carotid ar-
teries and the MCA, and (5) undefined—embolic models 
where the final place of lodgment of the clot or clot sub-
stitute is not controlled.

The largest strokes were induced by occlusion at the 
origin of the MCA with 32% of the hemisphere damaged 
(NT = 1497) (Fig. 20.3D). The smallest strokes were found 
in the MCA branch occlusions, with 20% of the hemi-
sphere damaged (NT = 936). In spite of having the larger 
common carotid artery occluded, tandem and three-ves-
sel occlusions were only slightly larger on average than 
the distal MCA models (24% NT = 130 vs. 23% NT = 236, 
respectively).

The relationship between the location of occlu-
sion and the degree of neuroprotection is given in Ta-
ble 20.7. The greatest neuroprotection was seen where 
the location of the infarct was not specified (embolic 
models: M ± SE = 35.9 ± 0.8%, 95% CI = 33.7%–36.9%, 

NT = 250) and the smallest with the occlusion of 
both common carotid arteries and the MCA (3-ves-
sel occlusion: M ± SE = 18.9 ± 0.7%, 95% CI = 17.7%–
20.3%, NT = 236). Occlusions at the origin of the MCA 
(M ± SE = 29.5 ± 0.3%, 95% CI = 29.0%–30.0%, NT = 1497) 
showed greater neuroprotection than in an MCA branch 
occlusion (M ± SE = 22.9 ± 0.2%, 95% CI = 22.5%–23.4%, 
NT = 936).

Thus while animal models tend to correctly represent 
the proportion of different types of carotid pathway le-
sions, they tend to show a different pattern of protection 
to the clinical disease. In animal models, distal occlu-
sions are linked with lower neuroprotection while clini-
cally they are more likely to be associated with a positive 
outcome. This difference is probably due to an interac-
tion of the type of model and the location of the occlu-
sion, with occlusions of an MCA branch more likely to 
be induced by thermocoagulation or cauterization and 
hence more likely to permanently prevent the return of 
blood flow.

3.9 Study Design

3.9.1 Outcome Measures
The choice of outcome measure has a profound ef-

fect on the findings, as pointedly illustrated by a recent 

FIGURE 20.8 Treatment efficacy in animal versus clinical trials. Each point on the graph represents the effect size for a single intervention 
in clinical trials (horizontal axis) versus animal experiments (vertical axis). Efficacy estimates are derived from metaanalyses of differences in infarct 
volume in control versus treated groups. Higher estimates in efficacy represent a smaller infarct volume in the treated group. The correspondence 
between animal and clinical efficacy ratings for the same intervention were described as excellent if the confidence intervals overlapped; moder-
ate, if the clinical outcome was at least half as effective as animal estimates predicted (on this scale); poor, if the clinical estimate of efficacy was 
less than 50% of the animal estimate.



G. STROKE AND NEUROMUSCULAR

508 20. ANIMAL MODELS OF ISCHEMIC STROKE VERSUS CLINICAL STROKE 

comparison of 10 different MRI perfusion measures 
(Kane et al., 2007). In this study, the smallest and larg-
est measures differed in their estimation of the volume 
of perfusion volume deficit by a factor of 13 (Kane 
et al., 2007).

In animal studies, the histological damage delineated 
with the hematoxylin and eosin (H + E) is a common out-
come measure following the focal ischemia mode. How-
ever, immunohistochemical markers may be more sen-
sitive to postischemic changes. Carmichael found that 
histological damage was only a fraction of the metabolic 
deficit in a model of distal MCA occlusion (Carmichael 
et al., 2004). While metabolic and histological markers 
may vary in their delineation of the lesion, histology, 
and MR imaging used in animal experiments have been 
found to have good correlations at the same time point 
(Bochelen et al., 1999; Sauer et al., 1995).

In clinical trials, the most commonly used measure of 
outcome was CT imaging (NT = 15). This gave a mean 
infarct size of 6.2% of the hemisphere and was associ-
ated with neuroprotection of 18 ± 3% (M ± SE). The sec-
ond most common measure was T2-weighted magnetic 

resonance imaging (NT = 10). T2-weighted imaging was 
associated with a mean infarct size of 12.5% of the hemi-
sphere, and a higher but more variable level of neuro-
protection 31 ± 9%. DWI weighted imaging yielded an 
average infarct size of 5% (NT = 2) probably reflecting the 
use of this modality in the acute or early phase of stroke. 
DWI imaging was similarly associated with a more vari-
able level of neuroprotection (M ± SE: 12 ± 17%). Stroke 
volumes were 17.8% for clinical trials reporting ADC 
measures (NT = 1), and the putative level of neuropro-
tection was high (M ± SE: 67 ± 17%). The average stroke 
volume for a SPECT study was 7% and the treatment 
group fared worse than the control patients (M ± SE: 
−36% ± 50%, NT = 1).

In the animal experiments for which data on the 
endpoint was available, 55% of animal infarcts were 
measured with the mitochondrial stain TTC. TTC 
was associated with a 28% level of neuroprotection 
(M ± SE = 28.1 ± 0.2%, 95% CI = 27.7–28.6, NT = 1609) 
and a stroke covering on average 33% of the hemisphere. 
This value was very similar to that found for MRI mea-
sures of infarction, with an infarct size of 34% and a 

TABLE 20.12  Location of Damage in Stroke Models

Models Location of damage Figure ID References

Photothrombotic Variable, as it can be manipulated stereotaxically. 
Typically confined to the cortex.

1 Cai et al. (1998), Futrell (1991)

Distal MCA Cortex, hippocampus, caudoputamen. Depends both on 
the size and location of the segment occluded.

2 Bederson et al. (1986), Brint et al. 
(1988), Flaumenhaft and Lo 
(2006)

Proximal MCA Sensorimotor and auditory cortex (75% of rats), occipital 
(25%), lateral caudate nucleus (100%), medial caudate 
nucleus (38%). No damage to hypothalamus, globus 
pallidus, thalamus, hippocampus, subthalamic nuclei, 
cerebellum, or pons. Sometimes undertaken in tandem 
with CCA occlusion to reduce variability of infarction.

3 Aronowski et al. (1996), Davis 
et al. (1995), Tamura et al. 
(1981)

3-Vessel MCA and CCA Frontal and parietal cortex, temporal, and cingulate 
cortex. Dorsolateral striatum.

NS Aronowski et al. (1997)

Endothelin-1 Variable as it can be manipulated stereotaxically. 
Typically cortical or cortical and striatal.

4 Macrae et al. (1993), Sharkey 
et al. (1993), Windle et al. 
(2006)

Filament (thread 
occlusion)

Cortex (frontal, parietal, temporal, occipital) 
and striatum. May also occlude the thalamus, 
cervicomedullary junction, substantia nigra and 
hypothalamus, typically with a longer thread and a 
longer occlusion.

5 + 6 Koizumi et al. (1986), Longa 
et al. (1989)

Embolic/clota Clot dependent. Large clots induce widespread cortical 
and subcortical damage. Microspheres produce 
smaller, distal, multifocal infarcts.

7 Bremer et al. (1978), Busch et al. 
(1997), Gerriets et al. (2003), 
Kudo et al. (1982), Zivin et al. 
(1987)

Figure ID refers to the numbers used in Fig. 20.7. Proximal and distal MCA occlusions are grouped together as MCA branch occlusions.
aClot may be composed of blood from a different animal [homologous (Kudo et al., 1982)], from the same animal (Busch et al., 1997), or of nonbiological material (macrospheres 
or microspheres). NS—not shown [typically involves occlusion at distal MCA (location 2)] + CCA (not shown on diagram).
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level of neuroprotection of 31% (M ± SE = 31.3 ± 0.7%, 
95% CI = 33.1%–73.0%, NT = 199). Hematoxylin and 
eosin (H&E) was used in 612 experiments and yielded 
a slightly smaller infarct size (27% of the hemisphere), 
probably reflecting the fact that H&E would be used as 
later time points than TTC (TTC: median time of use 
24 h, IQR = 24–48 h. H&E: median time of use 72 h, 
mean time, IQR = 24–168 h). Nevertheless, the estimates 
of neuroprotection with H&E were similar to those ob-
tained with TTC (M ± SE = 28.0 ± 0.4%, 95% CI = 27.3%–
28.8%, NT = 612). Smaller estimates of infarct size and 
neuroprotection were found with the stain neutral red 
(M ± SE = 11.3 ± 0.9%, 95% CI = 9.6%–13.0%, NT = 51), 
but these were undertaken almost exclusively in a single 
model of permanent occlusion in a mouse. Unusual re-
sults were also found with the ballistic light method of 
measuring output: the infarct size was comparable at 
32% of the hemisphere, but the level of neuroprotection 
was high (M ± SE = 53.1 ± 10.1%, 95% CI = 33.1%–73.0%, 
NT = 4).

3.9.2 Control Conditions
Just over one third of the clinical trials were pla-

cebo controlled (31%, NT = 11), a number administered 
heparin to all of the control patients (20%, NT = 7), sev-
eral reported giving aspirin (6%, NT = 2) or saline (3%, 
NT = 1), and several used an historical control group 
(11%, NT = 4). In a number of trials, the control condition 
was not stated (29%, NT = 10). The nature of the placebo 
treatment, whether it was a drug vehicle or some other 
substance, was rarely reported.

Due to small number of clinical trials, interpreting 
the effect of the control group on outcome must pro-
ceed with caution. However, where the control group 
received a drug known to have some effect, then neu-
roprotection was less readily demonstrated, as occurred 
with heparin (M ± SE: −12.2 ± 5.8%, NT = 8) and aspi-
rin (M ± SE: -8.4%, NT = 2). Where the control group re-
ceived saline (M ± SE: 50.8 ± 26.2%, NT = 1), a historical 
control (M ± SE: 49.3 ± 7.6%, NT = 4), placebo (M ± SE: 
24.5 ± 3%, NT = 14) or the control was not stated (M ± SE: 
45.2 ± 4%, NT = 9), then the level of neuroprotection was 
much higher.

The control condition in animals was related to 
both infarct size and the estimated outcome effect 
(Fig. 20.3E). Animal experiments most commonly used 
saline as a control, with an average effect size of 28% 
(M ± SE = 28.3 ± 0.3%, 95% CI = 27.8%–28.9%, NT = 1091) 
and an infarct size of 25.9%. Greater neuroprotec-
tion was found when treatment was combined with 
DMSO ((M ± SE = 37.2 ± 0.75%, 95% CI = 35.7%–38.7%, 
NT = 185) and was reduced when using PBS (M ± SE: 
13.7 ± 0.9%, 95% CI = 11.9%–15.5%, NT = 110). With 
DMSO, the infarct volume was also much greater in the 

control group (32.7% of the hemisphere), as it was with 
PBS (35% of the hemisphere). Where sucrose was used, 
the infarct size was smaller (14.5% of the hemisphere), 
but this was used in only a small number of animals 
(NT = 10, NP = 46).

Intriguingly, where animals were fasted the night be-
fore the experiment, neuroprotection was 10% higher 
(fasted: M ± SE: 29.1 ± 1.3%, 95% CI = 26.5–31.8, NT = 72) 
than where they were not given free access to food or it 
was not stated if food was restricted (nonfasted: M ± SE: 
18.1 ± 0.57%, 95% CI = 17.0–19.2, NT = 178). Infarct size 
was also slightly smaller in the nonfasted control group 
(nonfasted: 25.1%, fasted 22.7%). This factor was only in-
cluded in latter studies, but these initial findings suggest 
a possible benefit of fasting on stroke outcome, perhaps 
attributable to an upregulation of the ketogenic metabo-
lism.

3.10 Translation of Animal Results 
to Clinical Trial

Fourteen interventions were tested individually in 
clinical trial. The direction of outcome in the trial was as-
sessed using both animal experiment criteria (difference 
in infarct size between treatment groups) and using the 
hypothesis relating to imaging outcome prespecified in 
the study. Where a positive effect was reported in clini-
cal trials, it was frequently on a measure of a reduction 
in infarct volume expansion, as opposed to an absolute 
overall difference between treatment groups. Where a 
hypothesis was tested, 44% of tPA results (NT = 7) were 
positive and 30% of non-tPA results (NT = 7) provided a 
significant improvement in the specified hypothesis. The 
overall number of clinical results demonstrating an im-
provement in the specified hypothesis was 14 trials, 36% 
of all results or 41% of all results specifying hypotheses. 
Applying the criteria used to assess animal studies (i.e., 
difference in infarct size between treatment groups) the 
putative positive outcomes in clinical trials was margin-
ally higher (Table 20.13).

To gauge how well the results of the animal meta-
analyses predicted the overall outcome in clinical trial 
metaanalyses results for each drug, the partitioned ef-
fect sizes of these interventions on the infarct volume 
in clinical trial were mapped against their partitioned 
effect size in animal stroke studies (Fig. 20.8). The over-
all effect for 11 of the 14 interventions was congruent 
(in the same direction in both animal and clinical tri-
als). The exceptions were the antiplatelet tirofiban, the 
glycine antagonist gavestinel and hypothermia, where 
for each of these treatments infarct volume in animals 
was reduced, whereas in human trials it was increased. 
Apart from streptokinase, the mean efficacy of animal 
experiments was positive for all drugs taken to clinical 
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trial, as opposed to human trials, which showed both 
positive and negative effects. The performance of only 
two drugs (IL-1 receptor antagonist and tirilizad mesyl-
ate) had equivalent levels of neuroprotection in that the 
confidence intervals of the effect sizes in animals and 
humans overlapped. On average, the effect size as de-
termined by the partitioned analyses for each drug were 
7% higher in animal studies than in clinical trials, al-
though for tPA the putative effect size was 4.7% higher 
in clinical trials.

Statistically, the extent to which the effect of drugs in 
animal experiments was related to the effect of the same 
drugs in clinical trial (as estimated by portioned effect 
sizes) was assessed in four ways: (1) simple linear corre-
lation, and (2) simple linear regression models based on 
the average effect sizes from the metaanalyses of clinical 
and animal data, (3) hierarchical linear regression mod-
els, and (4) measures of agreement using Cohen’s Kappa. 
While the overall pooled response to any treatment was 
similar between animal and humans (25.5% vs. 27.0%), 

TABLE 20.13  Clinical and Animal Outcomes With Different Therapies

Features tPA therapy
Other therapy (clini-
cally tested)

Other therapy (not 
tested clinically) All therapies

Clinical trials

Improvement in specified hypothesisa

 Yes 7 (44%) 7 (30%) — 14 (36%)

 No 7 (44%) 13 (57%) — 20 (51%)

 No hypothesis testing 2 3 (13%) — 5 (13%)

 Total 16 (100%) 23 (100%) 39 (100%)

Improvement in infarct sizeb

 Yes 9 (56%) 12 (52%) — 21 (54%)

 No 7 (44%) 11 (48%) — 18 (46%)

 Total 16 (100%) 23 (100%) 39 (100%)

Animal experiments

Improvement in infarct sizeb

 Yes 122 (71%) 328 (91%) 2244 (86%) 2694 (86%)

 No 50 (29%) 33 (9%) 368 (14%) 451 (14%)

 Total 172 (100%) 361 (100%) 2612 (100%) 3145 (100%)

Infarct volume average reduction

 Animal—overall reduction in meta-
analysis

22.8 ± 1.0% 26.5 ± 0.5% 25.5 ± 0.1% 25.5 ± 0.2%

 Clinical—overall reduction in meta-
analysis

27.4 ± 2.7% 26.3 ± 2.7% — 27.0 ± 1.9%

 Difference—average difference in 
volume per drug as determined by 
partitioned analysis for each drug

−4.7% 8.1% — 7.2%

Animal versus clinical outcomes

 Infarct volume in same directiona NT = 9/16 (56%) NT = 15/23 (65%) — NT = 24/39 (62%)

 Outcome in same directionc NT = 7/14 (50%) NT = 10/20 (50%) NT = 17/34 (50%)

tPA therapy group includes trials which administered tPA as well as other drugs. Clinical trials single time point—number of trials with a single endpoint. Multiple 
time points—number of clinical endpoints including multiple time-points form a single trial. NT—number of experimental contrasts.
aRefers to the infarct volume in the control group versus the treatment group. When outcome was measured multiple times, the latest time point was taken (Berrouschot et al., 2000; 
NINDS, 2000; Roberts et al., 2002).
bReduction in infarct volume refers to a smaller infarct volume in the treatment group compared with the control group measured after treatment.
cOutcome in animal experiments refers to the control group versus the treatment group, but in clinical trials may differ. Some defined a positive result as less growth in infarct 
volume in the treatment group versus the control group. Five comparisons not included because no hypothesis was tested, and three were not included because tested at multiple time 
points. Percentages are calculated not on the total number of clinical trials or animal experiments but as a percentage of the numbers where tested.
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using simple linear correlation the response to individu-
al treatments did not correlate well between animal and 
human studies (r = 0.25, P > .05, NDrugs = 14). Similarly, 
the results from the regression analyses suggest that the 
average levels of neuroprotection from animal studies 
did not predict the average drug response in stroke trials 
[b = 0.20, t(1,13) = 1.1, P > .05]. Animal results failed to 
explain any significant amount of variance in the out-
come [R2 = .02, F(1, 12) = 1.3, P > .05]. A hierarchical re-
gression was then conducted to determine whether ani-
mal experimental data predicted outcome, after taking 
into account the average time to treatment in the clini-
cal trials, and whether clinical trials were placebo con-
trolled. After controlling for these factors, the estimated 
treatment efficacy in animal models explained an addi-
tional 9.4% of the variance in clinical trials results, but 
this result was not significant. The measure of agreement 
between partitioned analyses of animal experiments for 
each drug and the partitioned analyses for each drug 
used in clinical trial results (with infarct volume between 
control and treated group as the outcome measure) was 
assessed using Cohen’s Kappa. There was fair agree-
ment between the direction of the effect sizes for each 
drug derived from animal studies and from clinical trial 
(k = 0.32, NDrugs = 14).

The measure of agreement between metaanalyses of 
animal experiments for each drug and the individual 
clinical trial results (with infarct volume between con-
trol and treated group as the outcome measure) was 
assessed using Cohen’s Kappa. There was agreement 
between the direction of the trial result and the animal 
metaanalysis result for that drug in 24 out of 39 clinical 
trial results (62%). Taking into account the probability of 
random agreement using Cohen’s Kappa, there was only 
a slight agreement between animal metaanalysis results 
and clinical trial outcomes (k = 0.18, NT = 39). For the 
21 clinical trial results, which showed a smaller infarct 
volume in the treated group, the animal metaanalyses 
also yielded a positive effect size in all cases (100%). For 
the 15 negative clinical trial outcomes in which there was 
a larger infarct volume in the treated group, the animal 
metaanalyses yielded a negative effect size in only three 
of these cases (17%).

Where there was a prespecified hypothesis in the 
clinical trial, there was agreement between the direction 
of the trial result and the animal metaanalysis result for 
that drug in 17 out of 34 clinical trial results (50%). For 
the 14 positive clinical trial outcomes, the animal meta-
analyses also yielded a positive effect size (100%). For 
the 17 negative clinical trial outcomes, the animal meta-
analyses yielded a negative effect size in only three of 
these cases (18%). Taking into account the probability 
of random agreement using Cohen’s Kappa, there was 
found to be none or only slight agreement between 

animal metaanalyses and clinical trial results (k = 0.00, 
NT = 34).

In general, the portioned estimates of treatment effect 
from metaanalyses were 7.2% higher in animal studies 
compared with clinical trial results for the same drugs. 
For treatments other than tPA, outcome in animal ex-
periments was 8.1% higher than in clinical trials; for tPA 
studies outcome was better in humans by 4.7%.

4 DISCUSSION

4.1 What is the Legacy of Stroke Models?

How do you gauge the success or failure of a model? 
A successful animal model of stroke might be one that 
enables insights into the disease process or which pre-
dicts the therapeutic response to experimental treat-
ments. How much have animal models contributed to 
stroke research, according to these criteria?

Experiments in cerebral ischemia have been integral 
in defining the mechanics of blood flow, especially circu-
lation. Circulation is a cornerstone of modern medicine. 
Many aspects of stroke medicine from hypertension to 
intravenous drug delivery presuppose the existence of 
a closed circulatory system. The existence of such a sys-
tem was articulated in the Nei Jing attributed to Huang 
Ti, the Yellow Emperor of China (2697 BC) but probably 
written during the Warring States Period (475–221 BC) 
(Fung, 1997). In the Nei Jing, it was written that blood 
“circulate(s) without stopping. In 50 steps they return 
to the starting point…like a circle without end” (p. 15) 
(Fung, 1997). Claims to the historical precedence of the 
discovery of circulation have also been made by Islam-
ic and Italian historians on account of the work of Ibn 
An-Nafîs (1210–88) and Andrea Cesalpino (1524–1603) 
(Garrison, 1929; Meyerhof, 1935), but it was the ischemia 
experiments of William Harvey, which really embedded 
the concept of circulation in the scientific consciousness.

And what of the role of animal experiments in the de-
velopment of acute stroke treatments? Generally speak-
ing, animal models have helped define the rationale for 
therapeutic intervention, so that the choice of treatments 
is taken out of the realm of folklore, custom, and guess 
work. The thrombolysis story is a good case in point 
(and arguably the only solid case to date). Thrombolysis 
therapy with tPA did not begin with the NINDS trial in 
1995 (NIND, 1995): its genesis can be traced back over 
the centuries to the work of John Hunter and Taag As-
trup (Jaques, 1988) and the many less-lauded individuals 
who nevertheless played important roles in elucidating 
the details of the coagulation process without passing 
into the footnotes of history.
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The success of stroke models for the evaluation of 
treatment efficacy (rather than safety or mechanism) is 
less clear. On the one hand, metaanalysis of data from 
animals and patients has yielded similar pooled lev-
els of efficacy for acute stroke treatments measured in 
terms of infarct volumes in the control versus the treat-
ment groups. On the other hand, the considerable het-
erogeneity in the findings suggest a need for exercising 
caution before extrapolating from pooled estimates of 
treatment effects (Thompson, 2001). A number of ongo-
ing clinical trials have included volumetric measures 
as endpoints, and will be of considerable help in flesh-
ing out this analysis when published. However, on the 
data analyzed here (summarized in Table 20.14), doubt 
remains over the role of animal models of stroke—in 
their present form—as tools for anticipating the effect 
of drugs in clinical trial, except perhaps at the most gen-
eral level (agreement between the general direction of 
overall estimates of clinical and animal results for each 
drug). This challenge in translation is not unique to 
stroke research. Important work by Hackam and Redel-
meier found that where drugs tested or developed in 
animal disease models were taken to clinical trial (57% 
of treatments in trial), only two thirds of those trials 
replicated the findings of animal studies (Hackam and 
Redelmeier, 2006).

4.2 Scope and Limitations of this Review

Recent critiques of animal models have highlight-
ed the shortcomings of laboratory experiments when 
judged by clinical trial standards (STAIR, 1999). The 
purpose of this review was instead to evaluate clinical 
stroke from the perspective of the laboratory bench in 
order to evaluate the concordance of animal and human 
stroke. As most animal experiments tend to rely heavily 
on histological outcomes for assessment, the principle 
comparator used in this review was infarct size. How-
ever, when judged from a clinical perspective, there are 
several shortcomings to this approach: imaging out-
comes are included in only a minority of clinical trials 
and where they are included they tend to be a surrogate 
outcome rather than a primary endpoint (although this 
is beginning to change).

By virtue of being imaging trials, the clinical trials in-
cluded here also tend to be recent, to have short time 
windows and to be more likely to deploy thrombolytics 
compared with earlier trials (Kidwell, 2001). For instance, 
compared with the excellent review of pre-2000 clinical 
trials, tended to use thrombolytics (N = 13) compared 
with agents targeting excitoxicity, calcium influx, oxi-
dative stress, and other mechanisms which formed the 
basis of trials in the 1980s and 1990s (Kidwell, 2001). Im-
aging trials may also differ in design from stroke trials in 
general: By definition, imaging outcome studies would 

tend to be either Phase II trials or substudies of Phase III 
trials. Although an attempt was made to peer behind the 
“clinical trial veil” to investigate not the intent of the trial 
but the outcomes, the intentions of the investigators are 
paramount to both the design of the trial and the inter-
pretation of the results.

A further suggestion that the clinical trials included 
here may not be representative of trials in general comes 
from the high proportion of positive findings: here, us-
ing the surrogate marker of infarct size, with 54% show-
ing a smaller infarct size in the treated group compared 
with the control group and with 41% showing an im-
provement in the researchers’ prespecified imaging hy-
pothesis. Nevertheless, a similar finding was reported 
by Kidwell in the review of pre-2000 clinical stroke tri-
als. Kidwell reported that 23% of trials had a beneficial 
outcome as defined by the authors, with 50% showing a 
beneficial trend or subgroup benefit. This was in spite of 
less than 2% of trials meeting strict criteria for a positive 
outcome.

Using outcome measures common in animal experi-
ments may introduce bias from the clinical perspective. 
Clinical trials may use other imaging endpoints than ab-
solute infarct volume (e.g., lesion growth). To some ex-
tent, investigators’ trial design and hypotheses were ac-
knowledged here when comparisons were made about 
whether the stated clinical imaging hypotheses were 
substantiated. But even if there is agreement between 
different types of imaging outcomes, the use of imaging 
outcomes may not show a uniformly high level of con-
cordance with clinical outcome. If functional measures 
show no treatment effect in patients where an improve-
ment in infarct size or growth has been observed, then it 
would suggest that volumetric analyses are flawed and 
the design of animal and human studies needs to be re-
assessed.

Adapting the metaanalysis to accommodate the 
many different endpoints in this comparison is the 
next logical step in this analysis. A broader and more 
balanced picture about the equivalence of animal and 
human trials will be achieved by extending this analy-
sis to incorporate not only heterogeneity in imaging 
endpoints, but also the functional clinical scales and 
the primary clinical hypotheses. This project is cur-
rently underway and will enable questions to be ad-
dressed, which escaped the scope of the present re-
view. For instance, is the variability the same with 
the NIHSS and infarct volume? How robust are the 
effect sizes? What was the primary clinical outcome 
and how did this change in outcome relate to changes 
in infarct volume? Is the variability the same with the 
NIHSS and infarct volume and how robust are the ef-
fect sizes? It seems logical that outcomes combining 
volume and measures of damaged tissue function will 
ultimately be required.
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TABLE 20.14  Summary of Key Findings

Features Findings

Studies Exclusions Clinical trials that lacked a control group (15%, NT = 29/188 trials), lacked volumetric analysis of 
imaging data (18%, NT = 34/188 trials), or failed to report treatment effects (12%, NT = 23/188 trials) 
were excluded.

Sample size Clinical trials were 10 times the size of animal studies (NP = 71 per clinical treatment cohort versus 
NP = 7 per animal treatment group) but variance was substantially greater in clinical trials (average 
SD = 99% vs. 30%), so both were underpowered to the same extent.

Quality Random allocation to groups was done in 63% of clinical trials and 38% of animal experiments. 
Outcome was blinded in 84% of clinical trials and 32% of animal experiments. Mean quality in 
trials was 6.2/10 and ranged from 3.3 to 4.9/10 in past estimates of study quality in experimental 
metaanalyses.

Subjects Sex Ninety-four percent of animal studies were undertaken in male animals while clinical trials were 
conducted in both sexes (64% mixed, 26% sex not stated).

Diabetes Diabetes was 19 times more common in the clinical population than the animal population 
(26% vs. 1.3%).

Hypertension Hypertension was present in 66% of patients and 14% of animals.

Age Average age of patients was 66 years. Less than 1% of experiments (0.6%) used middle-aged or old 
animals.

Species Eighty percent of animal experiments were conducted in the rat, and of these 41% were in Sprague 
Dawley rats (32% of all experiments).

Infarct Size Human stroke The average infarct size was 47.4 cm3 (range: 5.3 cm3 (0.9% of the hemisphere) to 124.8 cm3 (21.1% of 
the hemisphere). Median: 51.4 cm3 (IQR: 34.0–70.0 cm3, 5.7%–11.8% of the hemisphere).

Animal stroke The average infarct size was 31% of the hemisphere (median: 29%, IQR: 19%–41% of the hemisphere).

Comparative size Animal strokes were on average 4 times larger than human stroke, measured as a percentage of the 
hemisphere (31% vs. 8%).

Variability Humans produced a more variable stroke (average SD = 99%) compared with animals (average 
SD = 30%). Of the animals, the rabbit (SD = 59%), guinea pig (SD = 52%), and cat (SD = 48%) 
produced the most variable infarct size and the gerbil (SD = 20%) and mice (SD = 24%) the least. 
Rats produced an average variability of 29%, with the SHR having the tightest model (average 
SD = 19%) and the Fisher 344 the most variable (average SD = 35%).

Species The rat (28%) and cat (27%) gave the largest average infarct volume and the hamster (4%), gerbil (8%), 
and primate (9%) the smallest.

Where infarct sizes were reported in absolute terms, the infarcts were: mouse (M ± SD: 
53.6 ± 12.9 mm3, NT = 332), Gerbil (M ± SD: 57.9.1 ± 10.3 mm3, NT = 3), rat (M ± SD: 172.4 ± 43.7 mm3, 
NT = 1716), hamster (M ± SD: 14.4 ± 5.9 mm3, NT = 14), rabbit (M ± SD: 525.7 ± 384.5 mm3, NT = 24), 
cat (M ± SD: 2394 ± 4047 mm3, NT = 23), primate (M ± SD: 3.76 ± 1.2 cm3 NT = 9), and human 
(M ± SD: 47.36 ± 12.9 cm3, NT = 39).

Strain The Hooded Listar (44%) and the SHR had the largest stroke (35%), and the Lewis the smallest (17%). 
Sprague Dawley rats (26%), diabetic rats (27%), and Wistar rats (32%) had intermediate volumes.

Cause of 
stroke

Animals Forty-seven percent of animal experiments used the thread occlusion model (suture model) and 28% 
the cauterization model. Embolic models were less common (NT = 9%). Filament occlusion resulted 
in the largest infarct size expressed as a proportion of the hemisphere (32%) and the balloon or 
compression model the smallest (12%). Photochemical models (17%), endothelin-1 (22%), coagulation 
(20%), clip/ligation (25%), and embolic models (29%) had intermediate stroke sizes. Greatest protection 
was in the endothelin model (50% neuroprotection) and the embolic model (35% neuroprotection), and 
the lowest was observed in the permanent cauterization model (21% neuroprotection).

Clinical Etiology (TOAST criteria) was reported in 12 trials, with large vessel disease (NP= 29%) and 
cardioembolism the most common (NP 39%) and small vessel disease less common (NP = 13%).

Location Animals Infarct volume was largest with occlusions of the MCA origin (32% hemispheric damage) versus 
MCA branch occlusions (20% hemispheric damage) or two-vessel (24%) or three-vessel occlusion 
models (23%). The three-vessel occlusion model (30% variability per experiment) and the two-vessel 
occlusion model MCA/CCA (36% variability) were no less variable than the distal MCA occlusions 
(25% variability) or proximal MCA occlusions (29% variability).

(Continued )
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Features Findings

Clinical Occlusion was most common at the M1 branch or M1 and extensions (NP = 56%) and 24% at M2 or 
distal branches (NP = 56%), with 13% at the ICA origin and 2% at the carotid T (NT = 6, NP = 470).

Recanalization Recanalization rates for clinical trials were (NT = 4, NP = 283): ICA origin occlusion (24%), carotid T 
occlusion (22%), M1 or proximal MCA occlusion (57%), and M2 or distal MCA/ACA occlusion 
(69%) with an overall rate of 48%.

Reperfusion Reperfusion injury is suggested in the thread models but not the clip/ligation models, possibly due 
to differences in basal ganglia and cortical susceptibility to this injury type (via edema, FRS, or 
collateral flow effects).

Temporal Duration of 
occlusion

In animals, 45% of occlusions lasted less than 6 h, while 27% of animals had occlusions of 24 to 72 h. 
Durations of 6–24 h were conducted in 2% of animals, but may arise more frequently clinically.

Infarct size in control animals reached a maximum value with occlusions of 1.5–2 h in the clip/ligation 
model and in temporary occlusions of greater than 3 h using the thread model.

Permanent occlusion in the thread model leads to an infarct size 6% smaller than temporary ischemia, 
while there was no difference in the clip/ligation model.

Treatment time Treatment was administered within 3 h in 31% of trials and in 84% of animal experiments (where 
recorded NT = 2982).

Average time to treatment was 7 h (median = 4.1 h post stroke) for clinical trials, and 10 h prior to 
stroke onset (median = 5 min poststroke) for animal experiments.

Outcome The median time of outcome assessment was 1 day for animals and 8 days for patients.
Average stroke volume for patients was 11.6% (day 1), 9.3% (day 3–7), 8.6% (week 1–2), and 7.8% (after 

week 2).
Infarct volume for animals was 23.8% (<day 1), 30.8% day 1–2, 25.4%
(day 2–3), 24.4% (day 3–7), 23.7% (week 1–2), 19.8% (after week 2).

Treatment Animal versus 
clinical

Acute stroke interventions were associated with a 26% smaller infarct volume in animals receiving 
treatment, and an 18%–31% smaller volume in humans receiving treatment compared to the control 
group. However, there was no correlation between the overall performance of individual drugs in 
animal experiments and clinical trials.

There was no agreement between the general direction of the estimated effect sizes of drugs from 
portioned metaanalyses of animal studies and individual trial results using the same drugs. 
However, there was fair agreement between the direction of the overall estimates from animal 
experiments and the overall estimates from clinical trials using the same drugs.

Animal experiments underestimated the effect of tPA by 4.7% and overestimated the effect of other 
treatments on infarct volume by 8.13% (average 7.2%).

Reporting method Animal experiments were associated with a 25% reduction in infarct where reported as an absolute 
level, and a 30% reduction where reported as a percentage of the hemisphere (stroke volume did not 
differ). When results where reported as areas, the average reduction was 19%. Clinical trials were 
associated with a 29% reduction where reported as a mean and 18% reduction where reported as a 
median value.

Species The greatest level of neuroprotection was seen in the nonhuman primate (47%, NT = 22 experiments) 
and the least in the hamster (−83%, NT = 15 experiments).

Strain Efficacy was lowest in the F344 (18%) and highest in the Lewis rat (66%) and Hooded Listar (60%) 
perhaps because of differences in the inflammatory response.

Pretreatment 
effect

Pretreatment differences in infarct volumes explained 31% of the variance in the final outcome 
(NT = 31). Animal studies rarely had smaller infarcts in the control group prior to treatment, 
suggesting a selection bias for the treatment groups may be operating.

Positive results Animal experiments were more likely to show a reduction in infarct volume (86% experiments) than 
clinical trials (54% trials). Improvement in the prespecified imaging hypothesis was 41% in clinical 
trials.

tPA versus other Where a hypothesis was tested, 50% of tPA clinical trials were beneficial and 56% showed a reduction 
in infarct volume in the treated group compared with control. In animal experiments this was 71%. 
In drugs other than tPA tested in clinical trial, 35% met the prespecified imaging hypotheses and 
52% showed a reduction in infarct volume (compared with 91% of animal experiments using the 
same drugs).

TABLE 20.14  Summary of Key Findings (cont.)
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In addition to the theoretical validity of the review pro-
cess, other prominent limitations of this review pertain 
to the search strategy and the method of analysis. The 
search strategy was limited, restricted only to PubMed, 
trial databases, cross-referencing and hand searching. 
Calculations of stroke size (as a percentage of hemi-
sphere) relied upon assumptions—in many cases—about 
hemispheric volumes. Estimates of infarct size were also 
adjusted for the number of animals in each group, but 
not for the variance. Further, there was no easy method 
of how to deal with data presented as medians. We tried 
to get around this by presenting the pooled estimate of 
drug efficacy using three different methods, but in the 
future, the investigation of nonparametric metaanalysis 
methods may assist. Further, any hypotheses generated 
about factors relevant to clinical outcomes are hampered 
by the small number of clinical trials reporting subject 
and stroke characteristics or by the homogeneity of these 
populations. To obtain this kind of information, analysis 
of data from individual patients pooled across a num-
ber of trials would be more appropriate. Alternatively, 
clinical trials might provide more meaningful data if 
restricted to patients with similar characteristics—such 
as angiographic criteria—as suggested 20 years ago by 
Molinari (1988).

At the broadest level the adequacy of the statistical 
approach in drug trials is open to question, particu-
larly with its neglect of individual differences (Hildeb-
randt, 2004). “Drug testing, as legally required today, 
has only arisen in modem times and is the result of an 
exchange between rational physiological medicine with 
its long-standing empirical therapeutics and the tradi-
tional natural historical school of the seventeenth and 
nineteenth centuries” (p. 847). Individual differences 
may be overlooked when gathering the information to 
generate information about efficacy, but this neglect may 
be replicated if these results are then reapplied to new 
patient groups without taking into account differences 
in this population.

It is also difficult to place a value on the contribution 
of animal models to something, which cannot be readily 
quantified—an idea, a theory, and an inspiration—some-
thing, such as circulation. Qualitative criteria—as largely 
used here—are not the only ones that matter. Neverthe-
less, they might provide some insight into factors impor-
tant to experimental design, such as the choice of animal 
species in experiments and how to improve the trans-
lation of experimental results—factors discussed in the 
final part of this paper.

4.3 Findings From This Review

4.3.1 Mouse or Monkey
The choice of animal species is often influenced by 

practical considerations, such as the cost and availability 

of animals, access to appropriate housing, and what 
species can be squeezed into a brain-imaging scanner. 
Though these concerns are important, they are subordi-
nate to the issue of ethics and concordance of the models 
with the human disease.

Primate research has been favored by some research-
ers because of the apparent face validity of these mod-
els. Although the infarct size generated in the primate 
model was similar to the humans (about 8% of the hemi-
sphere), the level of neuroprotection was substantially 
higher (M ± SE: primates: 47 ± 3%, humans: 27 ± 1.9%). 
By contrast, infarction in the rat occupies a larger pro-
portion of the hemisphere than in patients (28% vs. 8%), 
but exhibits a similar level of neuroprotection (M ± SE: 
rats: 26 ± 0.2%, humans: 27 ± 1.9%).

If rats are to be used to model stroke, and if the choice 
is determined by the need to obtain the most consistent 
infarct, then this study supports the use of SHRs. On the 
basis of similarity in infarct size to humans (as a per-
centage of the brain infarcted), then the results favor the 
use of the Lewis rat, as it has the smallest size stroke. 
However, on the basis of an equivalent level of neuro-
protection to clinical findings, results would support the 
use of either the Sprague Dawley or the SHR. Other fac-
tors will, of course, guide decisions determining strain 
choice—especially genetics—as researchers attempt to 
model subtypes of patients and comorbidities and other 
individual differences.

4.3.2 Individual Characteristics and Initial 
Differences

Early last century, Garrison wrote “Primitive man...
tried to treat the disease rather than the patient, not real-
izing... that the dynamic effect of a drug upon the pa-
tient’s body depends as much upon the delicate chemi-
cal adjustments of that body as upon the composition 
of the drug itself (Garrison, 1929).” The importance of 
individual variability of patients has been studied in a 
number of clinical trials, with the finding that baseline 
characteristics including site of arterial lesion, hypo-
perfusion volume and clinical scores are predictive of 
therapeutic response (Adams et al., 1999; NINDS, 2000; 
Saqqur et al., 2007; Warach et al., 2000). For instance, in 
the citicoline trial smaller pretreatment lesions in the 
treatment group were associated with a positive outcome 
(Warach et al., 2000), while the converse was found in a 
tPA combination therapy trial (Seitz et al., 2004). Other 
researchers have focused on the interactions of preexist-
ing inflammatory conditions and hyperglycemia (Kent 
et al., 2001).

Due to comparatively small sample size in animal ex-
periments, initial differences have the potential to skew 
experimental results. In this review, in the few stud-
ies, which measured pretreatment stroke size, baseline 
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infarction explained a large portion of the variance in 
outcome. Characterization of pretreatment stroke size 
and use of outcome measures which reflect pretreatment 
stroke size—such as infarct growth—may reduce the 
possibility for this bias. More sensitive tools than neu-
rological score or a laser Doppler reading may be neces-
sary to rate the size of strokes in animals prior to treat-
ment administration.

4.3.3 Mechanisms of Ischemic Damage
Can anything be adumbrated from this analysis re-

garding the mechanisms of stroke damage? All aspects 
of stroke models allude to the importance of blood flow 
in determining the outcome of ischemia. All factors that 
reduce blood flow tend to increase brain damage, includ-
ing permanent occlusion in animals, failure to reperfuse 
in patients, and delayed reperfusion in animals.

A role for edema is also imputed by the differences 
between percentage and absolute measures of infarct 
volume in the animals. The importance of metabolic 
factors is suggested by data demonstrating that fasted 
animals have a smaller infarct volume and by the utility 
of hypothermia as a protective treatment in animals. Ad-
ditionally, the influence of the choice of vehicle and the 
different response of those given glucose or cellulose-
loaded vehicles also attest to the impact of metabolism 
on outcome.

A potential role for the inflammatory response comes 
from an observation about stroke volumes. Interesting-
ly, there is a suggestion that brain volumes from stroke 
patients tended to be larger than brain volumes from 
cohorts of a similar age and sex but without a history 
of stroke (Janssen et al., 2007; Tupler et al., 2007). These 
differences persisted even after several months. Edema-
tous changes are believed to resolve within the 1st week 
or so after stroke, suggesting that a persistent residual 
level of brain inflammation may contribute to the larger 
size of stroke brains. A recent study of brain sizes has 
found that of the inflammatory markers tested, only the 
CD40 ligand was associated—albeit nonsignificantly—
with increasing brain size (Jefferson et al., 2007). Interest-
ingly, the plasma CD40 ligand has been linked to stroke 
(Duygu et al., 2008; Ferro et al., 2007). Given the inci-
dence of asymptomatic stroke in the population, brain 
volume may be a useful marker for identification of pa-
tients at risk of stroke.

4.3.4 Framework for Translational Research
Much effort has been directed toward trying to ex-

plain the failure of animal models to predict clinical trial 
results (Green et al., 2003; Millikan, 1992; Molinari, 1988; 
Zivin and Grotta, 1990; Wiebers et al., 1990). The most 
easily remedied outcome would be if the failure was 
attributable to insufficient rigor in experimental design, 

both on the part of scientists through a failure to tame 
potential sources of bias with blinding, randomization 
and adjustments for pretreatment levels of damage, and 
on the part of the clinical personnel, in attempting to 
apply treatments to heterogeneous populations in time 
frames beyond which they have been shown to be effec-
tive and without using comparable control groups.

Failing that, the next best outcome would be if the 
experimental parameters and endpoints themselves re-
quire modification. The validity of animal models may 
be compromised by experimental factors, such as the 
control of respiration, the use of anesthesia, the artificial-
ity of the occlusion device and the failure to provide ad-
equate social and environmental stimulation for normal 
neuronal network development. Such a scenario would 
require adaptation of existing models.

A more challenging scenario would be if the failure 
were attributable to a lack of resemblance in the physi-
ological processes of different species, perhaps due to 
scaling and vascular dissimilarities. Smaller brains have 
different patterns of fluid and heat transport, and net-
work connectivity: the importance of these factors has 
not yet been fully evaluated. Qualitatively different types 
of tissue might also be destroyed in brains of a differ-
ent scale. For instance, the hypothalamus is commonly 
damaged in longer occlusions using the suture model in 
rodents (Li et al., 1999). This may result in disturbances 
in temperature homeostasis, osmotic regulation, and the 
hypothalamic–pituitary axis stress response. This type of 
damage might not be evident if the results are given as 
a total infarct volume or if hypothalamic damage is sub-
sumed as “subcortical” damage. Similarly, amygdaloid 
nuclei are sometimes demarcated as “cortical” tissue in 
rat models. Standardized terminology and the develop-
ment of software for automated morphing of images 
into brain atlases may overcome some of these problems.

A new challenge to the relevance of animal models 
comes from the intriguing work of Garosi and cowork-
ers documenting the imaging of spontaneous strokes 
in dogs. Dogs are one of the few species where strokes 
have been documented to occur spontaneously in nature 
(or at least, to occur in urban areas near veterinary sur-
geons with animal MRI equipment). A remarkable thing 
about the location of infarcts in these dogs is that it dif-
fers markedly from that induced in animal models of 
stroke. The location of the infarct typically occurs more 
posteriorly, with a greater preponderance of occlusion 
in the rostral cerebellar artery (15 of 33 dogs) (Garosi 
et al., 2006). Few dogs had MCA occlusions (4 of 33 dogs) 
(Garosi et al., 2006). The dog does have some peculiar 
vascular features, which may prevent MCA occlusions, 
such as a well-developed set of extraintracranial arte-
rial anastomoses, which would facilitate blood flow to 
the brain in the event of occlusion (Daniel et al., 1953; 
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TABLE 20.15  Recommendations

Features Finding

Reporting All studies report mean, SD, median and range
Report statistics for individual drugs, even if not statistically significant and even if the focus of the paper is 

not the treatment but some other factors, such as imaging algorithms

Pretreatment Evaluate measures of brain damage before treatment (whether imaging or blood flow)

Control group Use historical controls with caution
Report drugs given in the human control group
Consider the use of a tPA, best medical care, or other positive control in animal experiments

Endpoints Develop scale independent endpoints or methods to assist in translation of results between animal and clinical 
fields

Jewell, 1952). Even so, surgically inducing a stroke in tis-
sue not usually the target of stroke in humans does raise 
the issue of the realism and generalizability of such an 
animal model.

“Natural” stroke has also been studied in rats, in the 
genetically modified strain stroke-prone spontaneous 
hypertensive rat (SPSHR) model. In this model, infarcts 
tend to occur in the medial cortex (in regions sometimes 
called “border zones”) (Yamori et al., 1976), rather than 
laterally as it does when stroke is surgically induced. 
One third of occlusions occur occipitally, again some-
what differently from the typical MCA lesion pattern in 
animal models

Establishing the equivalence in the progression of the 
infarct in animals and humans, and a methodology to 
scale and transform the experimental results to accurate-
ly predict clinical outcomes is a necessary prerequisite 
for the use of animals as drug-screening tools. Failure 
to establish equivalence in physiology may sound the 
death knell for use of existing animal models for efficacy 
testing, though not necessarily for generating and test-
ing hypotheses about the pathophysiology of ischemia. 
Nevertheless, more studies are needed to assess the vas-
cular, neuronal, and genetic differences in humans and 
animals used in stroke research if we are to determine 
their relevance.

For the purpose of evaluating translational research, 
it would be useful if both animal and clinical trials re-
ported data for all relevant summary statistics (includ-
ing means and medians), together with inclusion and 
exclusion criteria (Table 20.15). This is especially so in 
the case of clinical trials where data may be archived, as 
was the case for several clinical trials in this review. The 
development of novel, reproducible, and scale-indepen-
dent endpoints will also assist with the measurements of 
treatment effects. Algorithms for the adjustment of end-
points for scale and pretreatment characteristics, and al-
ternative measures, such as combined efficacy and safety 
data may also be useful (Dawson et al., 2001). Animal 

experimentalists might consider also using best medi-
cal care as a positive control group. All such factors are 
easily remedied by exercising adequate control over the 
experimental design phase.

5 CONCLUSIONS

“Whenever many different remedies are proposed 
for a disease, it usually means that we know very little 
about treating the disease, which is also true of a drug 
when it is vaunted as a panacea or cure-all for many 
disease” Garrison (1929), p. 25. And so it is for stroke: 
many drugs have been tested in animal models of 
stroke, and by and large we’ve been short changed. But 
is it reasonable to expect that libraries of compounds 
or treatments imported from other areas of medicine 
will serendipitously toss up the next “penicillin” for 
stroke? May be, may be not. Adherence to this course 
of action is more than likely fuelled by underfunding of 
stroke research than by the belief that this is the optimal 
course of action. But the risk of second-hand science is 
the prospect of second-class results. Arguably, it is not 
the animal models, which have failed, but the neuro-
protection research strategy.

The future landscape of stroke medicine may be 
very different. Effective primary prevention strate-
gies may reduce the need for acute stroke treatments 
or change the nature of the disease itself, as might the 
aging of the population. Human imaging and genet-
ics promise to reduce the historical reliance on animal 
models. Nevertheless, current costs provide hurdles 
to wholesale introduction of these technologies in the 
immediate future, so in the interim, treatments should 
ideally be tailored to fit the disease, not the disease-
model or the budget. This may necessitate a return to 
first principles and greater emphasis on understanding 
the fundamentals of stroke pathophysiology (Dirnagl 
et al., 1999; Lo et al., 2003).
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ACRONYMS
M Mean
SD Standard deviation
NT Number of clinical trials or experiments
NP Number of patients or animals
IV Infarct volume
MCA Middle cerebral artery
ECA External carotid artery
ICA Internal carotid artery
M1-6  Categorization of the branches of the MCA used for the 

description of the human cerebrovasculature
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1 INTRODUCTION

1.1 The Function and Importance of Olfaction

Olfaction or the sense of smell is the process of odor-
ant reception and interpretation by neuronal tissue. This 
aspect of the sensory system is important to animal sur-
vival because odorants provide cues for essential be-
haviors such as foraging, mating, and predator evasion. 
Outwardly, humans do not have the same dependence 
on the olfactory system for survival; however, they do 
retain similar capabilities. Although often overlooked, 
the sense of smell has a significant effect on human be-
havior and emotions (Stevenson, 2010). Not only can we 
recognize certain odors and interpret them accordingly, 
but we also learn to associate certain odors with memo-
ries and positive or negative experiences (Table 21.1). 

Due to the emotional associations with certain odors, the 
olfactory system is considered important for quality of 
psychological life and its impairment has thus been as-
sociated with cases of depression (Pause et al., 2001). The 
decrease in quality of life associated with individuals 
who have olfactory deficits is largely due to paralleled 
impairments in eating, safety, personal hygiene, and sex 
life (Hummel and Nordin, 2005).

Deficits in olfaction also represent accessible symptoms 
to aid in clinical diagnosis of neurodegenerative disease. 
Diagnosis of neurodegenerative disease is a key challenge 
because discriminating between similar diseases is criti-
cal to proper disease management, early diagnosis is be-
lieved to be central to effective intervention, and accurate 
measures of disease progression remain a fundamental 
challenge in assessing treatments in experimental trials.
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Although chemosensation is not essential to sur-
vival, specific odors will stimulate behaviors that can 
be considered attractive or aversive. The same is true 
for animals, and while sensitivity thresholds, specific 
odorants, and behaviors vary across vertebrates, the 
major anatomical and neurophysiological components 
that make up the olfactory system are conserved across 
many species (Ache and Young, 2005; Tierney, 2015). In 
general, the process of olfaction involves three stages: 
(1) odorant binding to a specific receptor on an olfac-
tory sensory neuron (OSN); (2) a cascade of intracel-
lular events leading to neuron depolarization; and (3) 
signal relay to the olfactory bulb for interpretation 
via comparison of OSN depolarizations. To facilitate 
odorant–receptor interaction, OSNs are exposed to the 
external environment, typically as part olfactory epi-
thelia in the nasal pit or cavity. Odorants are believed 
to bind or otherwise interact with OSN receptors in 
a manner ranging from the specific (lock and key) to 
the general (Amoore, 1964; Brookes, 2011; Doty, 2010). 
Some receptors are believed to exhibit steric interac-
tion with multiple odorants that are structurally simi-
lar, but bind to them with different affinities. Follow-
ing this theory, receptors on OSNs are odorant specific 
to varying degrees and receptor expression is variable 
across species. Most commonly, the receptors in ques-
tion are G-protein coupled, and upon odorant bind-
ing, G-protein activation results in one of two known 
signaling cascades (adenylyl cyclase/cyclic-AMP or 
phosphoinositide/IP3) resulting in a neuron depolar-
ization. If the signal from the activated neuron is suf-
ficiently strong, an action potential may be conducted 
along an axon to the olfactory bulb in the brain. At the 
level of the brain, the odorant is interpreted and physi-
ological or behavioral responses may ensue. A more 
detailed explanation of anatomy and neuronal process 
is beyond the scope of this chapter, but is reviewed in 
Ache and Young (2005) and Firestein (2001).

1.2 Olfactory Dysfunction

Deficits in olfactory function can occur at several 
levels of the olfactory system and to varying degrees. 
Typically, olfactory distortions present in one of three 
ways (Leopold, 2002). The first type refers to a de-
creased ability to perceive odors from partial (hypos-
mic) to complete (anosmic) loss of olfactory sensitiv-
ity. The two remaining types of dysfunction involve 
a change in odorant perception (dysosmia). The two 
known types of change refer to either odorant per-
ception in an odorless environment (phantosmia) 
or a change in odorant perception, that is, odors are 
perceived incorrectly (troposmia). These conditions 
represent the main problems associated with olfac-
tory dysfunction in general: detection, identification, 
and distinction. The etiologies for each dysfunction 
are variable, and documented cases suggest potential 
malformation, damage, or degeneration of the chemo-
sensory tissues (Table 21.2). To investigate the relative 
frequencies of causes, a study examined 278 patients 
with olfactory dysfunction and found the proportions 
of causes to be posttraumatic (17%), postviral (39%) si-
nonasal disease (21%), congenital (3%), sporadic (18%), 
and other (3%) (Temmel et al., 2002). Congenital olfac-
tory disorders (a relatively small proportion of cases) 
are unique in that they are typically the result of genet-
ic defects that prevent either partial or entire olfactory 
tract or bulb development (Yousem et al., 1996). These 
disorders are usually part of congenital syndromes 
and thus accompany other major physiological ab-
normalities such as hypogonadism in Kallmann’s and 
Bardet-Biedl syndromes (Hummel et al., 1991; Iannac-
cone et al., 2005). The other potential causes are related 
to damage inflicted upon the olfactory system. For ex-
ample, case studies have demonstrated associations 
between exposure to metals, industrial agents, and 
pesticides and morphological and functional damage 

TABLE 21.1  Human Olfactory Ability

Odors Associated abilities References

Food Edibility recognition, taste–odor association, 
dietary management

Aschenbrenner et al. (2008); Bonfils et al. 
(2008); Fallon and Rozin (1983); Stevenson 
et al. (1995)

Environmental hazards (e.g., fire, gas 
leaks)

Danger identification Aschenbrenner et al. (2008)

Microbial hazards (e.g., waste, illness) Disgust/aversion, immune response Moscavitch et al. (2009); Rubio-Godoy et al. 
(2007); Stevenson et al. (2010)

Other humans Kin recognition, mate selection, anxiety/fear 
recognition

Ackerl et al. (2002); Olsson et al. (2006); Prehn 
et al. (2006); Thornhill et al. (2003); Weisfeld 
et al. (2003)

Adapted from Stevenson, R.J., 2010. An initial evaluation of the functions of human olfaction. Chem. Senses 35 (1), 3–20.
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(Smith et al., 2009; Sunderman, 2001; Upadhyay and 
Holbrook, 2004). Despite the rarity, it is important to 
note the permanence of damage-induced olfactory loss 
in cases where the tissue cannot fully recover. As an 
example, there is a case study of a head trauma pa-
tient who experienced anosmia following injury with 
an eventual shift to dysosmia (phantosmia) and re-
ported the consistent detection of a “rotting garbage” 
odor (Kern et al., 2000). Tissue samples from this case 
indicated incomplete regeneration of the olfactory tis-
sue following damage. There are also anecdotes that a 
change in smell or perception of “burning toast” indi-
cates a stroke or heart attack, although this is not sub-
stantiated, but is not without some logic.

Natural aging and degeneration of sensory tissue is 
also a common source of olfactory loss. Whether or not 
increased damage over time or decreased ability to re-
pair damage is the route of olfactory senescence has not 
been determined. Nevertheless, it has been document-
ed that with increased age there is a higher incidence of 
olfactory dysfunction which supports a natural loss of 
sensory skill with an aging brain (Robinson et al., 2002; 
Wong et al., 2010). Functionally, elderly people show 
a reduction in abilities related to odor identification, 
memory, and sensitivity (Lehrner et al., 1999). In terms 
of pathological changes, little is known about neuro-
nal modifications in healthy human aging and even 
less that is specific to the olfactory system (Dickstein 
et al., 2007). However, it is well known that older co-
horts of individuals are more likely to be diagnosed 
with several neurodegenerative diseases that are also 
associated with, and likely causative of, olfactory dys-
function. Pervasive challenges in early diagnosis of 
neurodegenerative disease make it difficult to discrimi-
nate whether olfactory dysfunction in elderly popula-
tions represents healthy aging versus undetected early 
stage neurodegeneration.

1.3 Neurodegenerative Diseases and Loss of 
Olfaction

Prior to association with neurodegenerative diseases, 
little was published concerning olfactory inconsistency 
and disease. Investigations began in the industrial world 
as early as 1947 in relation to olfactory loss in varnishing 
industry workers, and following this work, subsequent 
industry related studies followed (Joyner, 1963). Along 
the same lines as chemical disturbances and olfaction, 
smoking and effects on olfactory deficit were also inves-
tigated (Joyner, 1964). Surprisingly, the first published 
association between olfactory dysfunction and neuro-
degenerative disease did not appear until 1975, and it 
described the symptom in patients suffering from Par-
kinson’s disease (PD) (Ansari and Johnson, 1975). Since 
then, researchers have shown many cases of correlation 
between olfactory deficiency and neurodegenerative 
disease with varying severity (Table 21.3).

Olfaction–disease associations have resulted in a 
multitude of theories concerning not only the route and 
targets in the pathogenesis, but also the validity in iden-
tifying hyposmia and anosmia as disease precursors. Al-
zheimer’s disease (AD), PD, Huntington’s disease (HD), 
multiple system atrophy (MSA), and amyotrophic lat-
eral sclerosis (ALS) all have associated olfactory loss in 
conjunction with cognitive symptoms and neuropatho-
logical markers. Interestingly, the diseases in question, 
perhaps excluding AD, also exhibit varying degrees and 
types of defective motor skills. The diseases also have 
specific cognitive and neuropathological markers (Ta-
ble 21.4). Each condition is associated with the develop-
ment of unique neuronal protein aggregates as well se-
lective neuron loss. By investigating both the similarities 
and differences between these diseases, researchers are 
beginning to provide insight into their acquisition and 
progression (Leighton and Allison, 2016).

TABLE 21.2  Olfactory Dysfunction Etiologies

Route Example References

Genetic Kallmann’s Mutations resulting in aplasia or hypoplasia 
of olfactory bulb or neuronal tracts

Hummel et al. (1991); Karstensen and Tommerup 
(2012); Schwanzel-Fukuda et al. (1989)

Toxins Industrial agents, 
metals

Morphological damage to either exposed 
olfactory epithelium and metal transport 
to olfactory bulb

Smith et al. (2009); Sunderman (2001); Upadhyay 
and Holbrook (2004)

Post viral Rhinovirus Direct attack on olfactory epithelium Jafek et al. (2002); Seiden (2004); Suzuki et al. 
(2007)

Autoimmune 
diseases

Multiple sclerosis Plaque formation in olfactory-related brain 
regions

Doty et al. (1998); Moscavitch et al. (2009); 
Zivadinov et al. (1999)

Neurodegenerative 
diseases

Alzheimer’s Nonfibrillar amyloid-β deposition and 
taupathies in the olfactory bulb

Wesson et al. (2010)

Adapted from Gaines, A.D., 2010. Anosmia and hyposmia. Allergy Asthma Proc. 31, 185–189; Harris, R., Davidson, T.M., Murphy, C., Gilbert, P.E., Chen, M., 2006. 
Clinical evaluation and symptoms of chemosensory impairment: One thousand consecutive cases from the Nasal Dysfunction Clinic in San Diego. Am. Journal 
Rhinol. 20, 101–108 .
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1.4 Disease Models and Olfactory Focus

Despite all the challenges, uncertainty and com-
plexity of assessing patients for externally manifested 
symptoms such as cognitive, olfactory, and motor per-
formance, such tests are relatively simple in contrast 
to those that define causality of disease progression 
and etiology, which is limited to biomarkers, noninva-
sive imaging, and postmortem histological analysis. As 
a result, researchers rely heavily on simulating these 
diseases in animal models to gain an understanding of 
pathogenesis, as well as to establish platforms for testing 
of potential treatments. Classically, studies have relied 
heavily on rodents due to their genetic and physiological 
similarities to humans. However, recent developments 
in zebrafish (Danio rerio) have allowed them to emerge 

as a viable complementary model of human neurode-
generative diseases. The zebrafish genome has been 
fully sequenced, being the most thoroughly annotated 
genome available after human and mouse. Many meth-
ods of genetic modifications are evolving quickly in ze-
brafish. Despite being nonmammalian, zebrafish have 
general vertebrate anatomical structures and many hu-
man genes have high sequence similarity and are func-
tionally conserved. In addition, their relatively modest 
cost, high fecundity, and ability to breed throughout the 
year enable high throughput in vivo screening of phe-
notypes, which is invaluable to forward genetic and 
pharmaceutical studies. To facilitate their application, 
the scientific community has developed resources such 
as ZFIN: The Zebrafish Model Organism Database and 

TABLE 21.3  Olfactory Impairment in Neurodegenerative Disease

Disease Degree of olfactory impairment References

Alzheimer’s disease severe Devanand et al. (2000); Djordjevic et al. (2008); 
Doty et al. (1987)

Parkinson’s disease severe Ponsen et al. (2009); Ross et al. (2008); Tissingh 
et al. (2001)

Huntington’s disease moderate Barrios et al. (2007); Lazic et al. (2007)

Multiple system atrophy moderate Abele et al. (2003); Kovács et al. (2003)

Amyotrophic lateral sclerosis/motor neuron disease mild Hawkes et al. (1998); Sajjadian et al. (1994)

Amyotrophic lateral sclerosis – parkinsonism 
dementia complex of Guam

severe Ahlskog et al. (1998)

Adapted from Hawkes, C.H., Shephard, B.C., 1998. Olfactory evoked responses and identification tests in neurological disease. Ann. N. Y. Acad. Sci. 855 (1), 608–615.

TABLE 21.4  Markers for Select Neurodegenerative Diseases With Olfactory Dysfunction

Disease Neuropathological markers Motor defects
Cognitive/psychological 
symptoms References

Parkinson’s Lewy bodies; loss of 
dopaminergic neurons

Tremor; dyskinesia Depression, apathy, 
anxiety

Poletti et al. (2012)

Alzheimer’s Amyloidβ plaques; 
neurofibrillary tangles; neuron 
loss

— Dementia, memory loss, 
confusion paranoia, 
loss of language

Helmes and Østbye 
(2002)

Multiple system 
atrophy

Glial cytoplasmic inclusions; 
neuronal cytoplasmic 
inclusions; neuronal nuclear 
inclusions; regional neuron 
loss/atrophy

Dystonia, ataxia Depression; visuospatial, 
constructional, verbal 
fluency and executive 
functional deficits

Balas et al. (2010); Boesch 
et al. (2002); Burn and 
Jaros (2001); Kawai 
et al. (2008); Nakazato 
and Suzuki (1996)

Huntington’s Atrophy and neuron loss; 
aggregates

Chorea, rigidity, dystonia Visuospatial, memory, 
and prefrontal 
associated tasks 
dysfunction

Gómez-Tortosa et al. 
(1998); Gutekunst et al. 
(1999); Halliday et al. 
(1998); Walker (2007)

Amyotrophic 
lateral sclerosis

Bunina bodies, ubiquinated and 
Lewy body-like inclusions; 
motor neuron degeneration

Muscle atrophy and 
loss of movement; 
parkinsonian tremor 
associated with some 
subsets

Dementia associated 
with some disease 
subsets

He and Hays (2004); 
Ikemoto et al. (2000); 
Okamoto et al. (2008); 
Wilson et al. (2004)
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Zebrafish International Resource Center for information 
sharing concerning zebrafish research to enhance knowl-
edge and future discovery. For these reasons, zebrafish 
represent an alternative for fast and economical inves-
tigatory and therapeutic studies of neurodegenerative 
disease. The use of zebrafish continues to grow, with 
expanding examples of neurodegenerative disease mod-
els (Benedetti et al., 2016; Das and Rajanikant, 2014; Lat-
tante et al., 2015; Li et al., 2015; Liu et al., 2015; Newman 
et al. 2014a; Sarath Babu et al., 2016; Schmid et al., 2013; 
Veldman et al., 2015; Yu et al., 2015). Through studies 
applying “omics” and systems biology approaches, rich 
information can be produced about how treatments of 
interest impact upon the diseases in question, allowing 
zebrafish studies to contribute to future modeling and 
serve as an effective comparator to mouse models.

Intriguingly, for the zebrafish models that exist, behav-
ioral and physiological assays using olfaction are rare. 
However, this can also be said of rodent models; despite 
the prevalence of loss of olfaction in neurodegenerative 
diseases (Table 21.3), olfactory endpoints are also rare 
(Glasl et al., 2012; Ubhi et al., 2010). The techniques estab-
lished for sensory assessment therefore hold a great deal 
of unexplored potential. This chapter describes the cur-
rent methods used to model certain neurodegenerative 
characteristics in zebrafish and suggests novel applica-
tions for established techniques to enhance future studies.

2 BUILDING RELEVANT MODELS

In modeling human disease in animal models, the 
goal is to create a condition that recapitulates the symp-
toms, pathology, and/or molecular events of the dis-
ease as closely as possible. Techniques typically used 
in zebrafish exist in two distinct categories: genetic and 
nongenetic.

2.1 Genetic

As defects in genes or gene products are common 
contributors to the development of disease, studying 
the phenotypes that result from induced gain and loss 
of function can help elucidate normal gene activity and 
pathogenic events. Typically, genetic engineering to cre-
ate animal models of disease has a necessary focus on 
familial forms of disease that are the minority of patient 
cases; the so-called “sporadic” forms of disease, that is, 
those with no clear genetic link or insult to begin the dis-
ease progress, are prominent in patients and remain very 
challenging to model in any animal system because they 
cannot (almost by definition) be predictably induced.

Here we describe methods for gene knockdown and 
overexpression in zebrafish, allowing tractable in vivo 

assessment of disease-related outcomes. In the diseases 
of interest herein, the causal mutations typically lead 
to misfolding and aggregation of proteins, and animal 
modeling has focused on overexpression of aggregating 
disease-related gene variants. However, such protein 
misfolding also results in at least partial loss or subver-
sion of protein function (Leighton and Allison, 2016), 
such that gene knockdown and mutagenesis approach-
es can inform disease etiology. We begin by discussing 
methods of transient gene knockdown and overexpres-
sion in zebrafish that are suitable for assessing embryos 
and larvae, and subsequently review methods enabling 
long-term and progressive genetic impacts.

Although many tools are currently available to ze-
brafish, not all of them have been applied to modeling 
the diseases in question, but in future will serve as novel 
approaches to existing problems [Skromne and Prince 
(2008) provides a review of genetic manipulation tools in 
zebrafish]. It is also noteworthy that the diseases in ques-
tion are generally associated with aging, and are late-
onset progressive diseases, whereas much of the techno-
logical innovation surrounding zebrafish genetics and 
drug screening has centered on early development as a 
natural consequence to zebrafish being originally intro-
duced as a model of vertebrate development rather than 
degeneration. Thus, disease modeling in zebrafish may, 
in some instances, be most powerful when it is designed 
to represent in vivo modeling of physiological or mo-
lecular aspects of disease etiology, rather than end-stage 
degeneration and process that generally occur only in 
aged patients. Despite this history of zebrafish technolo-
gies having a focus on early development, several in-
stances of modeling and measuring disease progression 
exist (DuVal et al., 2014; McGown et al., 2013; Ramesh 
et al., 2010), enabled by transgenesis and adapting the 
techniques from comparative fish physiology used to 
asses adults of other fish species.

2.1.1 Morpholinos
The use of antisense morpholino oligonucleotides 

(morpholinos) in embryonic zebrafish was first dem-
onstrated to be an effective method of transient loss-of-
function in 2000 (Nasevicius and Ekker, 2000). Morpho-
linos, as modified oligonucleotides, bind target mRNA 
and block translation, thereby knocking down gene ex-
pression; alternatively, morpholinos can induce abnor-
mal intron inclusion or skipping and thus modify (abro-
gate) protein production. Embryos are injected at the one 
cell to four stage, and efficacy can last for up to 5 days but 
may vary with dose or transcript and/or protein kinet-
ics (Bill et al., 2009). Along with established controls for 
efficacy, microinjection of synthetic target mRNA is co-
injected to show phenotype rescue and control for mor-
pholino specificity (Bedell et al., 2011; Bill et al., 2009), 
whereas delivery of null mutant mRNA should fail to 
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rescue the same phenotypes (Bedell and Ekker, 2015a). 
With the recent advent of practical targeted mutagenesis 
(see later), additional controls may be advisable such 
as demonstrating that the morpholino has no effect in 
zebrafish carrying null mutations in the target gene. 
However, this latter control requires fulfilling the rarely 
met assumption that phenotypes resulting from acute 
partial loss of function (via morpholino) will be similar 
to phenotypes resulting from long-term loss of function; 
in the latter, breeding strategies to recover mutants are 
obliged to select for individuals that compensate for lack 
of the gene product (Rossi et al., 2015). The temporary 
nature of this microinjection knockdown typically limits 
observations to early life stages, which can be challeng-
ing when attempting to model an adult-onset disease. 
Furthermore, genes of interest often have multiple roles 
in development, resulting in off-target effects present-
ing as lethality or physical abnormalities. Nevertheless, 
morpholinos provide insight into gene function through 
temporary deficiency. Studies discussed further on in 
this chapter have already used morpholinos to target 
certain genes related to neurodegenerative diseases and 
have been able to induce the desired phenotypes in ze-
brafish. However, a recent advancement in this method 
called a photomorpholino or photo-caging remains rare-
ly applied to disease target genes. Photomorpholinos 
(sense and antisense) are a novel technique that allows 
gene function to be manipulated when desired through 
ultraviolet light exposure (Deiters et al., 2010; Tallafuss 
et al., 2012). Photomorpholinos can be controlled tem-
porally and spatially and be as specific as single-cell ac-
tivation (Shestopalov et al., 2007; Tallafuss et al., 2012). 
The targeting and temporal control available with a 
photomorpholino could provide interesting results if 
applied to specific brain structures such as the olfactory 
bulb. Another recent way to control spatial and tempo-
ral morpholino action is through electroporation (Cerda 
et al., 2006; Thummel et al., 2006). With this technique, 
targeted electrical current temporarily changed the per-
meability of cells, which allowed for the entrance of 
morpholinos into the organism. Although photo-caging 
and electroporation have not yet been widely applied to 
disease modeling, they have potential for future appli-
cation. Until then morpholino-mediated knockdown in 
general is the most common approach of initiating loss-
of-function in zebrafish.

An alternative to morpholinos that is on the horizon 
for gene knockdown in zebrafish is CRISPRi (CRISPR 
Interference). This requires delivery of guide RNA de-
signed to bind the transcript of interest, along with CRIS-
PR/Cas9 as per emerging methods targeted mutagenesis 
(see later), except that the Cas9 is catalytically inactive 
and instead of cutting DNA remains bound and repress-
es translation (Larson et al., 2013; Long et al., 2015). This 
approach has potential to be an effective complement to 

morpholinos, as it will be an independent method to as-
sess the effects of acute gene knockdown, though it will 
certainly require the thorough controls for efficacy and 
specificity that have come to be expected for assessing 
outcomes of morpholino delivery in zebrafish (Long 
et al., 2015).

2.1.2 mRNA Injection
In addition to being used as a rescue control for mor-

pholino work, mRNA can be injected into embryos to 
investigate the transient effects of overexpression (Kelly 
et al., 1995). Gain-of-function is an effective approach for 
studying gene function by inducing expression spatial-
ly and/or temporally where it would otherwise not be 
present or be present at lower levels. Methods remain 
limited to microinjection, and as with morpholinos, the 
use of photo-caging and electroporation may be applied 
to enhance the spatiotemproal specificity of expres-
sion (Ando et al., 2001; Cerda et al., 2006; Skromne and 
Prince, 2008). This technique may also be used to inves-
tigate loss-of-function by comparing results of wild-type 
versus mutant or nonfunctional mRNA, or can be used 
to overwhelm endogenous gene expression via produc-
tion of a dominant-negative protein (Koos and Ho, 1998). 
Both types of construct injection have been integral in 
the existing studies of neurodegenerative disease.

2.1.3 Transgenics
Animal modeling in neurodegenerative disease has 

frequently utilized overexpression of human disease-
related gene variants. Transgenic zebrafish can be used 
in this fashion, and have essentially had exogenous 
genes added to their genome, and as such can be used 
for many different experimental applications such stable 
overexpression, dominant-negative mutation expres-
sion, and general analysis of gene regulation. Another 
common use is the expression of fluorescent proteins in 
cells of interest to allow monitoring of the health of spe-
cific cells or tissues following genetic or chemical treat-
ment. Fluorescent reporters deployed in zebrafish can 
report a myriad of gene functions and cell states, such 
as abundance of intracellular signaling [retinoic acid 
abundance (Schilling et al., 2016) or Wnt signalling (Dor-
sky et al., 2002)], cell death (McCutcheon et al., 2016; 
van Ham et al., 2010), or genetically encoded calcium 
imaging to reveal neuronal activity (Fosque et al., 2015; 
Kim et al., 2014). Transgenesis can be induced in a va-
riety of ways and manipulated for temporal and tissue 
specific expression; however, this chapter will not go 
into the specific mechanisms of action (Skromne and 
Prince, 2008). The three established methods for trans-
genic generation in zebrafish use microinjection or elec-
troporation of either linearized DNA, meganuclease, or 
a transposon into single-cell embryos (Sager et al., 2010). 
The most commonly used method in zebrafish involves 
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microinjection of embryos with a plasmid DNA (con-
struct) composed of the transposase mRNA and trans-
poson (often Tol2) (Clark et al., 2011; Kawakami, 2004; 
Kawakami et al., 2004). The insertion can then be passed 
on to approximately 50% of the progeny. In the last few 
years, transposon-mediated transgenesis has allowed 
for effective use of Cre/lox constructs which is a critical 
technique in mice (Hans et al., 2009). Transgenesis has 
become a common method for disease model creation 
and several models currently exist pertaining to neuro-
degenerative conditions (Sager et al., 2010).

2.1.4 Zinc-Finger Nucleases and TALENs 
to Induce Mutations

Zinc-finger nuclease (ZFN)-mutagenesis is currently 
one of the few methods to create a genetic knockout or 
permanent mutation in zebrafish. The lack of an effec-
tive method is a significant disadvantage in comparison 
to rodent models, especially in relation to disease model-
ing where long-term mutation is relevant; however, ZFN 
is a potential technique in development. Embryos are 
injected mRNA which encodes DNA-binding proteins 
fused to endonucleases that cut DNA (Bandmann and 
Burton, 2010; Fleisch et al., 2013; Gupta et al., 2011; Meng 
et al., 2008). The proteins then create double strain breaks 
in the gene of interest to which they have been targeted. 
Cellular repair of the induced break is prone to error lead-
ing to a stable mutation (often a small insertion or dele-
tion that causes a frame shift and truncated protein) in the 
appropriate gene. An alternative to ZFNs in zebrafish is 
TALENs (transcription activator-like effector nucleases) 
that work on a similar principle of creating DNA-binding 
domains to target a gene of interest, fused to endonucle-
ase domains to cut the target DNA (Sun and Zhao, 2013). 
Both ZFNs and TALENs require substantial expertise and 
time to construct prior to delivery to zebrafish. Research-
ers worked to perfect and enhance the success rate of 
these costly method to expand its use (Foley et al., 2009; 
McCammon et al., 2011; Pillay et al., 2013); however, the 
technology has been supplanted by CRISPR/Cas9 which 
is easier to deploy and more efficient.

2.1.5 CRISPR/Cas9 to Induce Mutations
The approach to targeted mutagenesis in zebrafish 

using CRISPR/Cas9 can be very similar clustered regu-
larly interspaced short palindromic repeats (CRISPR)/
CRISPR.

CRISPR-associated protein 9 type II (Cas9) system 
(Armstrong et al., 2016) can be very similar to that de-
scribed earlier using ZFN or TALENs. In each instance 
one can target a gene of interest to induce a cut in that 
DNA sequence, and repair of said cut is error-prone, 
thus leading to frame shifts and nonfunctional protein 
products. The CRISPR/Cas9 protein complex is direct-
ed to the target DNA by a guide RNA (gRNA) that is 

complementary to the DNA of interest, enabling cutting 
of the target DNA. The appeal of CRISPR/Cas9 is that, 
once operational in a laboratory, it is rather straight-
forward to generate gRNAs designed to cut the target 
DNA, and several sites can simultaneously be targeted 
within many genes to increase success rates and/or pro-
duce larger mutations such as exon deletions and clear 
null alleles. Although producing gRNAs is straightfor-
ward for molecular biologists accustomed to such work, 
it should be noted that the effort to generate a stable 
mutant line remains resource-intensive with respect to 
time, husbandry space, and technical work. Regardless, 
the CRISPR/Cas9 system has already produced intrigu-
ing mutants in zebrafish (Hruscha et al., 2013; Hwang 
et al., 2013; Jao et al., 2013). Caution is warranted with 
respect to whether mutations produced are null alleles, 
as in some instances insertions or deletions created in the 
target gene may not disrupt the gene in a straightforward 
manner; downstream translational start sites, phantom 
exons, and copy number variants all have the potential 
to confound the approach. Furthermore, specificity of the 
mutagenesis methods must be assumed to be imperfect 
and creating other mutations throughout the genome, 
such that any phenotypes observed must be proven to 
be causally linked to the engineered mutation of interest. 
Finally, genetic compensation for mutations may be sub-
stantial in zebrafish (Bedell and Ekker, 2015b), wherein 
acute gene knockdown produces phenotypes that are 
demonstrably specific, yet mutations in the same gene 
produce no overt phenotype and confound analysis.

2.1.6 Zebrafish Knock-In
Until recently a major limitation to disease modeling 

in zebrafish was the inability to edit DNA as is done to 
successfully model disease genetics in other model sys-
tems. The introduction of targeted mutagenesis to ze-
brafish, especially the efficient CRISPR/Cas9 system, 
promises to enable genome editing in zebrafish. Briefly, 
one delivers CRISPR/Cas9 with targeted gRNA as de-
scribed earlier to induce cuts in a target gene; alongside 
this one delivers a synthetic section of DNA with high 
percent identity to the region being altered, to serve as 
a template that is used to repair the DNA. The synthetic 
donor DNA template can be manipulated to encode var-
ious disease-related mutations or other genetic elements, 
promising great flexibility in how diseases are modeling 
in zebrafish. The approach has already allowed engi-
neering of several unique zebrafish strains (Armstrong 
et al., 2016; Auer et al., 2014; Bedell and Ekker, 2015b; 
Irion et al., 2014; Kimura et al., 2014).

2.1.7 Gene Targeting
Due to the current limitations of morpholinos and 

ZFNs, another method has been developed in an attempt 
to obtain a stable genetic knockout in zebrafish. A strategy 
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called TILLING (Targeting Induced Local Lesions in Ge-
nomes) combines chemical mutagenesis (e.g., N-ethyl-N-
nitrosourea) with high throughput genetic screening to 
identify animals with the mutations of interest (Wienholds 
et al., 2003). This protocol has successfully created genetic 
knockouts in zebrafish modeling fragile X-syndrome and 
its success hints at application to neurodegenerative genes 
of interest (den Broeder et al., 2009). TILLING provides an 
attractive knockout alternative to ZFNs.

2.2 Nongenetic

Although genetic manipulation is very effective at 
inducing the appropriate defects, there are certain com-
pounds that mimic the neurological loss and the loco-
motion phenotypes specific to the diseases in question. 
Further merit to this method is supported by report-
ed instances of neurodegenerative disease correlated 
with toxic exposure (Gorell et al., 1998; Li et al., 2014; 
Smith et al., 2009). Treatments that evoke responses 
can be carried out via environmental contact (aque-
ous solution), ingestion, or injection. The methods of 
treatment can potentially yield different or off-target 
results, and therefore the likely mode of exposure for 
humans as well as the most relevant induced pheno-
type must be taken into consideration when evaluating 
these models. The neurological disorders discussed in 
this chapter are commonly modeled in this fashion 
and successfully express appropriate disease charac-
teristics (Anichtchik et al., 2004; Bretaud et al., 2004; 
Lee and Freeman, 2016; McKinley et al., 2005; Pinho 
et al., 2016). Even so, there are some compounds that 
have been tested in rodents that have yet to be tested 
on zebrafish (Beal et al., 1991).

2.3 Genetic and Nongenetic Summary

By attempting both genetic and chemical types of 
models separately or in concert, researchers gain not 
only more information about pathogenesis, but also 
potential therapeutic and preventative measures. The 
methods described here have been applied in some 
capacity to investigate zebrafish olfactory and neu-
romuscular systems. For example, transgenic expres-
sion of fluorescent proteins has been used to visualize 
motor and olfactory neurons (Higashijima et al., 2000; 
Yanicostas et al., 2009). Direct modification of these 
systems helps elucidate functional and developmental 
aspects that may be relevant to disease pathogenesis. 
However, in terms of modeling neurodegenerative dis-
eases, studies tend to target already suspected genetic 
and chemical linksto replicate the symptoms observed 
in humans. As motor and olfactory deficits are char-
acteristic symptoms of the diseases discussed here, it 
is important to examine related endpoints in animal 
models.

3 OLFACTORY–NEUROMUSCULAR 
DISEASES

3.1 Parkinson’s Disease

The first official documented study on PD was described 
as a shaking palsy and is accredited to James Parkinson’s 
essay in 1817, which described several case studies (Parkin-
son, 2002). Over time, closer examination of symptomatic 
and postmortem patients led to an array of recognizable 
disease characteristics. PD is now classified as a progres-
sive disease largely affecting the motor system with gen-
erally middle-age onset, although incidence increases with 
age (Dauer and Przedborski, 2003). Currently, PD is the sec-
ond most common neurodegenerative disease.

The hallmark physical manifestation of PD is tremor 
or shaking palsy. Although it is easy to identify when 
present, clinical expression between patients is variable 
and may or may not appear in conjunction with bradyki-
nesia (slowness of movement), rigidity, and postural dif-
ficulties. As a result, a PD-specific tremor is classified as 
such only when associated with a positive neurological-
ly based diagnosis (Dauer and Przedborski, 2003; Deus-
chl et al., 1998). The neurological traits primarily involve 
loss of nigrostriatal dopaminergic (DA) neurons in the 
substantia nigra leading to dopamine depletion in the 
striatum and the development Lewy bodies (abnormal 
intraneuronal protein aggregates). Although DA neuron 
loss is considered the hallmark of PD, neurodegenera-
tion and Lewy bodies affect other parts of the brain in-
cluding the amygdala and the olfactory tract and bulb 
(Braak et al., 2003). Mitochondrial dysfunction, with re-
spect to complex I in particular, in the affected neuronal 
areas has also been linked to PD and may be linked to 
both sporadic and familial causes of PD (Büeler, 2009).

Olfactory impairment in PD patients was first noted 
in 1975, and it has been shown repeatedly that defects 
in sense of smell can be severe, stable, and may occur 
in PD cases as frequently as tremor (Ansari and John-
son, 1975). Those affected have impairments in odor 
detection (thresholds), discrimination, and identifica-
tion, although it is important to note that with reduced 
detection ability, discrimination and identification also 
prove more challenging (Boesveldt et al., 2008; Tissingh 
et al., 2001). Since discovering the link between compro-
mised olfaction and PD, impaired smell has been used 
as an early indicator of PD, and has been suggested as a 
valuable screening tool because it can predate clinical PD 
by approximately 4 years in men (Ross et al., 2008, 2012). 
First-degree relatives of individuals with PD that had id-
iopathic olfactory dysfunction had 10% increased chance 
of developing the disease (Ponsen et al., 2004, 2009). 
Postmortem studies of olfactory bulb and tract in pa-
tients showed Lewy bodies to be most numerous in the 
anterior olfactory nucleus (AON), which is an essential 
brain structure for odor processing (Hawkes et al., 1997). 
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PD patients may also have an olfactory bulb volume 
∼70% of normal (Brodoehl et al., 2012). Lewy bodies lo-
calized to olfactory tissue in presymptomatic cases of PD 
further support olfactory function as a preliminary test 
for diagnosis (Dickson et al., 2008; Ross et al., 2006).

The etiology of PD can be case specific, and as with 
most diseases, there are idiopathic and familial ex-
amples (Dauer and Przedborski, 2003). Numerous ge-
netic mutations have been found in PD patients, which 
have led to focused genetic investigation. Furthermore, 
certain pesticides such as 1-methyl-4-phenyl-1,2,3,6-

tetrahydropyridine (MPTP), paraquat, and rotenone 
have been shown to induce PD-like phenotypes in hu-
mans and animal models, although evidence is insuf-
ficient to conclude that exposure is the definitive cause 
of sporadic PD. Even so, several studies suggest that 
people living in rural environments with increased ex-
posures to such chemicals have a greater chance of de-
veloping PD (Gorell et al., 1998; Priyadarshi et al., 2001). 
The suspected etiologies have led to studies pertaining 
to disease-related genes, toxins, and these routes in 
combination (Table 21.5).

TABLE 21.5  Zebrafish Models of Parkinson’s

Target Method Phenotype References

PARKIN Morpholino/gripNA™ 
knockdown

Increased cell death post proteotoxic stress (heat shock)
Conflicting evidence concerning mitochondrial dysfunction 

and DA neuron loss

Fett et al. (2010); 
Flinn et al. (2009)

Transgenic Human Parkin overexpression increases resistance to 
proteotoxic stress (heat shock)

Fett et al. (2010)

Morpholino knockdown 
and MPP+ treatment

Increased damage/susceptibility to MPP+ Flinn et al. (2009)

PINK1 Morpholino knockdown Changes in DA neuron axonal projections and expression 
in ventral diencephalon; TH positive (DA) diencephalic 
neuron loss; reduced locomotion behavior; mitochondrial 
dysfunction and increased ROS

Anichtchik et al. (2008); 
Sallinen et al. (2010); 
Xi et al. (2010)

Morpholino knockdown 
and MPTP treatment

Increased damage/susceptibility to MPTP neurologically and 
behaviorally

Sallinen et al. (2010)

PARLa Morpholino knockdown Decreased survival; altered DA neurons Noble et al. (2012)

PARLb Morpholino knockdown Decreased survival; altered DA neurons Noble et al. (2012)

DJ-1 Morpholino knockdown DA neuron loss with cellular stress (H2O2 and MG132) Bretaud et al. (2007)

LRRK2 Morpholino knockdown Conflicting evidence for DA neuron loss and reduced 
locomotion response

Ren et al. (2011); 
Sheng et al. (2010)

UCH-L1 Transgenesis UCH-L1 promoter driven GFP expression Son et al. (2003)

SNCA Transgenesis Overexpression of human α-syn induces deformity, lethality, 
and aggregates

Prabhudesai et al. (2012)

DA neurons MPTP Loss of DAT positive cells; reduced DA neurons; decreased 
locomotion behavior; increased ventilation; increased 
pigmentation

Bretaud et al. (2004)

MPTP with DAT 
morpholino knockdown

Reduced toxin induced damage McKinley et al. (2005)

MPTP with DAT inhibitors Reduced toxin induced damage McKinley et al. (2005)

MPP+ Loss of DAT positive cells Lam et al. (2005)

Paraquat No effect Bretaud et al. (2004)

Rotenone No effect (low dose); increased morphological changes and 
lethality (high dose)

Bretaud et al. (2004)

Paraquat and rotenone No effect (low dose); increased morphological changes and 
cardiovascular defects (high dose)

Bretaud et al. (2004)

6-ODHA Decreased DA and noradrenaline concentrations in brain; 
decreased locomotion

Anichtchik et al. (2004)
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3.1.1 PD Genetic Models
Attempts to create a genetic PD model have been 

centered on functional investigations of mutations 
found in patients. The genes of interest include Par-
kin, phosphatase and tensin homolog-induced kinase1 
(PINK1), presenilins-associated rhomboid-like (PARL), 
DJ-1, leucine-rich repeat kinase 2 (LRRK2), Ubiquitin 
C-Terminal Hydrolase-L1 (UCH-L1), and α-synuclein 
(SNCA/α-syn). There have been several attempts to 
modify expression of these genes in an effort to induce 
classical PD symptoms such as DA neuronal loss, for-
mation of Lewy bodies, mitochondrial dysfunction, and 
locomotion abnormalities. Olfactory function has not yet 
been tested in the existing zebrafish models, but may 
serve as an important endpoint in future experiments.

3.1.1.1 PARKIN

Parkin mutations have been linked to both early 
and late-stage onset of PD with greater frequency in 
young cases (approximately 20 years of age) (Lücking 
et al., 2000). In vitro, Parkin functions as an E3 ubiqui-
tin protein ligase contributing to protein degradation 
and when mutated is potentially involved in protein 
aggregation (Büeler, 2009; Periquet et al., 2005; Shimu-
ra et al., 2000). The current model predicts disruption 
of Parkin-mediated protein degradation either by ge-
netic mutation or cellular stress, which leads to accu-
mulation of Parkin substrates, impaired presynaptic 
function in DA neurons, increased dopamine levels 
and subsequent neurodegeneration (Imai and Taka-
hashi, 2004). Parkin has also been shown to play a role 
in mitochondrial protection from oxidative stress and 
Parkin-deficient mice have had decreased expression 
of mitochondrial Complex I and reduced mitochondrial 
function (Büeler, 2009; Palacino et al., 2004). The three 
studies involving modification of Parkin expression 
in zebrafish have provided conflicting results. Zebraf-
ish express a Parkin ortholog which has 62% sequence 
identity to human Parkin and up to 87% identity in func-
tional domains (Fett et al., 2010; Flinn et al., 2009). One 
study reported that morpholino-induced blockage of 
Parkin in zebrafish was not associated with any effect 
on gross morphology, number of DA neurons, tyrosine 
hydroxylase positive (TH+) cells (a conversion enzyme 
for the dopamine precursor) or mitochondrial integrity 
(morphology or membrane potential). Despite the lack 
of physical change, embryos were more susceptible to 
cell death induced by proteotoxic stress (heat shock). In 
support of this finding, it was also observed that when 
heat shock was applied to transgenic zebrafish express-
ing human Parkin, embryos showed greater resistance 
to cellular stress (Fett et al., 2010). A separate morpho-
lino investigation conflicted with the aforementioned 
study and found Parkin knockdown decreased mito-
chondrial Complex I activity and potentially causing 

loss of diencephalic DA neurons. Differences between 
the studies may be attributed to morpholino specificity 
and effectiveness because the experiment with negative 
results used gripNAs antisense oligonucleotides as op-
posed to classical morpholinos (Fett et al., 2010). Further 
studies will need to be conducted to clarify Parkin defi-
ciency in zebrafish.

3.1.1.2 PINK1

PINK1 encodes a mitochondrial serine/threonine 
protein kinase expressed not only in many brain regions, 
including the substantia nigra, but other tissue as well 
(Gandhi et al., 2006). Mutations in this gene have been 
associated with early-onset parkinsonism in humans 
(Bonifati et al., 2005). PINK1 has an established link 
with mitochondrial function, and its deficiency in both 
drosophila and mice has led to mitochondrial dysfunc-
tion and specific reduction of Complex I activity (Morais 
et al., 2009). In addition, in mouse cell cultures, PINK1 
deficiency affects mitochondrial membrane potential 
and fragmentation, and increases the reactive oxygen 
species (ROS) in substantia nigra DA neurons (Wang 
et al., 2011). A study in PINK1 knockout did not yield the 
expected deficiencies in mitochondria and DA neurons; 
however, mice did exhibit classical PD precursor symp-
toms including impaired olfaction (Glasl et al., 2012). In 
zebrafish PINK1 protein has only 57.8% identity with 
humans, but the known functional domains are highly 
conserved (Sallinen et al., 2010). Morpholino knockdown 
of PINK1 in zebrafish was associated with alterations in 
DA neuron axonal projections and expression patterns 
in the ventral diencephalon paired with reduction in lo-
comotion behavior and response (Xi et al., 2010). Other 
PINK1 knockdown studies also showed reduced num-
ber of DA TH+ neurons in the diencephalon (Anicht-
chik et al., 2008; Sallinen et al., 2010). Partial phenotypic 
rescue in knockdown fish with human PINK1 mRNA 
further validates zebrafish as an appropriate model by 
way of functional overlap between species (Anichtchik 
et al., 2008). Transient PINK1 knockdown caused a de-
crease in mitochondrial potential and increased ROS lev-
els. Successful induction of DA neuron loss, locomotion 
deficits, and mitochondrial dysfunction supports the use 
of zebrafish models of PINK1-deficient PD. Neverthe-
less, the model can be improved by additional testing 
particularly by assessing olfactory function due to its im-
portance as a symptom and marked impairment in the 
mouse model.

3.1.1.3 PARL

The PARL gene is more recently associated with 
PD and therefore less commonly studied to date (Shi 
et al., 2011). Whole organism experiments with PARL 
have been limited, but the use of cell lines has estab-
lished a link between PARL, PINK1, and Parkin. It is 
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proposed that PARL is required for proper localization 
of PINK1 which, in turn, is necessary for Parkin recruit-
ment for mitophagy (Shi et al., 2011). If true, it implies 
that PARL silencing may result in PINK1- and Parkin-
related dysfunction in PD. Zebrafish have two PARL 
orthologs, Parla and Parlb, with 67 and 55% amino 
acid sequence identity compared to humans (Noble 
et al., 2012). When blocked with morpholinos, Parla- and 
Parlb-deficient larvae have reduced survival, increased 
cell death, and altered DA neuron phenotypes. Of note is 
that this study made effective use of a dopamine trans-
porter (DAT)-driven green fluorescent protein transgen-
ic line Tg(dat:EGFP) to mark DA neurons and effectively 
observe induced phenotypes. Both neuronal and lethal-
ity effects were rescued by coinjection of human PARL 
and zebrafish PINK1 mRNA separately. These results 
support functional overlap between human and zebraf-
ish PARL and also the projected associations between 
PINK1 and PARL (Noble et al., 2012).

3.1.1.4 DJ-1

DJ-1 mutations and downregulation of DJ-1 mRNA 
and protein have been found in brain tissue from sev-
eral PD cases (Bonifati et al., 2003; Kumaran et al., 2009). 
The normal function of the DJ-1 gene is not well. It was 
originally found as an oncogene, but in PD it is suspect-
ed to be critical to oxidative stress response (Kumaran 
et al., 2009). DJ-1 knockout mice showed progressive 
hypoactivity and gait abnormalities with age but no DA 
abnormalities (Chandran et al., 2008). Zebrafish DJ-1 is 
83% identical and 89% similar to humans and colocalizes 
with TH+ neurons (Bai et al., 2006). A single study con-
cerning DJ-1 deficiency in zebrafish showed that mor-
pholino knockdown does not affect DA neuron num-
bers, but does cause upregulation of apoptosis regulator 
genes and increased embryo sensitivity to oxidative 
stress (H2O2 exposure and proteasome inhibition). With 
oxidative stress, there was an observed DA neuronal 
loss. Despite positive results, these studies have yet to be 
replicated and future studies should endeavor to include 
motor and olfactory assays to evaluate this model.

3.1.1.5 LRRK2

Since 2004, studies have found PD patients with mu-
tations in the LRRK2 gene, with mutation frequencies 
ranging from 1.6% to 40%, depending on the type of mu-
tation and the demographic analyzed (Gilks et al., 2005; 
Sharma et al., 2011). LRRK2 function is not fully under-
stood; however, it has ubiquitous neuronal expression 
and known associations with cellular stress and neuro-
nal maintenance by regulating neurite growth (Iaccarino 
et al., 2007; MacLeod et al., 2006; Sharma et al., 2011). In 
vivo models for these mutations are limited; however, 
in the few mouse studies conducted, there have been no 
DA neuron loss or protein aggregation (Yue, 2009). There 

is reasonable amino acid sequence identity between ze-
brafish and humans with the highest conservation in 
the kinase domain (71%). Studies in zebrafish conflict 
as to whether LRRK2 knockdown results in loss of DA 
neurons and movement deficits (Ren et al., 2011; Sheng 
et al., 2010). One study demonstrated loss of TH+ neu-
rons and severe defects with LRRK2 morpholino knock-
down (Sheng et al., 2010). In addition, when morpholi-
nos targeted the WD40 domain of LRRK2 specifically, 
survival was improved and larvae showed DA neuron 
loss, disorganization of axonal tracts, and locomotion ir-
regularities. Functional overlap was suggested to be con-
served due to phenotypic rescue by human LRRK2. De-
spite these promising results, another more recent study 
used the same methods and failed to replicate the neu-
rological and behavioral phenotypes (Ren et al., 2011). 
Nevertheless, the potential for the creation of PD-like 
characteristics encourages further investigation.

3.1.1.6 UCH-L1

UCH-L1, another source of PD mutations, is involved 
in the ubiquitin-dependent proteolytic pathway and has 
been identified as a component of Lewy bodies in PD 
patients (Leroy et al., 1998). Its role in pathogenesis is 
proposed to be improper function of protein processing 
and degradation as well as suspected interaction with α-
synuclein, another major component of neuronal aggre-
gates (Leroy et al., 1998; Yasuda et al., 2009), and Parkin 
(McKeon et al., 2015). The function of UCH-L1 is not ful-
ly understood in vivo, but is a neuronal deubiquitinat-
ing enzyme (McKeon et al., 2015). Mice lacking UCH-L1 
have demonstrated loss of DA neurons and have move-
ment defects reminiscent of PD (Setsuie et al., 2007). 
There is a UCH-L1 homolog in zebrafish which encodes 
a protein that has 79% similarity with humans and is 
coexpressed with TH+ cells in the ventral diencephalon 
during embryonic development (Son et al., 2003). Exper-
iments on gain or loss of function in zebrafish have not 
yet been performed, but they have been able to confirm 
expression and have developed a tool for future studies. 
Researchers have isolated a promoter containing region 
of UCH-L1 and combined it with a transgene encoding 
GFP (Son et al., 2003). The result was fluorescent mark-
ing of UCH-L1’s neuron-specific expression. Effective 
transgenesis with this tissue-specific promoter will be 
of benefit for investigation of UCH-L1 and other coex-
pressed PD genes.

3.1.1.7 α-SYN

The α-syn gene (SNCA) encodes for a presynaptic 
protein involved in synaptic plasticity and has found 
to be mutated in some PD cases (Polymeropoulos 
et al., 1997). As previously mentioned, α-syn protein 
is a major component of Lewy bodies in PD patients 
(Spillantini et al., 1998). Transgenic mice overexpressing 
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human α-syn had α-syn containing inclusions along 
with DA neuron loss and motor defects, which indicates 
α-syn is an important target in modeling and therapeu-
tics (Masliah et al., 2000). Investigations of the protein in 
zebrafish have been limited. Zebrafish express their own 
family of synucleins sncga, sncgb, and sncb, which each 
have different embryonic spatial and temporal expres-
sion (Sun and Gitler, 2008). To date these synucleins have 
not been investigated further. Instead, fish have been 
modeled to overexpress human α-syn resulting in high 
frequencies of mortality and deformity (Prabhudesai 
et al., 2012). Gain and loss of function of α-syn in zebraf-
ish is needed to fully evaluate this organism to model 
this gene. Modification of endogenous synucleins may 
prove more effective.

3.1.2 PD Toxin-Induced Models
There are several toxins that due to their correla-

tion between exposure and development of PD have 
been used in attempts to mimic PD characteristics. The 
most common ones are as follows: rotenone, paraquat, 
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), 
and 6-hydroxydopamine (6-ODHA). These compounds 
are used to induce DA neuronal loss and their efficacy 
has been demonstrated in rodent models. Application 
of these toxins to zebrafish is relatively novel; however, 
there have been some published results.

Rotenone, commonly used as a pesticide, is toxic to 
humans and animals by way of mitochondrial disrup-
tion. In rats and mice, it has been shown to selectively 
bind mitochondrial Complex I and induce nigrostriatal 
DA neuron loss and neuronal cytoplasmic inclusions 
(NCIs) (Alam and Schmidt, 2002; Betarbet et al., 2000; 
Sherer et al., 2003). Treated animals also developed poor 
posture, rigidity, and demonstrated hypokinetic behav-
ior paw shaking resembling a tremor, akin to PD pa-
tients. Unfortunately, in adult zebrafish a 4-week expo-
sure to rotenone did not replicate these neurological and 
behavioral defects (Bretaud et al., 2004). Negative results 
were also seen in larval fish raised in rotenone solutions 
although higher doses (50 µg/L) did increase morpho-
logical abnormalities and lethality (Bretaud et al., 2004). 
Increased exposure length in future investigations may 
successfully induce PD-like symptoms. Alternately, per-
haps fish will need to be exposed using a different route 
such as via intraperitoneal injections.

Similar to rotenone, paraquat acts via inducing oxi-
dative to stress and is normally used as a herbicide. In 
mice paraquat treatment has caused nigral DA neu-
ron loss as well as upregulation and aggregation of 
α-synuclein (Manning-Bog et al., 2002; McCormack 
et al., 2002). Despite the effective modeling in mice, 
in both adult and larval zebrafish paraquat exposures 
have not resulted in any locomotion or DA neuron loss 
(Bretaud et al., 2004). However, this investigation did 

not examine α-synuclein expression levels or protein 
aggregation, so some effects may have been overlooked. 
The joint exposure of larval fish to high concentrations 
of paraquat and rotenone did increase incidence of mor-
phological abnormalities and cardiovascular defects 
(Bretaud et al., 2004).

MPTP is a neurotoxin that when converted to MPP+ 
via monoamine oxidase B (MAO-B) has direct toxic ef-
fects on mitochondria that leads to cell death. In zebrafish 
MAO activity has been observed in general in the telen-
cephalon and the diencephalon with weak action in the 
olfactory bulb (Anichtchik et al., 2006). MPTP exposure 
in adult zebrafish was able to reduce locomotion and 
cause increases in both ventilation and pigmentation; 
however, DA neurons were unaffected which is poten-
tially due to the length of exposure (Bretaud et al., 2004). 
In contrast, larval fish, however, with exposure both 
during and after DA neuron development showed DA-
specific neuron loss, decreased mobility, and diminished 
touch response (Bretaud et al., 2004; Lam et al., 2005). 
In adult zebrafish, exposure was associated with de-
creased movement and changes in a suite of genes and 
proteins (Sarath Babu et al., 2016). MPTP damage was 
prevented in the presence of a MAO-B inhibitor, while 
MPP+ effectively reduced DA neurons, suggesting that 
the precursor is metabolized to MPP+ in zebrafish by a 
mechanism similar to mammals (Lam et al., 2005). Re-
cently, it was shown that melatonin can also counteract 
the effects of MPTP in the olfactory bulb (Díaz-Casado 
et al., 2016). The confirmed reduction of DA neurons in 
the olfactory bulb supports investigation into olfactory 
dysfunction in this model. MPTP uptake via DAT as 
in mammals was confirmed in zebrafish with reduced 
MPTP neurotoxicity when paired with DAT pharma-
ceutical inhibition or morpholino-mediated knockdown 
(McKinley et al., 2005). MPTP is currently the most ef-
fective method of inducing DA neuron loss in zebrafish 
and consequently it has been paired with genetic models 
to test for increased susceptibility to the toxin. Morpho-
lino knockdown of both Parkin and PINK1 paired with 
MPTP exposure demonstrated enhanced neuronal loss 
and decreased movement behavior (Flinn et al., 2009; 
Sallinen et al., 2010).

6-ODHA is a neurotoxin that accumulates in neuron 
terminals after being taken up by DATs or noradrenaline 
transporters and causes DA and noradrenergic neuro-
nal damage. Compared to MPTP, 6-ODHA causes less 
specific damage and is not used as frequently in models. 
Nevertheless, it has been tested in zebrafish. Intramus-
cular injections of the compound cause decrease in DA 
and noradrenaline concentrations in the brain, but no 
changes in TH levels or patterning of TH+ cells. 6-ODHA 
was also correlated with changes in locomotion activity, 
including decreased swimming distance and increased 
turn angle (Anichtchik et al., 2004).
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Overall, genetic, toxic, and combination of zebraf-
ish models are arguably still in the early stages for PD; 
however, results are promising. In most cases research-
ers have effectively analyzed neuron condition and loco-
motion defects. There remains a great deal of potential 
in future studies for electrophysiology and olfactory re-
sponse. For example, a study may examine changes in 
odorant activation of neurons at the levels of the olfac-
tory epithelium and bulb following exposure to chemi-
cal compounds. In the same respect, if olfactory tissue 
is found to be functional, behavioral analysis of odorant 
responses can determine whether fish have impaired ca-
pacities for odor identification and interpretation.

3.2 Amyotrophic Lateral Sclerosis

ALS, also known as Lou Gehrig’s disease, involves 
progressive loss of both upper and lower motor neu-
rons, and manifests as a subsequent impaired capacity 
to move and perform basic functions such as swallowing 
and breathing. The disease was first described in scien-
tific literature by Jean-Martin Charcot in 1869. ALS is a 
devastating disease that limits survival to 5 years for 80% 
of diagnosed patients; 90% of classical ALS cases can be 
attributed to sporadic acquisition (Kiernan et al., 2011). 
Diagnosis can be a challenge, not only due to the varia-
tion between individual patients, but also due to the sub-
types of ALS. ALS not only exhibits in its classical form, 
but also exists with dementia (ALS-D) and as a Guam-
specific ALS-Parkinsonism-Dementia Complex (ALS-
PDC). The latter subtype involves Parkinsonian tremors 
and Alzheimer’s-like cognitive dysfunction along with 
the motor neuron degeneration (Ikemoto et al., 2000).

Pathologically, there are several types of inclusions 
linked to ALS, but the most specific is known as the 
Bunina body (small eosinophilic granular inclusions) 
found within cytoplasm or dendrites (Kato, 2008; Oka-
moto et al., 2008). Skein- and Lewy body-like inclusions 
that stain positively for ubiquitin have also been identi-
fied in some ALS patients that had severe neuronal loss 
in the spine and medulla (Ikemoto et al., 2000; Shibata 
et al., 1994; van Welsem et al., 2002). Other neuronal ag-
gregates of basophilic and hyaline bodies have also been 
observed, but these are less specific to ALS (Ikemoto 
et al., 2000; Kato, 2008; Wood et al., 2003). In some cases, 
neurofibrillary tangles (NFTs) have been noted in pa-
tients with ALS-PDC (Ikemoto et al., 2000).

There is some controversy over symptomatic olfac-
tory loss in ALS. Although ALS-PDC has confirmed 
association with olfactory impairment, the link to clas-
sical ALS patients is an area of contention (Doty, 1995). 
Although there have been studies that find no correla-
tion, many studies argue that chemosensory function is 
affected; however, it is mild in comparison to other neu-
rodegenerative diseases (Ahlskog et al., 1998; Doty, 1995; 

Elian, 1991; Hawkes and Shephard, 1998; Sajjadian 
et al., 1994). The variation in results could be due to 
variation between cases in terms of severity and perhaps 
even the type of ALS. Few studies have endeavored to 
investigate it as a disease marker of the symptom in 
terms of disease time course. Long-term case studies in 
conjunction with postmortem olfactory structure analy-
sis and testing in ALS models will need to be conducted 
to confirm associations.

The animal models for ALS to date have attempted 
to replicate ALS phenotypes by manipulating genes 
found to be mutated in diseased patients. Specific mu-
tations in ALS2, the gene encoding aslin, led to juvenile 
onset of ALS, which will not be discussed in this chapter 
(Chandran et al., 2007). Within adult cases of ALS, three 
main genes have been identified: superoxide dismutase 
(SOD1), TAR DNA-binding protein (TARDBP), and fused 
in sarcoma (FUS) (Rosen et al., 1993). C9orf72 is a gene 
more recently found to be causal of ALS (DeJesus-Her-
nandez et al., 2011; Renton et al., 2011), and bone morpho-
genetic protein (bmp) signaling pathway genes may act 
as modifiers on disease severity (DuVal et al., 2014). There 
is little evidence to suggest that exposure to chemicals 
enhances the risk of developing ALS and therefore it is 
not generally used in modeling (Weisskopf et al., 2009). 
However in ALS-PDC, there is a dominating theory that 
neurotoxin beta-methylamino-l-alanine (BMAA), from 
the local cycad seed, induces the disease (Cheng and 
Banack, 2009; Wilson et al., 2004). As a result there have 
been specific models that use it to induce disease-like 
symptoms (Ahlskog et al., 1998; Wilson et al., 2002, 2004).

3.2.1 SOD1
Many different missense mutations in SOD1 occur 

in ALS patients (Gamez et al., 2006; Rosen et al., 1993). 
SOD1 has also been found within Lewy body-like inclu-
sions of ALS patients (Shibata et al., 1994). In transgenic 
mice expressing mutations in SOD1, it was shown that 
SOD1 was crucial to mitochondrial function and that 
ubiquitous but not neuron specific dysfunction leads to 
ALS-like phenotypes (Mattiazzi et al., 2002). Zebrafish 
SOD1 has a 77% sequence identity to humans and has 
already been examined in several models. Overexpres-
sion of mutant SOD1 in zebrafish through construct 
injection can induce abnormal motor neuron axonal 
branching and length (Lemmens et al., 2007; Pramataro-
va et al., 2001). Another study generated fish that ex-
pressed mutant zebrafish SOD1 along with fluorescent 
protein DsRed driven by heat shock protein 70 (to show 
transgene expression) (Ramesh et al., 2010). Both larval 
and adult fish from this transgenic line had abnormal 
neuromuscular junctions and spinal cord motor neu-
ron loss in adults (Ramesh et al., 2010. This study is 
of particular interest because of its use of a swimming 
tunnel to test motor abilities at several different ages 
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in transgenic fish. Swim tunnels are used to assess the 
physical endurance of a fish by monitoring its capac-
ity to swim against applied water currents (Brett, 1964; 
Gilbert et al., 2014; Tierney, 2011). Remarkably, these fish 
showed progressive decline in swim performance with 
increased age. Mutant models also displayed serious 
decreases in movement and some instances of paraly-
sis in late stages, with overall exhibiting a shorter life-
span. In this model, the worsened performance correla-
tive with aging best replicates the progressive trait of 
ALS. Additional models of ALS have identified SOD1 
mutants using the TILLING strategy or transient trans-
genesis, and they also assessed swimming though using 
less traditional measures of fish swim physiology (Da 
Costa et al., 2014; Sakowski et al., 2012). Other models 
of neuromuscular degeneration would benefit from fol-
lowing this example of longitudinal testing of motor 
endurance.

3.2.2 TARDBP and FUS
Both the TDP-43 protein, encoded by TARDBP, and 

FUS mutations have been reported in ALS patients (Ka-
bashi et al., 2008; Kwiatkowski et al., 2009; Neumann 
et al., 2006; Vance et al., 2009). These proteins have also 
been identified as components of ALS aggregates (Arai 
et al., 2006; Deng et al., 2010). Overexpression of mutant 
human TDP-43 in rats led to motor neuron loss and re-
duced movement capacity; however, TDP-43 inclusions 
were not observed, which indicates the aggregates are 
not essential for neuron death (Huang et al., 2012). Simi-
lar to TDP-43 mutants, rats overexpressing mutant hu-
man FUS had motor neuron degeneration accompanied 
by progressive paralysis and ubiquitin accumulation 
(Huang et al., 2011). In terms of modeling in zebrafish, 
there are already several examples of successful func-
tional disruption. Overexpression of several different 
mutant human TARDBP (and therefore TP-43) in larvae 
resulted in deficits in swimming response as well as de-
creased motor neuron length and increased branching 
(Kabashi et al., 2010). Morpholino-induced knockdown 
of TARDBP resulted in the same motor neuron pheno-
type and defective swim response which suggests poten-
tial pathogenesis via toxic gain of function and as TAR-
DBP deficiency (Kabashi et al., 2010). Knockdown of FUS 
also resulted in abnormal motor behavior and reduced 
outgrowth of motor neuron axons (Kabashi et al., 2011). 
Both FUS-deficient phenotypes were rescued by human 
FUS mRNA (Armstrong and Drapeau, 2013). Targeted 
mutagenesis to induce FUS or TARDBP mutations have 
exhibited some ALS-related phenotypes (Armstrong 
et al., 2016). CRISPR/Cas9 knockins into zebrafish SOD1 
have been remarkably effective in modeling disease-
related mutations and will be intriguing models for 
determining what phenotypes, if any, these mutations 
cause in zebrafish (Armstrong et al., 2016).

To investigate the potential interactions between 
SOD1, TARDBP, and FUS, a study used zebrafish to con-
duct a multigenetic analysis (Kabashi et al., 2011). FUS 
mRNA coinjection rescued TARDBP knockdown; how-
ever, the inverse rescue was not observed, indicating 
an in vivo interaction in which FUS is the downstream 
effector. A particularly intriguing finding was the en-
hanced neurological phenotypes and locomotion deficits 
observed in both double mutant mRNA expression and 
double knockdown experiments with SOD1 and either 
FUS or TARDBP. Although ALS-like symptoms were 
worsened by doubled genetic defects, it was suggested 
that SOD1 acts independently from FUS and TARDBP 
through lack of phenotypic rescue.

Although SOD1, TARDBP, and FUS remain the main 
focus for investigations, a study on mutations in elonga-
tor protein 3 (ELP3) in ALS patients and subsequent ex-
amination of EPL3 knockdown zebrafish had unique find-
ings (Simpson et al., 2009). EPL3 has a 91.3% identity to 
humans, which strongly supports the model validity for 
investigation of this protein. Morpholino injection resulted 
in abnormal branching and length of motor axons remi-
niscent of the SOD1-, TARDBP-, and FUS-deficient pheno-
types. Future EPL3 studies may find it has an important if 
not multigene interactive role in ALS pathogenesis.

Genetic ALS modeling in zebrafish thus far has been 
exploratory out of necessity, but has effectively used the 
tools available to zebrafish. Not only have they used 
overexpression, transgenic and transient knockdown, 
but they have performed multigenetic experiments 
to elucidate pathogenic interactions. Zebrafish mod-
els were also routinely tested for motion defects, and a 
swim tunnel provided an appropriate measure for mus-
cle strength and endurance.

The lack of olfactory-based endpoints in ALS models 
may be in part due to the dispute on sensory loss as-
sociation with the disease. In terms of rodent studies, 
only one particular study examined olfactory structure, 
but not function, in a cycad ingestion-induced ALS-
PDC-specific model. Notably, these mice demonstrated 
reduced size in PD-related structures such as the stria-
tum, substantia nigra, and the olfactory bulb (Wilson 
et al., 2004). BMAA, the putative toxic element in cycad 
seeds, has been tested in larval zebrafish where expo-
sure during development caused pericardial and spinal 
defects, increased mortality, and convulsions (Purdie 
et al., 2009). Further investigations including exposure 
from ingestion may cause appropriate ALS-PDC pheno-
types to complement mammalian models.

3.3 Alzheimer’s Disease

The behavioral symptoms and basic neuropathology 
of a single affected patient with AD was first described 
in 1906 by Alois Alzheimer (Small and Cappai, 2006). 



 3 OLFACTORY–NEUROMUSCULAR DISEASES 539

G. STROKE AND NEUROMUSCULAR

Today, AD is the most commonly acquired neurodegen-
erative disease in the elderly and is notorious for the dev-
astating effects on cognition and memory (Selkoe, 2001). 
As noted in the original patient, AD cases involve not 
only the progressive loss of memory, but also changes 
in behavior that may cause episodic paranoia, delu-
sion, and social inappropriateness (Galton et al., 2000; 
Selkoe, 2001; Stopford et al., 2007). Although AD is as-
sociated with extensive cognitive decline, there is no 
evidence to support major motor dysfunction excepting 
perhaps the increased risk of seizures (Born, 2015). Con-
versely, severe olfactory impairment has been reported 
in AD patients and is considered a potential preclinical 
marker (Albers et al., 2015; Devanand et al., 2000; Wang 
et al., 2010). AD subjects have demonstrated a correlation 
between impaired sense of smell and decreased volume 
of the olfactory bulb and tract (Thomann et al., 2009).

Pathologically, there are two markers for AD: amyloid-
β (Aβ) plaques and NFTs. Aβ plaques are named after the 
Aβ protein which comprises the majority of the deposit 
(Masters et al., 1985). In terms of areas of the brain af-
fected, most AD brains show amyloid deposits in the ce-
rebral cortex and subcortical regions, particularly in the 
isocortex (Braak and Braak, 1991). One of the primary 
theories for Alzheimer’s pathogenesis called the “Am-
yloid Hypothesis” is based on the formation of these 
plaques (Hardy and Selkoe, 2002). Essentially, the theory 
details missense mutations in known disease-related 
genes that result in increased or aberrant production and 
accumulation of Aβ. Aβ proteins then oligomerize and 
deposit as plaques in certain regions of the brain (Della 
Bianca et al., 1999; Takahashi et al., 2004). These plaques 
may either cause direct damage to neurons and synaptic 
function or indirect destruction through microglia acti-
vation (Della Bianca et al., 1999), although the causality 
of plaques in AD has been scrutinized often in recent 
years (Albers et al., 2015), and it may be that oligomeric 
forms of Aβ (presumed to be a precursor of plaque for-
mation) are causal of disease. There is also evidence to 
suggest that misfolded proteins such as α-syn and tau 
can propagate aggregation within a diseased subject 
(Polymenidou and Cleveland, 2012; Sydow and Mandel-
kow, 2010). Aβ oligomers, or its parent protein APP, may 
effect some of their action through binding to the prion 
protein (Kaiser et al., 2012; Nelson et al., 2012), which is 
known to be critical for neuroprotection. Ultimately, Aβ 
presence is proposed to cause neuronal damage leading 
to cell death and eventual cognitive impairment. There is 
evidence to suggest that plaque deposition is involved in 
the development of the second AD neurological marker, 
NFTs. NFTs are bundles of abnormal fibers composed 
of hyperphosphorylated tau proteins (Grundke-Iqbal 
et al., 1986; Selkoe, 2001). Many kinases may be capable 
of initiating development; however, whether it is one or 
a combination of many has yet to be established. NFTs 

are also found in the isocortex and are most identifiable 
in the later stages of the disease, particularly in the en-
torhinal and transentorhinal regions of the brain. Most 
studies identify a typical trend of degeneration begin-
ning in the transentorhinal (or perirhinal) region before 
spreading to the temporal lobe (particularly the hip-
pocampus complex) and the basal forebrain; however, 
there have been documented cases of patients who vary 
from this pattern (Galton et al., 2000). Notably, while Aβ 
aggregates are less frequently observed in the olfactory 
system, tau pathology has been seen to severely affect 
the olfactory bulb and nerves in postmortem analysis of 
AD patients (Attems et al., 2005; Kovacs et al., 1999).

Although causes and potential therapies for AD are 
heavily researched areas, the underlying causes for the 
disease remain unknown. The observed pathological 
changes are often believed to be secondary to changes in 
gene expression. The genetics behind AD are difficult to 
interpret and model because there is no singular muta-
tion behind the syndrome. The complexity stems from 
the variety of genetic mutations linked to early-onset fa-
milial cases versus those related to late onset. Pathways 
and interacting components continue to be investigated, 
but there are several genes that seem to play a signifi-
cant role and consequently have been the focus in most 
animal models. Mutations in amyloid β-protein precur-
sor (APP), presenilin 1 (Psen1), presenilin 2 (Psen2), tau, 
and Apolipoprotein E4 (ApoE) have been reported in 
AD patients and correlated with one of the two cerebral 
pathological markers.

3.3.1 APP
The amyloid hypothesis has made APP, the precur-

sor protein to Aβ, a focal point in AD research. APP 
has several suspected roles in vivo, but perhaps the 
most relevant to AD is the production of the Aβ protein 
upon cleavage (see APP functions review in Zheng and 
Koo, 2011). Mutations in APP have been found in AD 
patients and shown to enhance Aβ production, thereby 
contributing to its aggregation and cerebral plaque 
deposition (Goate et al., 1991; Scheuner et al., 1996). 
There have been many variations of APP transgenic 
mutation models in mice, but the overall endpoints 
and observed phenotypes are generally conserved 
(Ashe, 2001; Dodart et al., 2002; Lalonde et al., 2012). 
Mice with defective APP function show progressive in-
creases in plaque formation, plasma β-amyloid levels, 
and deficits in learning and memory, but generally fail 
to recapitulate the hallmark neuronal death (Moechars 
et al., 1999; Rustay et al., 2010). Importantly, transgenic 
mice with increased Aβ deposition have shown a vari-
ety of olfactory deficits such as atypical odor responses, 
failure to habituate to repetitive odorant exposure, and 
reduced ability to discriminate between odors (Wesson 
et al., 2010).
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Zebrafish have two APP orthologs, APPa and APPb, 
each showing developmental expression in the nervous 
system and relatively high (63%–66%) sequence identity 
to mice and humans (Joshi et al., 2009; Liao et al., 2012; 
Musa et al., 2001). It has been suggested that morpholino 
knockdown of APPa and APPb together and APPb alone 
results in shortened body, curly tail, and convergent-ex-
tension defects (Joshi et al., 2009), though further controls 
for MO specificity are warranted. Larvae lacking APPb 
also had impaired motor neuron axonal outgrowth pro-
viding another clue in its role during embryonic devel-
opment. Although typical AD model endpoints were not 
examined, human APP695 was shown in rescue of the 
APPb-deficient phenotypes, which does suggest some 
functional conservation across species (Joshi et al., 2009; 
Song and Pimplikar, 2012). Combinations of morpholino 
knockdown and concerted recovery using mRNA vari-
ants demonstrated that human APP interacts with human 
prion protein (Kaiser et al., 2012), in a niche interaction 
required for neuroprotection. Early studies using targeted 
mutagenesis in zebrafish support a role for prion protein 
in neurodevelopment, neuroprotection, and regulation of 
NMDA receptors, further supporting a role in AD (Huc-
Brandt et al., 2014). A few studies involving APP and 
zebrafish focused on the creation of transgenic lines for 
future investigations. These studies exemplify the typical 
approach to transgenic models by inducing RFP or GFP 
expression under the control of APPa and APPb, respec-
tively, to locate secreted soluble forms of the proteins (Lee 
and Cole, 2007; Liao et al., 2012). The use of the transgenic 
models will be critical to future AD investigations.

3.3.2 Presenilins
Presenilins are transmembrane proteins that encode 

the catalytic component of the γ-secretase complex (GSC) 
suspected to play a role in proteolysis regulation of APP. 
Mutations in Psen1 and Psen2 have both been identified 
in early-onset familial cases of AD (Janssen et al., 2003; 
Sherrington et al., 1995; Żekanowski et al., 2003). Through 
studies in mice it has been established that mutations 
in Psen1 and Psen 2 can result in characteristic loss of 
learning and memory functions, NFT-like structure, 
tau pathology, Aβ deposition, and neuron degeneration 
(Chen et al., 2008; Elder et al., 2010). Compared with hu-
man presenilin, zebrafish express orthologs of Psen1 and 
Psen2 (Groth et al., 2002) that are highly similar. Inves-
tigations into presenilin dysfunction in zebrafish thus 
far have been limited, and did not examine the expected 
AD-like phenotypes (Moussavi Nik et al., 2015; New-
man et al., 2014a,b). Overexpression of Psen2 in zebrafish 
through mRNA construct injection does not affect tran-
scription or protein levels of Psen1 perhaps indicating 
differential regulation (Nornes et al., 2003). In addition, 
overexpression of a truncated form of Psen2 led to an in-
creased number of dorsal longitudinal ascending (DoLA) 

interneurons (Nornes et al., 2009). However, there remains 
some interaction between the two presenilins, as loss of 
Psen1 reduces the DoLA phenotype, that is, Psen1 and 
Psen2 may regulate each other. Basic morphology and 
development were also observed for separate morpho-
lino knockdown of Psen1 and Psen2, with each leading 
to impaired somite formation, reduced melanocytes, and 
hydrocephalus, suggesting functional overlaps (Nornes 
et al., 2003, 2009). More related to AD, one of these stud-
ies also examined morpholino knockdown of presenilin 
enhancer 2 (PEN-2), which is another component of the 
GSC. PEN-2 deficiency resulted in reduced Notch signal-
ing and caused a loss of islet-1 positive neurons through 
what was proposed to be increased apoptosis (Campbell 
et al., 2006). Caution must be used in interpreting the 
various studies applying GSC inhibitors as models of AD 
because GSC has at least several dozens of substrates, in-
cluding those fundamental to neuron development and 
maintenance such as Notch (Jurisch-Yaksi et al., 2013). 
Although Notch’s direct role in AD pathogenesis has 
not been elucidated, Notch may be an influencing fac-
tor because of its role in memory deficits and associated 
neuronal degeneration (Woo et al., 2009). Verification of 
a relationship between PEN-2 and Notch in zebrafish in 
conjunction with observation for other AD markers is of 
potential interest and disease relevance.

3.3.3 ApoE
ApoE was identified in the 1990s as associated with 

plaques found in AD patients (Dickson et al., 1997). Since 
then it has become an important area of investigation for 
sporadic AD cases due to its proposed roles in amyloid 
deposition and neurodegeneration (DeMattos, 2004; 
Holtzman et al., 2000). A point of particular interest is 
that mice deficient in ApoE demonstrated deficits in 
olfactory functionality (Nathan et al., 2004). A gene ho-
mologous to mammalian ApoE with low amino acid 
sequence identity (27.5%) has been identified in zebraf-
ish (Babin et al., 1997; Durliat et al., 2000). Functionally, 
there has been an observed expression in the yolk syn-
cytial layer, brain, and eyes during development (Babin 
et al., 1997). There has also been marked expression dur-
ing morphogenesis and regeneration of fins (Monnot 
et al., 1999). Future investigations will need to determine 
functional overlap with humans if zebrafish are to be 
used as model for ApoE-related AD.

3.3.4 MAPT/tau
Impaired function of microtubule-associated pro-

tein tau (MAPT) is another hallmark of AD. As previ-
ously mentioned, NFTs are composed of altered MAPT 
that have formed aggregates similar to Aβ plaques. The 
steps that lead to the modification of tau via hyper-
phosphorylation are not wholly understood, but sev-
eral kinases, including GSK3β, have been implicated 
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(Grundke-Iqbal et al., 1986; Hanger et al., 1992). Trans-
genic mouse models overexpressing or expressing mu-
tant tau have displayed phenotypes reflective of AD, in-
cluding NFTs, memory deficits, neuronal degeneration, 
and, importantly, olfactory deficits (Lewis et al., 2000; 
Macknin et al., 2004; Tatebayashi et al., 2002). Within ze-
brafish, two orthologous candidates to human MAPT, 
MAPTa and MAPTb, have been identified, but they have 
not been examined for loss or gain of function (Chen 
et al., 2009). Instead, taupathies in zebrafish have been 
replicated using a transgenic approach. A study used 
a Tol2 transposon and Gal4/UAS system to generate a 
transgenic model expressing mutant human tau. This 
model has proven extremely effective as fish develop 
hyperphosphorylized tau aggregates or NFTs, and show 
increased cell death and neuron motor neuron disrup-
tion in the spinal cord. Neuronal defects were paired 
with reduced movement and defective touch response. 
Interestingly, the application of GSK3β inhibitors can 
reduce the hyperphosphorylation seen in this model 
(Paquet et al., 2009). Another transgenic model used an 
enolase-2 (eno2) to drive overexpression of human tau in 
the CNS (Bai et al., 2007). Antibody staining for tau re-
vealed dense labeling resembling possible deposition of 
NFTs in the adult brains. Zebrafish models of tauopathy 
have been used to examine the contribution of autoph-
agy to pathogenesis (Moreau et al., 2014). Replication of 
human histology for AD in these transgenic models is 

encouraging and should now be paired with the testing 
of cognitive and olfactory capacities.

3.3.5 Chemical Modeling of AD
There is some evidence to suggest that nitrosamine-

related compounds typically found in foods are related 
to sporadic cases of AD, as cognitive impairment and 
neuronal degeneration postexposure have been found in 
several rodent studies (de la Monte et al., 2009). Chemi-
cal modeling in AD in zebrafish largely pertains to the 
impairment of memory or learning through the use 
pharmaceuticals. For example, scopolamine, a musca-
rinic receptor inhibitor that reduces memory function 
in zebrafish, permits testing of pharmaceuticals for at-
tempted recovery or improvement (Kim et al., 2010; 
Lester-Coll et al., 2006; Richetti et al., 2011) The mecha-
nisms and methods behind memory and learning testing 
are not within the focus of this chapter; however, these 
endpoints may be invaluable for modeling neurode-
generative diseases and could be applied to genetically 
modified models (Table 21.6).

3.4 Multiple System Atrophy

The disease now referred to as MSA was documented 
as early as the 1891, but due to overlapping pathologies 
with PD, the current name was not suggested until 1969 
by Graham and Oppenheimer (Burn and Jaros, 2001; 

TABLE 21.6  Examples of Zebrafish Alzheimer’s Disease Models

Target Method Phenotype References

APPa Transgenic-RFP Fluorescent localization of proteins in embry-
onic vasculature

Liao et al. (2012)

APPa and APPb Morpholino knockdown Shortened axis, curly tail, convergent-exten-
sion defects

Joshi et al. (2009)

APPb Morpholino knockdown Shortened axis, curly tail, convergent-exten-
sion defects; impaired motor neuron axonal 
outgrowth

Joshi et al. (2009); Song and Pim-
plikar (2012)

Transgenic-GFP Fluorescent localization of proteins in embry-
onic and young adult CNS and vasculature

Lee and Cole (2007)

Psen-2 Morpholino knockdown Disrupted somitogenesis; increased apoptosis; 
loss of islet-1 positive cells

Campbell et al. (2006)

Psen1 Morpholino knockdown Disrupted somitogenesis; hydrocephalus; 
reduced melanocytes

Campbell et al. (2006); Nornes 
et al. (2003); Nornes et al. (2009)

Psen 2 Morpholino knockdown Increased DoLA interneurons; reduced 
melanocytes; hydrocephalus; disrupted 
somitogenesis

Nornes et al. (2003); Nornes et al. 
(2009)

tau Transgenic expressing mutant 
human tau via Tol2 Gal4/UAS; 
transgenic overexpressing 
human tau via eno2

Rapid tau aggregation; increased cell death; 
altered motor neuron morphology and 
stimulus response; tau aggregates

Bai et al. (2007); Paquet et al. (2009)

Muscarinic 
receptors

Scopolamine Learning and memory deficits Kim et al. (2010)
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Rehman, 2001; Ubhi et al., 2011). MSA has sporadic onset 
in adults aged 50 and older and is pathologically associ-
ated with neuron loss and neuronal inclusions. Gener-
ally, the areas of the brain that suffer from neurodegen-
eration vary in severity between MSA patients; however, 
they have included the cerebellum, basal ganglia, pons, 
and inferior olivary nuclei (Ubhi et al., 2011). Symptoms 
can manifest as any combination of ataxia, parkinson-
ism, or autonomic dysfunction, which typically can be 
designated as one of the specific MSA subtypes: parkin-
sonian (MSA-P) or the less common cerebellar (MSA-C). 
MSA-P is usually associated with the striatonigral (basal 
ganglia) region, and MSA-C cases refer to olivopontocer-
ebellar regions (Rockenstein et al., 2007). The observed 
symptoms of the two subtypes do differ slightly. In 
terms of cognitive impairment, MSA-P tends to involve 
deficiencies in visuospatial, construction, verbal fluency 
(retrieval), and executive functions, whereas MSA-C pa-
tients have difficulties with attention, learning verbal 
information, as well as visuospatial and constructional 
functions, but to a lesser degree (Balas et al., 2010; Kawai 
et al., 2008). Some studies of MSA patients indicate dif-
ferences in specific autonomic subsystem dysfunctions; 
however, results are variable (Schmidt et al., 2008). Al-
though it may present with degeneration and movement 
akin to PD, MSA is distinguished by several features in-
cluding irresponsiveness to levodopa treatment, auto-
nomic failure, and cerebellar signs (Rehman, 2001).

In addition to neuron loss, MSA is accompanied by 
several types of inclusions: glial cytoplasmic inclusions 
(GCIs), glial nuclear inclusions (GNIs), NCIs, and neuro-
nal nuclear inclusions (NNIs). The most commonly iden-
tified aggregates in MSA patients are the GCIs found in 
oligodendrocytes (Ubhi et al., 2011). The mechanisms un-
derlying inclusion formation in MSA have yet to be de-
termined; however, α-syn protein has been identified as 
a major component of these aggregates, which draws yet 
another interesting parallel to PD (Burn and Jaros, 2001; 
Nakazato and Suzuki, 1996; Wakabayashi et al., 1998).

In terms of olfactory dysfunction, postmortem exami-
nations of MSA patients showed positive α-syn stained 
GCIs in olfactory bulbs and tracts. Within the olfactory 
bulb, GCIs were mainly in the superficial layers and rarely 
in AON (Kovács et al., 2003). Despite a lack of inclusions, 
the number of AON neurons in MSA cases was significant-
ly reduced (Kovács et al., 2003). Considering this pathol-
ogy, it is not surprising that MSA patients have difficulties 
processing odor-related information (Abele et al., 2003).

MSA cases suggest the disease to be sporadic and 
therefore underlying causes are not well known. There 
are is little evidence supporting certain genetic polymor-
phisms and mutations are associated with the condition. 
Candidates found in MSA patients include ApoE allele, α-
syn, and ZNF231 (Cairns et al., 1997; Hashida et al., 1998). 
In terms of specific MSA modeling, there has been no 

further research on ApoE4 or ZNF31. The sporadic nature 
of this disease has spurred investigation of environmen-
tal toxins as a potential cause. A study in humans docu-
mented a strong correlation between toxic exposure and 
MSA development, and toxic modeling in animals has 
had some success (Hanna et al., 1999). Interestingly, the 
use of zebrafish in establishing an MSA-specific model 
has yet to be achieved. However, due to the symptomatic 
and pathogenic overlap with PD, some basic genetic in-
vestigations carried out on both mice and zebrafish have 
potential application for zebrafish MDA models.

Genetic studies have focused mainly on α-syn overex-
pression due to its association with GCIs. As previously 
described, the overexpression of α-syn in zebrafish leads 
to increased lethality and deformity, and the endog-
enous synucleins have yet to be modified (Prabhude-
sai et al., 2012; Sun and Gitler, 2008). To best model the 
disease, targeted α-syn upregulation is ideal and could 
be achieved by using transgenesis and tissue-specific 
promoters. Mouse models have taken advantage of this 
strategy to overexpress α-syn using the oligodendrocytic-
specific promoters myelin basic protein (MBP) and pro-
teolipid protein (PLP). The MBP model had the desired 
α-syn accumulations in oligodendrocytes and decreased 
motor capacity (Shults et al., 2005). Of particular inter-
est was a potential olfactory deficit, as transgenic mice 
took longer to find their food source (Ubhi et al., 2010). A 
PLP-α syn model was used to investigate the hypothesis 
that microglial activation (glial CNS macrophage) has a 
prominent role in MSA neurodegeneration (Ishizawa 
et al., 2004; Stefanova et al., 2007). The results showed 
oligodendroglial α-syn accumulation was paralleled 
with progressive and regional microglial build-up. Sev-
eral neuronal structures including the MSA targets of the 
substantia nigra and striatum in particular were affected, 
which provides another avenue for future MSA research. 
Although these models have not yet been attempted in 
zebrafish, there have been transgenic lines developed that 
utilize zebrafish P0, MBP, and mouse PLP promoters to 
drive oligodendrocyte-specific enhanced GFP expres-
sion (Jung et al., 2010; Yoshida and Macklin, 2005). Using 
these tools, MSA α-synucleinopathy could be replicated 
in zebrafish.

Rodent studies have also attempted to model MSA 
with toxin exposure such as MPTP, ODHA, quinolinic 
acid (QA), and 3-nitropropionic acid (3NP) (Fernagut 
and Tison, 2012; Ubhi et al., 2011). 3NP and QA have yet 
to be applied to zebrafish, but they have been success-
fully modeled in certain mice phenotypes. For example, 
3NP enhanced the motor function and neuronal loss seen 
in the α-syn transgenic models (Stefanova et al., 2005). 
MPTP and ODHA have already been used in zebrafish 
PD models without compromising lethality or deformi-
ty, and therefore future studies could be adapted to look 
for MSA-specific degeneration.
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MSA modeling remains relatively new and will ex-
pand as associated mutations and toxins continue to be 
discovered. Although an MSA model in zebrafish has 
not yet been published, the genetic and toxic experi-
ments performed in mice can be theoretically be applied 
to zebrafish in the future.

3.5 Huntington’s Disease

HD is another example of a neurodegenerative disease 
associated with olfactory loss and motor dysfunction. 
The trademark symptom of HD involves a condition of 
irregular involuntary movements called chorea. Since its 
original description from the observation of a patient by 
George Huntington in 1872, HD diagnosis and research 
have uncovered not only unique neuropathology but also 
a genetic link. Presently, HD is known as an autosomal 
dominant largely identified by the trinucleotide (CAG) 
repeat expansion in the hd gene (IT15) that translates as an 
abnormally long polyglutamine (polyQ) insertion in the 
huntingtin protein (Htt). The mutation results subsequent 
dysfunction and degeneration (Walker, 2007).

Interestingly, HD patients can develop symptoms at 
any life stage, but there is a proposed inverse relation-
ship between the length of polyQ insertions and age of 
onset (Duyao et al., 1993). Apart from chorea, HD pa-
tients have exhibited degeneration of executive func-
tions including planning and organising as and may 
have certain psychiatric symptoms such as depression, 
anxiety, and ideas of suicidal thoughts (Gómez-Tortosa 
et al., 1998; Lemiere et al., 2004; Montoya et al., 2006). 
In terms of neuropathology, HD is marked by severe 
neuron loss and atrophy in the neostriatum (caudate 
nucleus and putamen) and cortex. Htt neuronal inclu-
sions have also been reported in these affected brain re-
gions (DiFiglia et al., 1997; Gómez-Tortosa et al., 1998; 
Gutekunst et al., 1999). Olfactory dysfunction was recog-
nized early in the disease history as a marker prior to the 
onset of motor and cognitive symptoms, as patients have 
difficulties in odorant detection, identification, and dis-
crimination (Hamilton et al., 1999; Nordin et al., 1995). 

Despite the strong correlation between dysfunction and 
disease, the neuronal reasons underlying observed ol-
factory dysfunction are not fully understood. There are, 
however, reported correlates of degeneration of cerebral 
regions involved in olfaction such as the entorhinal cor-
tex, the thalamus, the parahippocampal gyrus, and the 
caudate nucleus with olfactory loss (Barrios et al., 2007).

3.5.1 Htt
Wild-type Htt function is not fully understood; how-

ever, the protein has been demonstrated to have ubiqui-
tous tissue expression with highest levels in the brain. 
Expression in the brain is not restricted to HD-affected 
striatum, but is also apparent in the cerebellar cortex, 
hippocampus, and neocortex. At the cellular level, Htt 
may associate with proteins in the cytosol and nucleus, 
which suggests roles in cell signaling, transport, and 
gene transcription (Borrell-Pagès et al., 2006; Harjes and 
Wanker, 2003; Kegel et al., 2002). It is accepted that both 
wild-type and mutant Htt undergo caspase-mediated 
cleavage; however, mutated Htt fragments are neurotox-
ic and form aggregates in striatal neurons, neurites, and 
axonal terminals (Li et al., 2000; Wellington et al., 2002). 
The formation of these intranuclear inclusions was not 
correlated with mutant Htt’s induction of neurodegener-
ation through apoptotic pathways (Saudou et al., 1998).

The established genetic link between HD and Htt 
has led to research on the creation of animal models to 
elucidate the mechanism by which mutant Htt results 
in neurodegeneration. Many experiments have been 
executed in mice, while zebrafish models are just be-
ginning to emerge and their use has tended to focus 
on testing potential therapies. Zebrafish have a homo-
log for the HD gene that has 70% amino acid identity 
with humans (Karlovich et al., 1998). Several genetics 
techniques have been used to replicate HD symptoms 
in zebrafish (Table 21.7).

One study conducted morpholino knockdown of hd 
and found it may play a role in iron uptake; researchers 
did not test for neuron loss and motor defects (Lums-
den et al., 2007). Building on this study, a more recent 

TABLE 21.7  Examples of Current Zebrafish Models of Huntington’s Disease

Target Method Phenotype References

hd Morpholino knockdown Small eye, lower jaw and swim bladder defects; 
symptoms of cellular iron deficiency; increased cell 
death in midbrain, hindbrain; reduced cell death in 
the olfactory placode and lateral line neuromasts; 
upregulated caspase activity; reduced BDNF

Diekmann et al. (2009); 
Henshall et al. (2009); 
Lumsden et al. (2007)

BDNF Morpholino knockdown Small eye, lower jaw and swim bladder defects; increased 
cell death in midbrain and hindbrain; upregulated 
caspase activity

Diekmann et al. (2009)

PolyQ proteins Overexpression construct 
injection

Inclusion formation; morphological abnormalities; cell 
death

Miller et al. (2005)
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investigation showed that Htt knockdown resulted in 
minor morphological abnormalities and desired neu-
ronal loss in the midbrain and hindbrain (Diekmann 
et al., 2009). Htt-deficient larvae also had elevated caspase 
and decreased levels of brain-derived neurotrophic factor 
(BDNF), which have both been previously implicated in 
HD (Hermel et al., 2004; Zuccato et al., 2001). To determine 
BDNF’s role in the observed phenotype, fish were injected 
with a BDNF morpholino. BDNF-deficient fish expressed 
the same phenotypes as the Htt knockdowns. In addition, 
BDNF treatment rescued Htt knockdown fish further 
supporting the idea that BDNF is a contributing factor 
in HD pathology. Transient knockdown has also shown 
that Htt is required for the development of the olfactory 
and lateral line systems in zebrafish. Specifically, knock-
down showed reduced apoptosis at the within lateral line 
neuromasts and olfactory placode along with the absence 
of mature OSNs (Henshall et al., 2009). The phenotypes 
noted of the olfactory tissue suggest a link between Htt 
dysfunction and olfactory impairment in humans.

Zebrafish models for HD have also been created by in-
jecting embryos with plasmids that encoded normal or 
expanded polyQ tracts fused with GFP. Plasmids that en-
coded longer polyQ repeats were correlated with the for-
mation of insoluble polyQ inclusions as well as increased 
morphological abnormalities and cell death (Henshall 
et al., 2009). Ideally, a zebrafish model for HD should not 
only replicate the polyQ inclusions and isolated neurode-
generation, but also display motor and olfactory defects. 
The abnormalities observed in zebrafish and mouse ol-
factory tissue within HD models merit investigation of 
sensory function (Kohl et al., 2010; Menalled et al., 2003; 
Petrasch-Parwez et al., 2007). Adding olfactory and 
movement endpoints to model evaluation will strength-
en any results obtained from therapeutic testing.

Toxin-induced HD models have not yet been pub-
lished with zebrafish subjects; however, there are existing 
rodent models that have used QA to induce lesions and 
cell loss in the striatum of the brain (Beal et al., 1991; Tat-
tersfield et al., 2004). Furthermore, chronic treatment with 
3NP mimics the striatal damage and similar movement 
abnormalities observed in HD (Guyot et al., 1997). Toxic 
exposures conducted in mice could easily be applied to 
zebrafish to complement current genetic investigations.

4 CONCLUSIONS

4.1 Therapeutic Potential

For the diseases discussed in this chapter, the majority 
of therapeutic investigations have involved pharmaceu-
tical application to genetic or toxin-induced models in 
an attempt to recover the disease-like phenotypes. Al-
though many potential drugs prove effective in vitro, it 
is necessary to test these compounds in vivo, not only 

to confirm functionality, but also to rule out any unfore-
seen toxicity. Zebrafish have been shown to be excellent 
models for identifying potential neuroprotectants, an-
tioxidants, and drug screens in vivo (Parng et al., 2006; 
Zon and Peterson, 2005). They are the optimal choice for 
early chemical screens for several reasons. First, treat-
ment or exposure is simple and fast compared to other 
vertebrate tests, at least partly because zebrafish can ab-
sorb the compound in question from the aqueous envi-
ronment through their skin and gills. Second, compared 
to rodent studies, zebrafish can be tested faster and in 
higher volumes. This owes to their high fecundity, small 
size, and low cost. Even the creation of genetic models 
prior to testing can be completed comparatively quickly 
because of their short life cycle. Third, despite being a 
nonmammalian vertebrate, disease-related targets are 
often functionally conserved.

4.2 Future Motion and Olfactory Endpoints

It is important to note that the enthusiasm concern-
ing the use of zebrafish in genetic modeling is not meant 
to suggest substitution for mammalian models. On the 
contrary, zebrafish should be used for complementa-
tion, comparison, and prescreening of results in rela-
tion to mammalian studies. In terms of the diseases dis-
cussed in this chapter, many of the existing models are 
still in the development phase. With the advancement 
of effective knockout methods and continued creation 
of transgenic lines, the amount of information gained 
from zebrafish is expected to increase dramatically. For 
the models described in this chapter, applied endpoints 
encompass neuronal abnormalities, cell death, and basic 
touch response. Monitoring of activity has been applied 
to some disease models discussed such as PD and ALS, 
but it has not been given the same level of importance as 
it is in mammalian studies (Table 21.8). High through-
put automated analysis of larval and adult fish motion 
is currently available through video tracking software 
(Cachat et al., 2011; Cario et al., 2011; Kane et al., 2004). 
Not only can basal movement be assessed, but behav-
ioral responses can also be evaluated (Bhinder and Tier-
ney, 2012; Shamchuk and Tierney, 2012). As mentioned 
in AD models, the testing of fish in a T-maze provides 
a learning and memory-based assay for the measure-
ment of dementia. In the case of ALS, testing motors 
skills using a swim tunnel was uniquely applied (DuVal 
et al., 2014; McGown et al., 2013; Ramesh et al., 2010), 
providing novel information in longitudinal study de-
sign that increased the relevance of the model to human 
study and created another point of measure for thera-
peutic analysis. Similar longitudinal observations of 
neuromuscular deficits during normal aging have also 
been reported in zebrafish (Gilbert et al., 2014), provid-
ing context for endpoints in these disease models.
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Although the study of movement is making its way 
into zebrafish disease models, there has been no indi-
cation that olfactory testing will gain popularity. It is 
interesting that the olfactory symptoms so frequently 
remarked upon in diseased humans are rarely applied 
to animal models. Zebrafish olfaction can be tested in 
several different capacities. Electrophysiological record-
ings can be taken at the level of the olfactory bulb and 
epithelium to detect neuronal activity following odorant 
exposure (Friedrich et al., 2004; Michel et al., 2003). Us-
ing electrophysiology, the impairments in olfaction can 
be isolated to a particular structure, or olfactory neuron 
class. The characterization of odor-evoked activities in 
zebrafish could also provide an interesting parameter 
of analysis (Lindsay and Vogt, 2004; Speedie and Ger-
lai, 2008; Vitebsky et al., 2005). By combining the results 
of behavior with electrophysiology, it could help eluci-
date whether olfactory loss is due to physical damage or 
the inability to interpret the odor. With the latter result 
also comes the prospect of inappropriate responses to 
established odors, thereby replicating cases of dysosmia. 
Loss of odorant sensitivity can also be tested using vari-
ous odorant concentrations. As support for using olfac-
tion assays in neurodegenerative studies with zebrafish 
grows, there is an interesting theory on disease acqui-
sition called the “Olfactory Vector Hypothesis” (OVH) 
(Prediger et al., 2012). The general principle of the theory 
concerns the transfer of exogenous agents, be they met-
als, toxins, or viruses, across the olfactory epithelium 
and through the olfactory nerve to the brain (Doty, 2008; 
Prediger et al., 2012). In his review, Doty (2008) also dis-
cusses the idea of an “olfactory damage hypothesis” that 
suggests damage to the olfactory system may in fact en-
hance the risk factor for genetically susceptible patients 
for developing AD and PD. In other words, individuals 

that have a genetic or physiological predisposition for 
neurodegenerative disease may have such conditions 
arise after olfactory damage. There has yet to be a sub-
stantial amount of evidence to support the OVH; how-
ever, zebrafish could be an effective model to test iso-
lated olfactory exposures and damage. In sum, increased 
integration of motor and olfactory systems toward un-
derstanding neurodegenerative etiology and early diag-
nosis is warranted, and the promise of such approaches 
is gaining recognition (Albers et al., 2015). Overall, the 
inclusion of olfactory endpoints in future zebrafish stud-
ies of neurodegenerative diseases should increase both 
study relevance and the potential to elucidate character-
istics of dysfunction and causation.
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1 WHAT IS SUBSTANCE USE DISORDER 
AND WHY SHOULD WE STUDY IT?

With the release of the Diagnostic and Statistical 
Manual, Version 5 (DSM-5, 2013), the terminology and 
criteria for additive disorders underwent a substan-
tial revision. Terms commonly used in the literature, 
including “abuse” and “dependence,” were replaced 
by the phrase “substance use disorder.” Substance use 
disorder (SUD) is now subdivided into mild, moderate, 
or severe forms of the disease. While many of the fea-
tures that previously defined “drug addiction” are still 
included, tolerance and withdrawal in the DSM-5 are 
specific to nonprescription drug use, and these effects 
when associated with the cessation of prescribed medi-
cations, no longer fall into the SUD category. The most 
severe form of SUD, however, is often still referred to as 

addiction and is still considered a chronically relapsing 
disorder, characterized by the compulsion to seek out 
and take the drug and a loss of control in limiting drug 
intake, despite a desire to stop using the drug (Koob 
and Volkow, 2010; Volkow et al., 2016). Use of licit (e.g., 
alcohol, nicotine) and illicit (e.g., marijuana, cocaine, 
heroin) substances are pervasive societal problems re-
sulting in severe emotional, financial, and physical cost 
to the substance abusing individual, the individual’s 
family, and the community (Nicholson and Ator, 2011). 
The economic cost (e.g., healthcare costs, crime-related 
costs, loss of productivity) of SUD in the United States 
exceeds $700 billion annually, with approximately 70% 
of these costs associated with abuse of alcohol and to-
bacco (CDC, 2014; US Department of Health and Hu-
man Services, 2014; US Department of Justice, 2011). 
Substance use and abuse is also associated with other 
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public health issues, including the spread of infectious 
diseases (e.g., HIV, hepatitis C) and impaired driving 
(CDC, 2005a,b). Despite the myriad costs to individu-
als and society, justifying the need for animal models 
of SUD can be a difficult task for researchers given that 
drug addiction is perceived by a large portion of the 
general public to result from moral weakness, a lack 
of will power, and/or self-discipline (Leshner, 1997; 
Nicholson and Ator, 2011).

In the scientific community, however, SUD is viewed 
as a disease of the brain that warrants the same type of 
investments in research and treatment strategies as those 
given to diseases, such as autism, schizophrenia, and 
Alzheimer’s and Parkinson’s disease (Leshner, 1997). 
Further, researchers studying SUD employ the same 
strategies as researchers investigating these other dis-
eases: animal models are developed to represent some 
characteristic of the disorder and then studied, with the 
understanding that every detail of the disorder is most 
often not completely reproducible in a laboratory ani-
mal, but that a better understanding of the factors that 
contribute to the disease-process can be gained. For ex-
ample, “schizophrenic” or “autistic” rats and mice do 
not exist (Baker, 2011), although there are rats and mice 
that exhibit behaviors characteristic of schizophrenia, 
autism, or even obsessive-compulsive disorder (Peca 
et al., 2011; Welch et al., 2007); these animal models are 
used to further our understanding of the molecular, 
cellular, and genetic components of a specific disorder 
and how these deficiencies translate into quantifiable 
behavioral symptoms.

Similar to many of these other human disease states, 
SUD is a uniquely human phenomenon, thus any at-
tempt to study it in the laboratory inevitably constrains 
it reproducibility. Investigators must keep this in mind 
when designing and employing animal models of drug 
addiction. Some models have very good face valid-
ity, such as the drug self-administration procedure in 
which an animal emits a response (e.g., lever press) to 
receive a drug injection reinforcer. Elegant experiments 
using the self-administration procedure to study in rats 
the diagnostic criteria of addiction (outlined in a pre-
vious version of the Diagnostic and Statistical Manual of 
Mental Disorders; DSM-IV-TR) have been reported and 
arguably provide new approaches to study the neuro-
biology of addiction (Belin et al., 2008; Deroche-Gam-
onet et al., 2004; Robinson, 2004; Vanderschuren and 
Everitt, 2004). For other methods, the connection to the 
human drug user is not as evident, but the procedure 
nonetheless allows researchers to examine some aspect 
of addiction that is important to its overall etiology. 
Thus, the specific question under investigation influ-
ences the methodology and procedure employed. Great 
care must be taken to understand each procedure’s 
strengths and limitations and how these factors impact 

the interpretation of the results of the study. Even with 
these caveats, preclinical animal models have been in-
strumental in furthering our understanding of the neu-
robiological and behavioral characteristics of addiction, 
including drug-taking, physical dependence, tolerance, 
drug craving, and the factors that might increase the 
likelihood of relapse; however there is still much to 
learn and numerous reasons to continue refining our 
current models, in addition to developing new models 
as various techniques become even more sophisticated 
(Lobo et al., 2010; Tsai et al., 2009).

In the current review, two popular methods used to 
study SUD, place conditioning (primarily focused on 
conditioned place preference or CPP) and conditioned 
taste aversion (CTA) will be discussed. Both procedures 
have been used extensively to study the rewarding and 
aversive effects associated with drug exposure. With 
each of these procedures comes a rather large literature 
base that includes, but is not limited to, variations in 
procedural details, equipment, and study design, de-
bates on data analysis and interpretation, and excellent 
reviews commenting on the strengths, weaknesses, and 
controversies surrounding each procedure. Although 
many of these factors will be discussed in the current 
review, readers are encouraged to access these resourc-
es for additional information (Bardo and Bevins, 2000; 
Bardo et al., 1995; Huston et al., 2013; Liu et al., 2008; 
Mueller and de Wit, 2011; Riley et al., 2012; Schechter 
and Calcagnetti, 1993, 1998; Tzschentke, 1998, 2007; van 
der Kooy, 1987).

2 REWARD AND REINFORCEMENT

When beginning any discussion of animal mod-
els of drug addiction, the distinction between reward 
and reinforcement should be made and include what 
these terms mean in the context of drug addiction re-
search. Drugs of abuse are considered reinforcers and, 
in a Skinnerian view, are received as a consequence of 
an instrumental response and influence the probability 
of that response occurring in future. Regardless of the 
valence (i.e., positive or negative), reinforcement will 
increase the probability of behavioral output in an or-
ganism, in order for the organism to earn an appetitive 
reinforcer or to avoid experiencing an aversive one. 
At different stages in the addiction process, drugs of 
abuse are thought to differently reinforce drug-taking 
behavior with positive reinforcement occurring in 
the early stages of drug use (i.e., binge and intoxica-
tion, Volkow et al., 2016), and negative reinforcement 
involved predominantly following more chronic drug 
taking (e.g., to decrease or obtain relief from a dysphor-
ic state). Sanchis-Segura and Spanagel (2006) argue 
that in this context drugs of abuse serve as reinforcers 
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in three distinct ways: (1) Drugs serve as primary mo-
tivators (i.e, positive reinforcement) where behavioral 
contingencies are positively reinforced, that is, they 
serve as appetitive stimuli that increase the emission 
of the instrumental response; stimuli associated with 
drug intake in these situations can also become “con-
ditioned reinforcers,” a process by which they acquire 
incentive-motivational properties (which are consid-
ered to become pathological in addiction), and when 
these stimuli are presented in the absence of drug, 
elicit “wanting” or craving responses (Robinson and 
Berridge, 1993, 2000, 2001, 2008). (2) Drugs acting as 
reinforcers increase the associative strength of specific 
stimulus-response contingencies, which results in an 
increased probability of the instrumental response oc-
curring; reinforcers thus serve to enhance information 
storage about the situations in which they occur, a pro-
cess that can bias response choice when those situations 
occur in the future. (3) Acting as a negative reinforcer, 
drugs can reduce specific needs/drives or eliminate/ 
prevent the occurrence of a negative state; this pro-
cess is most important after prolonged drug taking 
when abstinence can result in withdrawal symptoms 
that are alleviated following drug intake (Koob and Le 
Moal, 2006; Sanchis-Segura and Spanagel, 2006).

Although negative reinforcement by drugs of abuse 
is an important aspect of the addiction process (Koob 
and Le Moal, 2006), drugs have traditionally been 
viewed as appetitive stimuli, for which responding is 
thought to be due to positive reinforcement. Another 
common term used to describe positive reinforcement 
in this regard is reward. This term is often mistakenly 
used as a synonym for reinforcement, without any dis-
tinction between the valences used to distinguish the 
type of reinforcement. When describing positive re-
inforcement, rewards are those appetitive reinforcers 
that increase the probability of emission of the instru-
mental response. Reward is also used to describe hedo-
nia, which is defined as a hypothetical internal state of 
pleasure associated with acquiring, using, and/or con-
suming appetitive stimuli (Everitt and Robbins, 2005; 
Sanchis-Segura and Spanagel, 2006). Given these defi-
nitions of reward, it is clear that this term can be used 
to describe positive reinforcement contingencies or ap-
petitive stimuli, but is distinct from that of the broader 
concept of reinforcement.

3 AVERSIVE DRUG EFFECTS

Although drugs of abuse are typically viewed as 
appetitive stimuli, it is argued that these compounds 
have multiple behavioral effects, including aversive 
properties that might impact the overall acceptability 
of a drug and its subsequent self-administration (Davis 

and Riley, 2010; Hunt and Amit, 1987; Riley, 2011; 
Stolerman and D’Mello, 1981; Verendeev and 
Riley, 2012, 2013; White et al., 1977; Wise et al., 1976). 
For example, Riley (2011) argues that the “overall he-
donic effect of a drug” and the likelihood of its use and 
abuse, is dependent on the balance of a drug’s reward-
ing and aversive effects. When examining patterns 
of self-administration an inverted U-shaped function 
typically emerges, such that drug intake increases with 
dose until some asymptotic level is achieved; as the 
dose continues to increase, self-administration begins 
to decrease.

A drug’s rewarding effects are hypothesized to in-
crease with dose until some maximal level is achieved, 
where fewer self-injections are needed to attain the 
desired effect, in addition to possible receptor satu-
ration (Lynch and Carroll, 2001). As the drug dose is 
increasing, a drug’s aversive effects are also hypoth-
esized to be increasing and the overall balance of these 
effects presumably results in the observed pattern of 
drug intake (Riley, 2011; Verendeev and Riley, 2013). 
Describing use and abuse as a balance of these affec-
tive properties suggests that reward and aversion are 
on a continuum where a drug with robust rewarding 
effects must also be weakly aversive (or the opposite, 
an aversive drug must be weakly rewarding). It is more 
likely, however, that each of these effects is mediated 
independently, such that a drug has some level of re-
warding and/or aversive effects (Verendeev and Ri-
ley, 2011). The perceived balance of these effects then 
dictates drug intake, where a drug perceived as “more 
aversive” is theoretically self-administered less than 
a drug that is perceived as “more rewarding.” Impor-
tantly, these aversive drug effects are considered dis-
tinct from those that negatively reinforce drug-taking 
following withdrawal; aversive drug effects in this 
context are experienced following acute administration 
and could serve a protective function by limiting (or 
eliminating) future intake. Thus, aversive drug effects 
could decrease the likelihood that drug use would 
lead to misuse of that drug. Interestingly, the two pro-
cedures reviewed in this chapter have been used in-
dependently and in combination to demonstrate that 
a drug’s rewarding and aversive effects are measur-
able simultaneously in individual subjects following a 
single drug administration. Further, these procedures 
have shown that not all manipulations and subject 
variables, including drug history, strain, and other 
genetic differences, sex, and stress, alter these effects 
in the same manner (e.g., decreased aversion and in-
creased reward), which makes these procedures useful 
for continued investigations focused on understanding 
the factors that impact substance use disorder (Bahi 
et al., 2013; Cunningham, 2014; Davis and Riley, 2010; 
Riley, 2011; Riley et al., 2009).
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4 THE PLACE CONDITIONING 
PROCEDURE

4.1 What are Conditioned Place Preferences?

Place conditioning is a simple procedure used to as-
sess the positive (rewarding) or negative (aversive) moti-
vational effects of exposure to various stimuli, including, 
but not limited to, drugs of abuse, food, sexual behavior, 
novel environments, social reward, music, or footshock, 
and in many species, including rodents, zebrafish, birds, 
and humans (Astur et al., 2014, 2016; Childs and de 
Wit, 2009; Collier and Echevarria, 2013; Cunningham 
et al., 2006; Dixon et al., 2013; Lahvis et al., 2015; Molet 
et al., 2013). Conditioned place preference or CPP is a 
procedure commonly used to assess the rewarding ef-
fects of a stimulus by measuring increased approach and 
contact behaviors to a certain location or place, whereas 
conditioned place aversion (CPA) measures increased 
avoidance and/or escape behaviors indicative of the 
aversive effects of a specific stimulus. Although these 
procedures are simple and effective methods for assess-
ing the motivational effects of various stimuli in different 
species, the CPP procedure is most commonly used in 
rodents (rats and mice) as an indirect assessment of the 
rewarding effects of various classes of drugs, especially 
drugs of abuse. In a standard CPP experiment, subjects 
undergo conditioning sessions, in which a drug injection 
is paired with specific cues (e.g., tactile, visual, olfac-
tory) while the subject is confined to one compartment 
of a conditioning apparatus, typically a shuttle box-like 
apparatus (Fig. 22.2); subjects experience different cues 
paired with a saline injection while confined to the oppo-
site compartment. After several drug-environment and 
saline-environment pairings (i.e., conditioning trials), 
subjects are tested for the expression of a CPP during a 
drug-free test session in which subjects are given access 
to the entire apparatus and can move freely between the 
conditioning compartments for a specified timeperiod 
(typically 15–30 min). Subjects that spend significantly 
more time in the compartment paired with drug admin-
istration are said to express a conditioned preference. In 
contrast, avoidance of the drug-paired compartment, by 
spending more time in the saline-paired side, is often 
interpreted as a CPA (Cunningham et al., 2006; Mueller 
and de Wit, 2011).

This procedure is based on principles of Pavlovian 
classical conditioning, where the drug administered 
serves as the unconditioned stimulus (US) and is paired 
with the initially neutral environmental cues of the shut-
tle box compartment—after several pairings as stated 
earlier, these neutral environmental cues become associ-
ated with the rewarding effects of the drug and acquire 
secondary motivational properties. The drug-paired 
compartment then becomes the positive conditioned 

stimulus (CS+) that evokes a conditioned motivational 
response and elicits approach and contact behavior dur-
ing the subsequent drug-free test session. The other 
shuttle box compartment, which is usually paired with 
saline injections (or no injection at all), contains different 
cues from those of the CS+. These environmental cues 
remain neutral in that they do not become associated 
with the drug’s effects (US) and thus become the nega-
tive conditioned stimulus (CS−). The fact that an animal 
will approach and/or contact stimuli that have been 
previously paired with rewarding drug effects is funda-
mental to the CPP procedure. When an animal receives 
these drug-environment pairings and subsequently 
approaches and spends time in contact with the drug-
paired side of the conditioning apparatus, it is inferred 
that the drug administered had rewarding effects and 
these effects have become associated with the specific 
compartment in which the conditioning trials occurred. 
In a similar manner, avoidance and/or escape behaviors 
elicited by a CS+  paired with an aversive stimulus are 
essential to the CPA procedure as well. Although most 
drugs of abuse result in conditioned preferences for the 
CS+ , these same drugs can result in a CPA in different 
strains of rodents or following variations in the route of 
drug administration or temporal parameters used when 
pairing the drug’s effects with the environmental cues 
available in the conditioning apparatus (see later). An 
understanding of the procedure and careful selection of 
the parameters used will help to reduce many of these 
confounding factors and provide for an easier, more 
straightforward interpretation of the results.

While place preference is most often described in 
terms of Pavlovian conditioning as detailed earlier, Hus-
ton et al. (2013) have argued that this interpretation of 
CPP might oversimplify a procedure that includes mul-
tiple learning processes, memory retrieval, and various 
neurobiological mechanisms. In an operant conditioning 
account of place conditioning, for example, drug effects 
that are typically perceived and expressed during and 
after place conditioning sessions could elicit behaviors 
that are inadvertently reinforced by drug exposure. In 
this context, the cues (e.g., floor texture, wall pattern, 
etc.) in the drug-paired chamber would arguably serve 
as discriminative stimuli (SD); thus, the behavior(s) pre-
viously reinforced in this compartment would then be 
under stimulus control and increase the probability that 
the subject would remain in the presence of the SD upon 
subsequent encounters. These behaviors are argued to 
be similar to “superstitious behaviors” in pigeons previ-
ously reported by Skinner (1948) (Staddon, 1992), where 
spontaneous behaviors were inadvertently reinforced by 
delivery of a food reinforcer.

Huston et al. (2013) argue that conditioned treatment 
effects induced by the pharmacological agent used dur-
ing CPP conditioning are a third theoretical explanation 
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of preference for the drug-paired chamber. Given that 
the various behavioral effects induced by psychoactive 
drug administration can be conditioned to environmen-
tal cues (Banasikowski and Beninger, 2010), these effects 
could increase or decrease the probability that a subject 
will remain in the chamber associated with drug ad-
ministration. For example, conditioned drug effects that 
prevent a subject from leaving the drug-paired chamber 
would increase the likelihood of a CPP and would ar-
guably be independent of the rewarding effects of the 
drug. Thus, CPP induced by some classes of psychoac-
tive drugs could simply indicate that due to the condi-
tioned drug effects, the subject was less likely to leave 
the drug-paired chamber and explore the entire appa-
ratus (Meyer et al., 2012). In this context, a false positive 
CPP could result from a psychoactive drug that is due to 
these conditioned drug effects and not rewarding drug 
effects per se; this interpretation is especially important 
for assessing the rewarding effects of novel therapeutic 
compounds. In a similar vein, psychoactive drugs that 
increase movement or activity during conditioning ses-
sions could result in conditioned hyperactivity. Dur-
ing the CPP test session, the conditioned hyperactivity 
would be elicited by exposure to the drug-paired cham-
ber, which could weaken the overall “preference” for the 
drug-paired cues because the subject is moving around 
the entire conditioning apparatus; Huston et al. (2013) 
argue that these effects could impact cocaine-induced 
CPP (Bardo et al., 1995). Empirical evaluation of these 
alternative interpretations is needed and could be ac-
complished by altering the place conditioning apparatus 
(White et al., 2005) and comparing spontaneous behav-
iors during the CPP test to the CPP pretest, although 
this second suggestion requires recording and scoring 
the various behaviors emitted by each subject during all 
phases of the CPP procedure, including (and arguably 
most importantly) during the CPP conditioning sessions 
(Cunningham, 2014).

4.2 A Brief History of Place Conditioning

Garcia et al. (1957) first used the place conditioning 
procedure to assess the motivational effects of whole-
body gamma (γ) or X-ray irradiation in male rats. A 
two-compartment apparatus was employed, which 
included one compartment that was painted black and 
contained a grid floor; the opposite compartment was 
painted white and contained a wire mesh floor. Rats 
experienced four irradiation-compartment pairings in 
either the black or the white compartment; the radiation-
paired compartment (or sham-irradiation) was divided 
across subjects such that baseline preference for the 
black compartment was used to divide rats into groups 
with comparable baselines (i.e., time spent in the black 
compartment). Half of the rats were irradiated in the 

black compartment and half received the exposures in 
the white compartment. Following conditioning, all ani-
mals displayed significant decreases in the amount of time 
spent in the compartment paired with irradiation, indi-
cating a conditioned place aversion. Although the groups 
conditioned with γ irradiation in the black compartment 
initially spent more time there during the pretest session 
compared to rats conditioned in the white compartment, 
there were no significant differences in the radiation-
induced conditioned place aversion between the groups.

Although this initial study was assessing aversion 
induced by irradiation, Garcia et al. (1957) employed 
several techniques that are currently used in place con-
ditioning studies with drugs of abuse. For instance, the 
baseline preference for each conditioning compartment 
was determined on the day prior to the first conditioning 
session during a pretest session, which consisted of a test 
period (150-min) where the rats could freely explore both 
the black and white compartments. This study was one 
of the first to use the pretest session in order to determine 
each subject’s baseline preference for the compartment 
subsequently paired with the US (in this case, irradia-
tion). In this way, these investigators compared the shift 
in the amount of time spent in this compartment during 
the pretest to the amount of time spent in the same com-
partment following the conditioning sessions for each 
subject. Although the rats conditioned with irradiation 
in the black or white compartment were treated as sepa-
rate experimental groups, a procedure similar to this 
is commonly used in place conditioning with drugs of 
abuse to specifically assign the CS-US pairings across the 
experimental groups (see Section 4.5). Garcia et al. (1957) 
conditioned some rats to their naturally preferred sides 
(i.e., groups receiving γ irradiation-black compartment 
pairings) and others to their naturally less-preferred 
side (i.e., groups receiving γ irradiation-white compart-
ment pairings); the former procedure is more common in 
place aversion work in order to avoid a floor effect, that 
is, an aversive stimulus is paired with the naturally pre-
ferred side of the conditioning apparatus because sub-
jects are most likely to decrease the amount of time spent 
in the compartment paired with an aversive stimulus. 
Both groups conditioned with X-ray irradiation paired 
with the white or black compartment were conditioned 
to their naturally preferred side (e.g., the group of rats 
receiving irradiation-black compartment pairings pre-
ferred the black compartment during the pretest and the 
group of rats receiving irradiation-white compartment 
pairings preferred the white compartment during the 
pretest). Interestingly, the irradiation-induced aversions 
were similar in strength regardless of what compartment 
the animals received the exposures. This is not always 
the case when assessing drugs of abuse in the CPP de-
sign and the choice of the drug-paired compartment is 
an important one (Bardo et al., 1995).
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While Garcia and colleagues were interested in exam-
ining the effects of irradiation in the place conditioning 
procedure, Beach (1957) published the first paper assess-
ing a drug-induced CPP in rats. Beach hypothesized that 
rats would associate a specific place with the drug’s ef-
fects, if they were confined to this place after each drug 
administration and remained in this place long enough 
to adequately experience the drug’s effects. This work 
was to demonstrate that rats could learn to associate a 
specific environment with a drug’s effects and would 
subsequently prefer this environment when tested while 
“needing” morphine (tested 2–4 h following saline ad-
ministration) or while morphine “sated” (tested 2–4 h 
after being injected with morphine; Beach, 1957). Rats 
were chosen as subjects for this study to determine if 
this species could learn drug effect-environment associa-
tions in a manner similar to the morphine-environment 
associations displayed by morphine-dependent chim-
panzees in an earlier report by Spragg (1940). Beach suc-
cessfully demonstrated that morphine-dependent and 
nondependent rats both learned to associate the effects 
of morphine administration with a specific environment 
and subsequently preferred this environment to the one 
in which the rats received saline injections (or no injec-
tion at all).

This study is not only the first report of a drug-
induced CPP, but also is an example of simple changes 
to the place conditioning procedure and apparatus from 
those reported by Garcia and colleagues. For example, 
Beach employed a Y-shaped discrimination box in which 
two distinct arms connected a starting box to two sep-
arate “goal boxes” (i.e., conditioning compartments) 
(Fig. 22.1).

The start box, left goal box, and right goal box were 
each painted a different color and each contained addi-
tional visual and tactile cues. The left goal box had grey 
walls with square black insets and a flyscreen-covered 
floor. The right goal box had black walls with circu-
lar white insets and a wood floor. Additionally, the Y-
shaped discrimination box had four doors that could be 
used to close off the start box or either of the goal boxes. 
In 16 pretest choice sessions, rats were placed in the start 
box and allowed to access either of the goal boxes. Once 
the rats reached a goal box, a choice for that goal box was 
recorded; after 5 s in the chosen goal box, rats were re-
moved to prevent them from moving back down the arm 
and into the start box and/or the other goal box. From 
these pretest choice sessions, preferred and nonpreferred 
goal boxes were determined for each rat. Rats were sub-
sequently conditioned to their nonpreferred goal box, 
that is, rats were injected with morphine, placed in the 
start box, and run to the goal box that was chosen less 
during the pretest sessions. In this way, some of the rats 
experienced morphine in the gray goal box and others 
experienced morphine in the black goal box, but all rats 

were conditioned to the nonpreferred goal box. This 
study can be considered the first use of the “biased” de-
sign in place conditioning with drugs of abuse, a tech-
nique where subjects are conditioned to their initially 
nonpreferred side. A significant change in the amount 
of time subjects spend in the nonpreferred side follow-
ing conditioning with morphine, for example, indicates 
a preference for the drug-paired side. This is in contrast 
with the “unbiased” design in which the drug-paired 
compartment is counterbalanced across subjects regard-
less of initial compartment preference (see later for more 
details on biased vs. unbiased designs).

Following Beach’s report of morphine CPP in 
morphine-dependent and nondependent rats, Kumar 
reported conditioned preferences for morphine-paired 
environments in morphine-dependent rats tested dur-
ing withdrawal (i.e., 48 h after the last morphine injec-
tion) using a two-compartment apparatus. Further, two 
additional studies included interesting changes to the 
CPP procedure that have since received considerable at-
tention in the CPP literature (Reicher and  Holman, 1977; 
Rossi and Reid, 1976). More specifically, Rossi and 
Reid reported “acquisition” of a morphine CPP by 
conditioning and testing rats over a 4-day cycle where 

FIGURE 22.1 Various place conditioning apparatuses have been 
reported in the literature, including two- and three-compartment de-
signs with additional alleys and/or goal boxes. (A) Barr et al., 1985; 
Garcia et al., 1957; Cunningham et al., 2006; (B) Mucha and Ivers-
en, 1984; Parker, 1992; (C) Carr and White, 1983; (D) Davis et al., 2007; 
Mueller and de Wit, 2011; Roma and Riley, 2005; Spyraki et al., 1982; 
(E) Beach, 1957. Source: Some examples have been redrawn from Carr, G.D., 
Fibiger, H.C., Phillips, A.G., 1989. Conditioned place preference as a measure 
of drug reward. In: Liebman, J.M., Cooper, S.J. (Eds.), The Neuropharmaco-
logical Basis of Reward. New York, Oxford, pp. 264–319.
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rats received morphine- or saline-environment pairings 
over 3 days and were then tested for CPP on the 4th day 
of the cycle; four conditioning cycles were completed 
which allowed for analysis of the CPP after additional 
morphine-environment pairings. Although initial side 
preferences influenced the results, morphine did condi-
tion a significant CPP, however a clear increase in the 
conditioned preference over test trials was not evident 
(for a more recent study of morphine CPP acquisition, 
Davis et al., 2007). In the study by Reicher and Holman 
(1977), CPP procedures were combined with the condi-
tioned taste aversion (CTA) procedure to simultaneously 
test the rewarding and aversive effects of amphetamine 
administration. In this combined CTA/CPP procedure, 
Reicher and Holman reported amphetamine-induced 
taste aversions and place preferences conditioned in 
rats that consumed a distinctively flavored solution in 
one shuttle box compartment and a different flavored 
solution on the other side (Simpson and Riley, 2005; 
 Verendeev and Riley, 2011).

Since these initial studies, the use of the place condi-
tioning procedure has become widespread in the field of 
SUD research and has amassed an extensive literature 
containing the use of different species, classes of drug, 
procedures, and methodologies. For example, drug-
induced place conditioning has been reported in rats and 
mice, hamsters, birds, zebrafish, nonhuman primates, 
and humans (Borges et al., 2015; Childs and de Wit, 2009; 
Collier and Echevarria, 2013; Cunningham et al., 2006). 
These studies have also demonstrated that most drugs 
serving as reinforcers in self-administration procedures 
also condition place preferences, including cocaine, am-
phetamine, nicotine, morphine, and ethanol. Numer-
ous variations in the place conditioning procedure exist 
in literature, including the experimental design used, 
shape and layout of the conditioning apparatus, and en-
vironmental cues employed; further, the procedure has 
evolved considerably since these early studies. Thus, it 
is not surprising that no single method for conducting 
place-conditioning studies exists. Nonetheless, gener-
alities among most studies are apparent, but substantial 
variability still exists in these items throughout the place 
conditioning literature. While many of these variations 
impact the interpretation of the results of place condi-
tioning studies, others have demonstrated interesting 
interactions between route and timing of drug admin-
istration, strain of animals employed, and strength of 
preference or aversion conditioning (Bardo et al., 1995; 
Cunningham et al., 2002). For example, intraperitoneal 
or intravenous injection of ethanol in mice results in a 
CPP, whereas a 5-min delay following drug administra-
tion and prior to placement into the ethanol-paired com-
partment is needed for intragastric ethanol administra-
tion to condition a place preference. Intraperitoneal or 
intragastric ethanol administration interestingly results 

in place aversions when exposure to the conditioning 
compartment (i.e., CS+) occurs immediately prior to or 
immediately following ethanol administration, respec-
tively (Cunningham et al., 2002).

Recently, the CPP procedure has been used in the 
pain field to investigate motivated behaviors associated 
with analgesic administration and pain relief (Gerber 
et al., 2014; Navratilova and Porreca, 2014). Pain relief 
in humans is rewarding (Leknes et al., 2008, 2011) and 
recent work employing CPP has demonstrated this ef-
fect in laboratory animals (Andreatta et al., 2012; Becerra 
et al., 2013; Gerber et al., 2014; Navratilova et al., 2012). 
In most of these studies, relief of ongoing pain is paired 
with one compartment of the CPP apparatus (CS+). In 
the subsequent test session, subjects prefer this context 
over the CS− that was paired with vehicle administra-
tion (i.e., no pain relief). Significant preferences for the 
pain-relief paired context have been shown in rodents 
following postsurgical pain, neuropathic pain, inflam-
mation, osteoarthritic pain, cephalic pain, and bladder 
and bone cancer pain models (Davoody et al., 2011; 
De Felice et al., 2013; Hung et al., 2015; Navratilova 
et al., 2012, 2015; Okun et al., 2012; Park et al., 2013, 2016; 
Qu et al., 2011; Remeniuk et al., 2015; Roughan 
et al., 2014; Sufka, 1994; Wei et al., 2013). Further, many 
of these studies demonstrate pain relief-induced CPPs 
with analgesic agents that are not rewarding in the ab-
sence of pain. For example, intrathecal clonidine admin-
istration conditions a significant CPP only in rats with 
spinal nerve ligation, but not sham-operated rats (King 
et al., 2009), further supporting the hypothesis that pain 
relief is rewarding and when paired with distinct contex-
tual cues, will elicit approach behaviors following con-
ditioning. While the positive reinforcing effects of other 
analgesic compounds (e.g., opioids) can confound inter-
pretation of pain relief-induced CPPs, these effects ap-
pear to be dose-dependent, given that morphine doses 
that do not condition a CPP in control or sham-operated 
subjects, condition significant pain relief-induced CPPs 
in certain animal models (Hung et al., 2015; Navratilova 
et al., 2015; Roughan et al., 2014).

4.3 Advantages of the Place 
Conditioning Procedure

Place conditioning is a methodologically simple and rela-
tively inexpensive procedure: Place conditioning is a pop-
ular method in the drug addiction field because it pro-
vides numerous advantages compared to other methods 
used to assess the conditioned motivational effects of 
drugs. First, the procedure is methodologically simple in 
terms of (1) experimenter training and (2) expensiveness 
of the necessary experimental equipment. More spe-
cifically, extensive training in survival surgery, jugular 
catheter implantation, and proper anesthesia/analgesia 
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procedures needed for intravenous self-administration 
protocols are not required for a general place condition-
ing study. Indeed, intraperitoneal (i.p.) or subcutaneous 
(s.c.) drug injections are the most widely used methods 
to administer drug in the place conditioning procedure, 
although oral gavage and intragastric cannulas have 
been used for ethanol administrations (Ciccocioppo 
et al., 1999; Cunningham et al., 2002). While intravenous 
(i.v.) drug administration via indwelling jugular cath-
eters is not a requirement for a standard place condition-
ing study, this drug administration technique has been 
used in the CPP procedure for several different drugs of 
abuse, including amphetamine, morphine, and ethanol 
(Bardo and Neisewander, 1986; Bardo et al., 1999; Kelley 
et al., 1997; Mucha et al., 1982).

In terms of the equipment needed for a place condi-
tioning study, the conditioning apparatus can be pur-
chased from a commercial vendor (e.g., Med Associates, 
Harvard Apparatus, San Diego Instruments) or hand-
made with some common materials found at home 
improvement stores, for example. While commercially 
available place conditioning systems commonly require 
the added expense of a computer and software package 
for data acquisition and analysis, these systems are fully 
automated in terms of data collection and result in im-
mediate access to each animal’s data once the test session 
has ended. For example, the rodents’ movements are 
typically tracked by a series of infrared light sources and 
detectors (i.e., photobeams) located on opposite sides of 
the apparatus that form a grid to monitor body positions 
in each chamber. Beam breaks that occur when an ani-
mal traverses the apparatus are recorded by a computer 
software package and are easily transformed into “time 
spent in compartment” measures. That is, the breaking 
of specific photobeams is used to determine the animal’s 
position in the apparatus and to determine in what com-
partment the animal is located. Further, a break in one 
or several photobeams, in addition to photobeams in 
another area being released, is used to determine when 
the animal has entered a specific compartment. Some 
systems also monitor vertical movements (rearing) in 
addition to horizontal movement throughout the ap-
paratus. Test sessions in an automated apparatus can be 
video recorded for later analysis, but this is not neces-
sary for data acquisition like it is in a system without 
photobeams.

Although the commercially available systems confer 
many advantages in terms of ease of data collection, pur-
chasing an expensive system is not required to do place 
conditioning studies because the place conditioning ap-
paratus can be constructed of readily available materi-
als, such as wood or Plexiglas sheets. Size measurements 
for rat or mouse place conditioning chambers are easily 
acquired through a brief literature search (Fig. 22.2), in 
addition to examples of visual and tactile cues used in 

each compartment and variations in lighting schemes 
that can help to reduce bias for one compartment over 
another in experimental subjects.

When constructing an apparatus out of materials like 
wood, it is imperative that the apparatus can be sani-
tized easily so painting of the wood surface is neces-
sary; this is not the case for materials, such as Plexiglas 
which will not absorb liquids on their surfaces (e.g., 
urine). Custom-made conditioning chambers allow the 
experimenter to fully control the appearance of each 
compartment of the apparatus and the ease with which 
a compartment’s appearance can be altered, if neces-
sary. In this way, an experimenter can design an appa-
ratus with floor textures and/or wall patterns that are 
easily interchangeable (Cunningham et al., 2006; Roma 
and Riley, 2005). The advantage of an easily alterable 
apparatus is that the cues within each compartment of 
the apparatus can be changed to manipulate the initial 
side preference that is typically found in rodents. For 
example, one strain of rats or mice might show no bias 
when a wire mesh floor, grid floor, or different light-
ing conditions are used in the opposing compartments 
(Roma and Riley, 2005); however, this might not be the 
case for a different strain of rodent or for the opposite 
sex of the same strain of rodent.

FIGURE 22.2 Illustration of a three-compartment apparatus used 
for place conditioning studies with rats. Each individual condition-
ing compartment measures 30 cm × 30 cm × 39 cm and the center 
compartment measures 10 cm × 30 cm × 39 cm (total size: 70 cm × 
30 cm × 39 cm). The “white” compartment consists of a black-and-
white striped floor and solid white walls (in addition to a textured floor 
surface, see Davis et al., 2007). The “black” compartment contains a 
solid-colored floor and walls (in addition to a smooth floor surface). 
During the pretest or the posttest, rats have free access to all three com-
partments. During the conditioning trials, however, guillotine doors 
are inserted at the border of the white and center compartments and at 
the border of the black and center compartments. Source: Picture cour-
tesy of Peter G. Roma.
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In a handmade place conditioning apparatus, the 
infrared light sensors and detectors can be added to 
automate data collection during the test session(s) in 
a manner similar to that described earlier; this will re-
quire electronic circuits and computer software that can 
be made in the laboratory. If constructing these types 
of circuits and software is not possible, other methods 
are available for collecting data in this type of appa-
ratus, and although they can be labor-intensive, most 
only require a video camera (or cameras depending on 
the number and/or placement of the apparatus in the 
laboratory), a stopwatch (or some other way to keep 
track of the time spent in each compartment), and an 
experimenter/technician (or several); additionally, ex-
perimenters can use computer-based event logging 
software (free software is available: JWatcher: http://
www.jwatcher.ucla.edu/; Observational Data Recorder 
(Beta version): http://www.samuelpean.com/odrec/). 
When “scoring” place conditioning test sessions (e.g., 
pretest, posttest) in this manner, each shuttle box ap-
paratus needs to be in full view of a video camera so 
that the entire apparatus can be seen easily on playback 
(Myers et al., 2012). To achieve this, the camera needs to 
be positioned above the apparatus, looking down at the 
conditioning compartments such that an animal’s body 
position is easily discerned above the border for each 
compartment. Experimenters must consider rodent coat 
color and its contrast with the floor material/color in 
order to adequately determine each subject’s movement 
during the test sessions (Myers et al., 2012). Further, all 
experimenters responsible for scoring the data need to 
be adequately trained on what criteria will be used to 
determine when an animal is one compartment of the 
shuttle box and what criteria will be used to determine 
when that animal is no longer considered to be in that 
specific compartment. These criteria should be deter-
mined ahead of time and reliability testing between 
experimenters should be conducted; use of an event 
logging software with experimenter training sessions 
and reliability testing can easily overcome any issues 
between experimenters (e.g., The Observer software 
by Noldus; http://www.noldus.com/animal-behav-
ior-research/products/the-observer-xt). With reliably 
trained experimenters and consistent methodology in 
the laboratory, scoring video recorded place condition-
ing test sessions provides an inexpensive alternative to 
purchasing a fully automated system from a commer-
cial vendor. Additionally, with a video recording set up 
in place, experimenters can easily record all sessions of 
the CPP procedure (e.g., conditioning sessions) for de-
tailed behavioral analyses (Huston et al., 2013).

Place conditioning studies are short in duration and have 
the potential for high throughput of subjects: Another ad-
vantage to the standard place conditioning procedure 
is the large number of animals that can be conditioned 

and tested in a relatively short period of time. If no 
other experimental manipulations are required, a stan-
dard place conditioning study can run anywhere from 
8–14 days. More specifically, the standard place condi-
tioning procedure usually consists of a pretest session 
or a habituation day (day 1), four drug and four vehicle 
conditioning trials (days 2–9), and a test session (day 
10). If all sessions occur on consecutive days, including 
on the weekends, then the procedure requires 10 days; if 
weekends are excluded, the procedure takes two 5-day 
weeks (or 12 total days), where week 1 would include 
days 1–5 (days 6–7 would be the weekend days where no 
sessions would occur) and week 2 would include days 
8–12. Some investigators recommend inserting a 2-day 
break between the end of the conditioning trials and the 
place conditioning test (Mueller and de Wit, 2011) given 
that they have acquired a greater drug-induced CPP fol-
lowing this protocol compared to testing immediately 
after conditioning (i.e., the day following the last con-
ditioning trial).

It should be noted that when conditioning with dif-
ferent drugs or routes of administration, only one or 
two CS+ drug trials are sometimes necessary to con-
dition a preference, which subsequently results in a 
shorter experimental period. For example, Bardo et al. 
(1999) used a one-trial (a single exposure to the CS+ 
and CS−) place conditioning procedure in which rats 
received a single IV injection of amphetamine during 
one CS+ conditioning session; doses of 1 or 3 mg/kg 
amphetamine induced a significant CPP in this design 
(Bardo and Neisewander, 1986; Bardo et al., 1999; Mucha 
et al., 1982). Ethanol-induced place conditioning stud-
ies with a reduced number of conditioning sessions (i.e., 
two CS+ trials and two CS− trials) have been reported 
as well (Cunningham et al., 2002). While these shorter 
conditioning periods have been reported in other labo-
ratories, adhering to a more common conditioning ap-
proach is beneficial to a laboratory that lacks substantial 
experience with the place conditioning procedure. Once 
the parameters within the laboratory are established and 
place conditioning produced with known drug(s) and 
doses, then alterations to this standard timeline can be 
made; these changes however, could require additional 
control groups to demonstrate reliability of the findings.

In a standard place conditioning experiment, a period 
of at least 24 h commonly separates the conditioning tri-
als, and this results in either one CS+ or one CS− trial 
being run per day in each animal. The studies mentioned 
earlier decreased the total number of conditioning trials, 
but still maintained this 24-h interval (i.e., intertrial in-
terval). Several investigators have reported place condi-
tioning following two conditioning trials in 1 day (e.g., a 
drug trial in the AM followed by the vehicle trial in the 
PM). Use of an intertrial interval less than 24 h should be 
carefully considered (Bevins and Cunningham, 2006, for 
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a discussion of the advantages and disadvantages of this 
procedure).

Other advantages of the place conditioning procedure: 
In addition to the advantages discussed earlier, there 
are several additional items that make the place con-
ditioning procedure an excellent preparation with 
which to study the conditioned motivational effects of 
drugs of abuse. First, test sessions in this procedure are 
drug-free, which eliminates the confounding effects of 
drug-induced motor and/or sensory impairments (or 
enhancements) that occur in other procedures where 
subjects are tested shortly following drug administra-
tion. Second, this procedure is sensitive to the effects 
of low drug doses and when a variety of doses are 
tested in separate groups of subjects within the pro-
cedure, monophasic dose-response curves have been 
reported. It is important to note that this is not always 
the case and a common criticism of the CPP design is 
the difficulty in obtaining well-defined dose-dependent 
responses (Ahsan et al., 2014; Bardo et al., 1995; Durazzo 
et al., 1994; Spyraki et al., 1985). Further, many studies 
report an “all-or-none” effect where after achieving a 
threshold dose and inducing CPP, no further increase in 
CPP occurs at higher doses (for discussions of this effect, 
see Carr et al., 1989; Mueller and de Wit, 2011).

The use of drug-naïve subjects is an additional advan-
tage to the place conditioning procedure. Several differ-
ent drugs of abuse induce CPP in a variety of drug-naïve 
subjects, which provides a reliable method to study the 
rewarding effects of a specific drug without the added 
effects of tolerance (or sensitization) from previous drug 
exposures (Cunningham, 2014; Meyer et al., 2012). Gen-
erally speaking, the fact that a lengthy drug history is 
not necessary to induce place conditioning and, as men-
tioned earlier, specific routes of administration can re-
duce the number of conditioning trials needed to induce 
CPP all add to this procedure’s flexibility and adaptabil-
ity. Although a drug history is most often not needed 
for drug-induced CPP, there are examples of rats need-
ing previous drug exposures (with the US or a different 
drug) or stressful experiences to induce an ethanol CPP 
(Marglin et al., 1988; Matsuzawa et al., 1998, 2000). Thus 
experimenters should research extensively the specific 
species and/or strain to be used in the place condition-
ing procedure, understand these differences, and adapt 
the general procedure and/or interpretation of the re-
sults to account for these factors.

Finally, the neurobiological underpinnings of drug re-
ward can be investigated in the place conditioning pro-
cedure and recent work in the SUD field demonstrates 
the utility of this procedure for these types of studies. 
This procedure has been used extensively to investigate 
differences in drug-induced reward among genetically 
modified rodents, different rodent strains, and even dif-
ferent animal species with the goal of understanding the 

neurobiological mechanisms responsible for the reward-
ing effects of abused drugs and how these effects are al-
tered following chronic drug exposure or withdrawal. 
For instance, inhibition of the IRS2-Akt (protein kinase 
B) pathway, which is thought to mediate opiate-induced 
changes in dopaminergic neurons of the ventral teg-
mental area, results in a diminished morphine-induced 
CPP (Russo et al., 2007). Morphine CPP is dependent on 
certain brain regions (e.g., nucleus accumbens, amyg-
dala), but only in the presence of certain conditioning 
cues or apparatus configurations (White et al., 2005). 
Cocaine CPP, interestingly, is apparent at a lower dose 
in fosB mutant mice compared to wildtype mice (Hiroi 
et al., 1997), which demonstrates the sensitivity of the 
place conditioning procedure to molecular changes re-
lated to chronic cocaine use as well.

4.4 Place Conditioning: Experimental 
Protocol and Conditioning Apparatus

Although the characteristics of a place conditioning 
study were mentioned briefly in the preceding text, the 
current section aims to describe the place conditioning 
study in detail, including a discussion of some general 
parameters and characteristics of the experimental de-
sign that should be taken into consideration when de-
signing and executing a place conditioning experiment.

Phases of a place conditioning study: There are several 
general phases to a place conditioning study and these 
will be discussed here. These phases are included be-
cause they are commonly reported in place conditioning 
studies however, some can be altered or eliminated de-
pending on the goals of the experiment and the extent to 
which the laboratory has experience with the procedure 
and/or apparatus.

The pretest: The pretest or preconditioning test is per-
formed at least 1 day prior to the start of the place con-
ditioning trials and consists of a drug-free test period 
(typically 15-min) where subjects are allowed to freely 
explore all parts of the apparatus. During this test, the 
amount of time spent in the to-be-conditioned compart-
ments is recorded. This test is used to accomplish sev-
eral important experimental goals, including (1) to de-
termine whether the subjects have an inherent bias for 
one set of cues within one chamber over another, (2) to 
give the subjects a brief exposure to the novel environ-
ment of the place conditioning apparatus, and (3) pro-
vide a data point to which posttest changes in preference 
are compared. Following the pretest, the baseline pref-
erence score for each compartment for each individual 
animal is used to assign drug- and vehicle-paired envi-
ronments. If an unconditioned preference for one of the 
compartments exists (i.e., an inherent or natural bias or 
side-preference), subjects then receive drug injections in 
their least-preferred compartment (i.e., the compartment 
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in which they spent the least amount of time) and this is 
termed a “biased procedure.”

If no inherent side preferences exist, the drug-paired 
compartment is counterbalanced across animals, where 
half of the subjects receive drug in one compartment and 
the other half receive drug in the opposite compartment; 
this is termed the “unbiased procedure.”

The pretest is not always necessary, and in laboratories 
where the place conditioning parameters have been opti-
mized (Cunningham, 2014; Cunningham et al., 2006) for 
a specific procedure, drug, and/or rodent strain(s), the 
pretest is not regularly used. In these cases, a short (e.g., 
5-min) habituation session is used to reduce the effect of 
novelty and stress. However, the pretest is recommend-
ed if the apparatus (or cues within either compartment) 
or rodent strain is new to the laboratory. In addition, 
acquiring the pretest data allows experimenters the op-
portunity to alter the cues within each compartment in 
order to eliminate any inherent side preferences and 
use the “unbiased procedure” (described later; see also 
Roma and Riley, 2005) and to compare activity or other 
behaviors across the conditioning and testing phases to 
this first exposure to the apparatus.

Conditioning trials: In a standard place condition-
ing study, there are typically four conditioning trials in 
which the drug is administered prior to placement into 
the CS+ compartment and four additional trials where 
vehicle (or no injection) is administered prior to place-
ment into the CS− compartment (for a vehicle-only con-
trol group, vehicle injections are administered prior to 
placement into both the CS+ or CS− compartments). 
More specifically, for each drug conditioning trial, ani-
mals are removed from their home cages, injected with 
the appropriate dose of drug (or vehicle), and imme-
diately placed into the CS+ compartment (or the CS− 
compartment if receiving vehicle). In order to counter-
balance the drug and vehicle pairings across subjects on 
each conditioning trial, half of the experimental animals 
are injected with drug and the other half are injected 
with vehicle; this arrangement is reversed on the next 
conditioning trial. A vehicle-only control group is in-
jected with vehicle prior to placement in either the CS+ 
or CS− compartments; these vehicle-compartment pair-
ings should also be counterbalanced, such that half of 
the control group receives vehicle paired with the CS+ 
and the other received vehicle paired with the CS− on 
each conditioning trial.

Conditioning trials typically occur once every 24-h, 
with the same type of trial occurring at 48-h intervals, 
that is, a conditioning trial in which drug was admin-
istered is followed 24-h later by a conditioning trial in 
which vehicle is administered, for example. Thus, the 
conditioning period typically requires 8 days of altering 
drug and vehicle trials. As mentioned earlier, changes in 
route of drug administration or other parameters provide 

a means by which the number of conditioning trials is 
reduced or otherwise altered from this common arrange-
ment (e.g., i.v. administration and one-trial condition-
ing, see earlier). Further, greater CPP has been reported 
for the same drug with an increasing number of condi-
tioning trials, a finding that encourages the use of more 
than one or two conditioning trials. For example, mor-
phine CPP increases with the number of conditioning tri-
als and a significant CPP is apparent after three or four 
conditioning trials, but not after one or two (Mucha and 
Iversen, 1984; but see Parker, 1992). However, in strains 
that show differential sensitivity to opioids, a significant 
morphine-induced CPP is apparent after only two con-
ditioning trials for a 1 mg/kg dose of morphine, but is 
not apparent after four conditioning trials with a higher 
10 mg/kg dose (Davis et al., 2007; Grakalic et al., 2006).

While the duration of the conditioning trials is com-
monly 30 min, this parameter varies considerably across 
studies with reports of conditioning trials as short as 
4 min and as long as 120 min (Cunningham et al., 2006; 
Parker et al., 1994; Reid et al., 1985). One of the most 
important factors used to determine the length of the 
conditioning sessions is the duration of the drug effect, 
such that longer conditioning trials are typically used 
for drugs with longer half-lives. For example, studies as-
sessing cocaine-induced CPP in rats commonly report 
20–30 min conditioning trials (Guitart et al., 1992; Isaac 
et al., 1989; Kosten et al., 1994; Mucha et al., 1982; Spyraki 
et al., 1982), whereas morphine conditioning trials are 
usually 30 min or longer (see also Bardo et al., 1995; up 
to 120 min, see Parker et al., 1994). Conditioning trial du-
ration is also dependent on the strain of rodent used as 
subjects. More specifically, 60-min cocaine conditioning 
trials are most effective when DBA/2J mice are used as 
subjects, but in C57BL/6J inbred mice, cocaine-induced 
CPP occurs following conditioning trials between 15–60 
min in length (Cunningham et al., 1999). Additionally, 
ethanol is most effective in the CPP procedure in various 
strains of mice when 5-min conditioning trials are used 
(Cunningham and Prather, 1992). These differences em-
phasize the importance of selecting the appropriate trial 
duration for the drug of interest and subjects used.

The posttest: Following the conditioning period, a CPP 
test is run to determine if subjects spend more time in 
the drug-paired compartment. The posttest is identical 
to the pretest: in a drug-free state, subjects are allowed 
to move through all compartments of the apparatus for 
a specific amount of time (usually 15-min). The amount 
of time spent in each compartment is recorded. A drug-
induced CPP is apparent when a subject spends more 
time in the drug-paired compartment compared to the 
time spent in that same compartment during the pretest 
or compared to the time spent in the CS− compartment. 
Thus CPP data is expressed as either an increase in pref-
erence for the CS+ compartment from pretest to posttest 
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or as an increase in preference for the CS+ compartment 
compared to the CS− compartment (Carr et al., 1989). As 
mentioned previously, the posttest occurs at some point 
following the final conditioning trial, where some stud-
ies assess CPP 24 h following the last conditioning trial 
and others asses CPP 2 days following the last condition-
ing trial. In the latter instance, no drug injections and/or 
exposure to the compartments are given during these 2 
“rest” days (Mueller and de Wit, 2011).

The place conditioning apparatus: The most common ap-
paratus used in place conditioning studies is a two- or 
three-compartment shuttle box, but several different ar-
rangements have been reported and are shown in Fig. 22.1 
(Carr et al., 1989). While these shuttle boxes vary in size, 
lighting conditions, and environmental cues, there are 
several characteristics common to the experimental ap-
paratuses of most place conditioning studies with ro-
dents. For mice, a standard size conditioning apparatus is 
approximately 30 cm long, 15 cm high, and 15 cm deep 
(Cunningham et al., 2006); for rats, a commercially avail-
able apparatus from San Diego Instruments, for example, 
is approximately 68.5 cm long, 34.5 cm high, and 21 cm 
deep (Fig. 22.2); these sizes can vary slightly with the ad-
dition of a third compartment. Importantly, each com-
partment is distinct from the other, regardless of whether 
a two- or three-compartment apparatus is used. The dif-
ferences most often include the type and texture of floor-
ing material and the color and appearance of the walls of 
each compartment. The floors are typically made of vari-
ous materials including wire mesh, steel panels with holes 
or rods, textured or smooth Plexiglas, textured or smooth 
Kydex plastic, or rodent bedding. If the floor cues (i.e., tac-
tile cues) are the to-be-conditioned cues associated with 
the CS+ compartment, the walls of the apparatus do not 
necessarily need to include any visual cues. However, if 
visual cues, in addition to the tactile cues, are to be used, a 
common practice is for one compartment to be a solid col-
or (e.g., black) and another compartment to contain some 
type of pattern (e.g., black and white stripes) or for both 
compartments to be solid colors (e.g., black or white) with 
different texture and/or colored floors (Davis et al., 2007). 
While most studies use opaque barriers between the con-
ditioning chambers during training and no barriers during 
testing, White et al. (2005) used clear barriers and a tun-
nel to allow subjects to see the visual cues in the adjacent 
chamber during testing, which unmasked differential ef-
fects of brain lesions on morphine CPP. Regardless of the 
floor and/or wall materials chosen, it is imperative that all 
surfaces of the apparatus are constructed of materials that 
are easy to sanitize (in accordance with institutional animal 
care guidelines) during a place conditioning study in order 
to eliminate olfactory cues from each subject (Fig. 22.3).

The use of a two- or three-compartment apparatus has 
received some attention in the place conditioning litera-
ture as an important design characteristic that provides 

an advantage in terms of a control for novelty, but has 
been shown to impact the strength of conditioning with 
certain drugs. More specifically, a third compartment in 
the conditioning apparatus is typically situated in be-
tween each conditioning compartment and is only avail-
able for exploration during the test trials (e.g., pretest, 
posttest); since this compartment is not accessed during 
conditioning, it is considered a novel environment com-
pared to the other compartments. However, the number 
of pretest sessions where subjects have access to this 
third compartment can impact the novelty of this area 
and the amount of time spent in this area during a test 
session (Myers et al., 2012; Parker, 1992) (Fig. 22.4).

Rats, for example, exhibit preferences for novel 
environments (Bardo et al., 1989; Carr et al., 1988; 
Hughes, 1968; Parker, 1992; Scoles and Siegel, 1986) and 
it has been argued that drug-induced place condition-
ing actually represents avoidance of the saline-paired 
compartment (Scoles and Siegel, 1986), since the ef-
fects of the drug could interfere with habituation to the 
drug-paired compartment and is perceived as the more 
novel compartment during the drug-free test session. 
In a series of studies, however, Parker (1992) demon-
strated that for several drugs, including apomorphine, 
amphetamine, and morphine, rats displayed significant 
preferences for the drug-paired compartment compared 
to both the saline-paired and novel compartments of a 
three-compartment, Y-shaped apparatus. Interestingly, 
rats’ preferences for the novel compartment were in-
termediate to those of the drug- and saline-paired com-
partments, with rats preferring the novel compartment 
more than the saline-paired compartment, but less than 
the drug-paired one (Parker, 1992). Further, in a meta-
analysis by Bardo et al. (1995), a three-compartment ap-
paratus was associated with a larger effect size in heroin 
and cocaine place conditioning studies, but no associa-
tion was found when morphine or amphetamine was 
used. These authors argue further that drug-induced 
CPP might be enhanced in the three-compartment appa-
ratus because the availability of the novel compartment 
during the test session reduces the amount of time spent 
in the saline-paired chamber (Bardo et al., 1995). Thus 
these data demonstrate that the choice of using a two- or 
three-compartment apparatus is an important one that 
can impact the results of the study and should only be 
made after careful consideration of these issues and the 
benefits (or limitations) associated with the use of each 
type of apparatus (Fig. 22.5).

General rodent place conditioning procedure:

Pretest session (day 1)

1. Clean all conditioning chambers thoroughly with 
soap and water; allow to air dry before beginning 
the pretest. If changing of floor materials is 
required, make certain that the appropriate 
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conditioning floors/cues are inserted into the 
appropriate chambers. These cues will be the 
same ones used during conditioning and on the 
posttest.

2. Weigh rodents. Place each subject into the middle 
of the two-compartment apparatus and record 
movements for 15 min. If the apparatus has a 
third (middle) compartment, place the rodent 
into the middle compartment, remove the 
barriers, and allow the animal to freely explore 
all compartments for 15-min while recording the 
animal’s movements.

 Note: If the home cage area and the conditioning 
apparatus are not located in the same location, 
some investigators recommend moving all 

animals to a quiet area closer to the conditioning 
location for an hour prior to the start of the pretest 
(or conditioning sessions, posttest).

3. Using the pretest data, determine each subject’s 
initial side preferences. If an unconditioned 
preference exists, the least-preferred compartment 
is the drug-paired compartment (CS+) and a 
biased procedure should be used. If there is no 
unconditioned preference, drug- and vehicle-
paired compartments are counterbalanced across 
subjects, such that half receive drug (or vehicle) 
in one compartment and half receive drug 
(or vehicle) in the other compartment (i.e., an 
unbiased procedure). Once subjects are assigned 
a drug-paired compartment, the presentation of 

FIGURE 22.3 Morphine-induced place preference in adult male Fisher 344 inbred rats. (A) All rats received one 15-min pretest on the 
day prior to the start of the conditioning phase. There was a significant preference for the white textured side of the apparatus, thus a “biased-
design” was used and rats were conditioned with morphine in the black smooth side (i.e., the least-preferred compartment was the CS+). Rats 
then received four morphine (5 mg/kg, SC)-CS+ pairings and four vehicle-CS− pairings. The control group received vehicle paired with both 
compartments. (B) Mean time in seconds spent in the CS+ compartment on the pretest and posttest by the vehicle-conditioned and morphine-
conditioned rats. Morphine-conditioned rats displayed a significant preference for the CS+ compartment compared to rats conditioned with 
vehicle. (C) This figure presents the same data as a difference score (i.e., posttest seconds in CS+ minus pretest seconds in CS+) to demonstrate the 
significant morphine-induced CPP. (D) The same CPP data presented as mean percentage time spent in the CS+ compartment (i.e., CS+ compart-
ment seconds divided by total time spent in both the CS+ and CS− compartments times 100). Although there was a pretest in this study, there are 
numerous ways to present the data and not all require a comparison to the pretest performance. Source: Data redrawn from Davis, C.M., Riley, A.L., 
2006. Drug preexposure in Fischer (F344) and Lewis (LEW) rats: effects on place and taste conditioning. Paper presented at the College on the Problems of Drug 
Dependence (CPDD) Annual Meeting, Scottsdale, AZ.
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CS+ and CS− trials must be counterbalanced as 
well. That is, half of the subjects receive drug-
compartment pairings (or CS+ trials) on odd-
numbered conditioning trials (i.e., drug on days 
3, 5, 7, and 9) and half receive these pairings on 
even-numbered conditioning trials (i.e., drug on 
days 2, 4, 6, and 8).

4. Thoroughly clean all compartments between 
animals and at the end of the day.

Conditioning trials (days 2–9)

5. Twenty-four hours following the pretest, the 
conditioning trials commence. Begin by cleaning 
each compartment and placing the appropriate 
floor materials/cues in each conditioning 
compartment; insert barriers to keep animals 
confined to a specific compartment.

 Note: Some laboratories use the entire 
conditioning apparatus during each conditioning 
trial, such that the floor material for the CS+ or 
CS− trial covers the entire apparatus. Others 
insert barriers between the two compartments 
such that the apparatus is split into its 
conditioning compartments and the barrier 
is present throughout the entire conditioning 
phase. Regardless of what option is used, the 
conditioning apparatus must contain both 
conditioning floors/cues during the posttest 
session.

6. Weigh each subject, inject with the appropriate 
solution (i.e., drug or vehicle), and immediately 
place the subject into the assigned compartment 
for a specified time period—a general duration 
is 30 min, however this parameter varies with 
different drug USs and should be chosen for the 
specific drug being studied. Subjects’ activity 
can be recorded during the conditioning trials 

FIGURE 22.4 Median saccharin preference in rats conditioned 
with a single exposure to gamma irradiation at 30 or 57 rads. The 
irradiation-induced CTA was apparent for approximately 30 days 
postirradiation and after that time, some extinction of the aversion was 
apparent. Source: Redrawn from Garcia, J., Kimeldorf, D.J., Koelling, R.A., 
1955. Conditioned aversion to saccharin resulting from exposure to gamma 
radiation. Science 122(3160), 157–158.

FIGURE 22.5 (A) 50-mL Nalgene tube for fluid access during taste aversion conditioning. This volume of fluid is adequate for a 20–30 min 
fluid access period. The tube is inverted when it is attached to the rat’s cage. (B) Curved steel sipper tube. If rats are housed in wire mesh cages, 
these curved sipper tubes are needed for fluid access. If rats are housed in polycarbonate cages with a wire top, curved or straight sipper tubes can 
be used. (C) Size #7 rubber stopper. This size fits snugly in the 50-mL Nalgene tube. When putting the stoppers into the tubes, wet the stopper and 
twist it once it has been inserted. This provides tight seal so that the stoppers are not easily knocked out of the tube. (D) The tube, with inserted 
stopper, inverted, and attached to a wire mesh rat cage.
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for a more detailed behavioral analysis (Huston 
et al., 2013), but it is not required.

 Note: Subjects should be run at the same time each 
day throughout the entire procedure (i.e., from 
pretest through conditioning and the posttest). 
Thus, drug solutions should be made in advance 
to allow enough time for the equipment set-up and 
syringe preparation each day. It is recommended 
that drug solutions are made fresh daily.

7. Once the trial is complete, remove the animal 
and return it to its home cage. Clean each 
compartment and prepare the equipment for 
conditioning trials with additional subjects, if 
necessary.

8. Twenty-four hours after the first conditioning trial, 
steps 5–7 are repeated. Animals receive an injection 
of the opposite solution, followed by confinement 
to the other compartment. More specifically, an 
animal that received a drug-compartment pairing 
(or CS+ trial) on day 2, now receives a vehicle-
compartment pairing (or CS− trial) on day 3. This 
process is reversed for animals that received CS− 
trials on day 2. Conditioning trials continue in 
alternating manner every 24 h until day 9, which 
results in 4 CS+ trials and 4 CS− trials.

Posttest (preference test; day 10)

9. Twenty-four hours after the final conditioning 
trial, clean all compartments. Prepare each 
conditioning apparatus with the appropriate 
floor materials/cues. If using a two-compartment 
apparatus, remove the barrier between the 
compartments and place the animal in the middle 
of the apparatus. Record activity. If using a three-
compartment apparatus, place the animal in the 
middle compartment of the apparatus; remove 
the barriers and record activity. Other barrier 
configurations can be used, such that clear or 
opaque barriers with a tunnel remain in place 
during the test session (White et al., 2005).

10.  Once the test is complete, remove the animal from 
the conditioning apparatus and return it to its 
home cage. Clean each compartment thoroughly 
and prepare for additional animals, if necessary.

5 THE FLAVOR CONDITIONING 
PROCEDURE

5.1 What are Conditioned Taste Aversions?

Flavor conditioning is a simple procedure most com-
monly used to assess the positive (appetitive) or negative 
(aversive) effects of numerous compounds, including 
various nutrients, food sources, toxins, poisons, ionizing 

radiation, and drugs of abuse (Freeman and Riley, 2009). 
Conditioned flavor preference (CFP) is a procedure used 
to assess the positive effects of a stimulus by measur-
ing increased consumption of a solution, whereas con-
ditioned taste aversion (CTA) is used to assess the aver-
sive effects of different stimuli by measuring decreases 
in consumption of a palatable solution. While CFP is a 
common procedure used to assess the positive effects of 
oral and postoral associations (Sclafani, 2004; Touzani 
et al., 2010), the current review will focus on the use of 
the taste aversion procedure in measuring the aversive 
effects of drugs of abuse. In a standard CTA experiment, 
subjects undergo conditioning trials in which consump-
tion of a novel, palatable solution (typically saccharin) 
is paired with the injection of a drug. Interspersed be-
tween conditioning trials are water recovery days where 
subjects receive water (or a solution with another dis-
tinct flavor) to drink, but do not receive any drug injec-
tions. After several saccharin-drug pairings, subjects are 
tested for the expression of the CTA during a final test 
trial in which subjects are given access to the saccharin 
solution and consumption is recorded; no injections fol-
low saccharin access on this test trial. Subjects that de-
crease consumption of the saccharin solution following 
the saccharin-drug pairings are said to express a condi-
tioned taste aversion. While the methodology is slightly 
different, procedures similar to this that result in greater 
consumption of the novel fluid are indicative of condi-
tioned flavor preferences.

Similar to the CPP procedure discussed earlier, the 
CTA procedure is also based on principles of Pavlov-
ian classical conditioning, where the drug administered 
serves as the US and is subsequently paired with the 
novel saccharin solution—after several saccharin-drug 
pairings, decreases in consumption or avoidance (CR) of 
the saccharin solution (CS) are evident, due to its asso-
ciation with the aversive effects of drug administration. 
Interestingly, most drugs that serve as reinforcers in the 
self-administration procedure and that condition place 
preferences also induce taste aversions, which suggests 
that reinforcing drugs of abuse have both rewarding and 
aversive effects, and that the balance of these effects (i.e., 
reward and aversion; see earlier) could impact overall 
acceptability, which could influence subsequent misuse 
of these compounds (Davis and Riley, 2010; Verendeev 
and Riley, 2013).

5.2 A Brief History of Taste Aversion Learning

One of the first demonstrations of taste aversion 
learning was in 1951 when John Garcia and colleagues 
observed that rats decreased consumption of water 
from bottles that had been present during the irradia-
tion (for a review of the history of CTA, see Davidson 
and Riley, 2015; Freeman and Riley, 2009; Verendeev 
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and Riley, 2012). Garcia argued that the decrease in con-
sumption following exposure to radiation was due to the 
acquired association of the taste (imparted on the wa-
ter from the plastic bottles in which it was contained) 
with the aversive effects of gamma irradiation. This 
explanation appeared to be valid, given that the same 
rats would ingest water from glass bottles in their home 
cage. In 1955, Garcia et al. (1955) sought to systematically 
test this hypothesis by pairing a novel saccharin solution 
with gamma irradiation. Consistent with his earlier find-
ings, rats receiving saccharin-irradiation pairings de-
creased consumption of this palatable solution, whereas 
rats receiving saccharin paired with sham-irradiation 
displayed no change in saccharin consumption. Thus 
the effects of gamma radiation were causing a decrease 
in consumption of the novel fluid, demonstrating that 
radiation exposure had identifiable effects that could 
be readily associated with other stimuli, such as taste. 
Importantly, this effect was not simply a direct effect of 
radiation-induced damage impairing the ability of these 
animals to consume the sweetened solution, given that 
rats receiving exposure to gamma radiation that was not 
explicitly paired with the saccharin solution continued 
to consume the saccharin solution at control levels (Gar-
cia et al., 1955, 1968). The effects of gamma irradiation 
were thus associated with the novel tasting saccharin so-
lution, and this association created the decrease in con-
sumption on successive saccharin presentations. Garcia 
and colleagues determined that irradiation could condi-
tion a decrease in saccharin consumption indicative of a 
taste aversion.

Following these initial studies, numerous reports from 
Garcia and his colleagues and other investigators de-
tailed several important findings that now characterize 
the phenomenon of taste aversion learning as a “special-
ized form of learning.” In their initial study, Garcia et al. 
(1955) demonstrated that radiation-induced taste aver-
sion were evident following only one saccharin-radiation 
pairing. Further, these aversions were still evident at 30-
days postirradiation (Garcia et al., 1955). Shortly follow-
ing this report of one-trial learning of CTA, it was shown 
that taste aversions could be acquired over long time 
delays between consumption of the saccharin CS and 
presentation of the US, which in these early studies was 
ionizing radiation (McLaurin and Scarborough, 1963; 
Revusky, 1968; Smith and Roll, 1967), but has since been 
shown to occur with other compounds serving as the 
US, such as lithium chloride, an emetic, and cocaine, a 
drug of abuse (Etscorn and Stephens, 1973; Freeman and  
Riley, 2005; Nachman, 1963; Riley and Mastropaolo, 1989). 
Lastly, Garcia and Koelling (1966) reported that taste 
aversions appeared to be selectively acquired to gusta-
tory stimuli, whereas stimuli like audiovisual cues did 
not serve as a CS in this design because they were not 
readily associated with the X-ray or lithium chloride USs 

(see also Garcia and Ervin, 1968; McGowan et al., 1972). 
Taken together, one-trial learning, long-delay learning, 
and the selective associations of this procedure took 
aversion learning beyond an interesting radiation-in-
duced effect to a learning example that was somewhat at 
odds with the traditional views of associative learning. 
More specifically, traditional associative models gener-
ally assumed that control could only be established after 
many conditioning trials with short-delay and/or trace 
conditioning techniques and that conditioning could be 
achieved equally well with most CS-US combinations 
(Klosterhalfen and Klosterhalfen, 1985; Rescorla and 
 Wagner, 1972). Conditioned taste aversion learning was 
thus described as a specialized form of learning that fa-
cilitated specific associations imperative to an animal’s 
survival, such as those between taste and the postinges-
tive consequences of consumption (e.g., illness). These as-
sociations are argued to be highly adaptive because they 
provide an animal a means by which rapid acquisition of 
taste-illness associations can occur following consumption 
of natural toxins in the environment (e.g., those most like-
ly found in food sources) followed sometime later (e.g., 
after the natural delay imposed by digestion) by illness.

After these initial assessments in which radiation and 
lithium chloride induced taste aversions to palatable 
saccharin solutions, investigations began to assess what 
other compounds could induce a CTA. Given that aver-
sion learning is viewed as a unique form of learning that 
enables an animal to learn about and subsequently avoid 
food sources containing poisons or toxins, many of these 
early studies focused on assessing taste aversion learn-
ing induced by compounds or substances with known 
aversive effects, including poisons, classical toxins, and 
common emetics. One of the first emetic compounds ex-
amined in this context was apomorphine, a nonselective 
dopamine agonist. Apomorphine-induced aversions 
were robust, readily acquired after only one CS-US pair-
ing, and could withstand long-delays during condition-
ing, much like the taste aversions reported earlier follow-
ing irradiation (Brackbill et al., 1971; Garcia et al., 1966; 
Stolerman and D’Mello, 1979). Further, lithium chloride 
gained popularity as a tool to investigate how manipu-
lations to the standard taste aversion procedure would 
impact acquisition of a taste aversion (Nachman and 
Ashe, 1973; Nachman et al., 1970). Work assessing oth-
er aversive compounds in the CTA design steadily in-
creased throughout the 1970s and into the 1980s: various 
well-known toxins, including strychnine sulfate, acetal-
dehyde, sodium fluoride, paraquat, and physostigmine 
sulfate, all reportedly induced CTAs (for a review, see Ri-
ley and Tuck, 1985). Clearly taste aversion learning and 
the conditions under which it is acquired are not sim-
ply an effect of exposure to irradiation, but are common 
characteristics of a procedure that has general utility as a 
measure of drug toxicity; more specifically, the fact that 
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toxin- and poison-induced CTAs are acquired at doses 
much lower than those needed to adversely impact other 
behaviors, including food and water consumption, dem-
onstrates the sensitivity of this procedure for measuring 
the aversive effects of various compounds.

While toxins, poisons, and emetics are common USs 
in the CTA procedure, drugs of abuse have received 
considerable attention in taste aversion experiments as 
well. Further, the taste aversion procedure was viewed 
as a sensitive assay with which to investigate the po-
tential aversive effects of these drugs, given that these 
compounds were viewed as stimuli with numerous 
behavioral effects because they were reinforcers in self-
administration and discriminative stimuli in drug dis-
crimination studies and could alter learning and memo-
ry in other procedures (Colpaert et al., 1975; D’Mello and 
Stolerman, 1977; Schuster and Thompson, 1969). One of 
the first reports of drug-induced taste aversion learning 
was published in 1971, in which Cappell and LeBlanc 
assessed the aversive effects of amphetamine or mesca-
line in rats (Cappell and LeBlanc, 1971). In this study, 
both compounds induced dose-dependent aversions to 
the saccharin solution following one conditioning trial in 
which a drug administration was paired with saccharin 
to drink. These authors argued that the amphetamine- 
and mesacline-induced CTAs support the idea that these 
two drugs, at the doses used, had aversive effects that re-
sulted in significant decreases in saccharin consumption 
of the test day. They argued further that the CTA results 
also support the lack of self-administration of mescaline 
in monkeys (Deneau et al., 1969) and the decrease in am-
phetamine self-administration in rats at 1 and 2 mg/kg 
(doses that conditioned a taste aversion; see Pickens and 
Harris, 1968; see also, Verendeev and Riley, 2011).

In a relatively short period of time, most major drugs 
of abuse were shown to induce CTAs, including alco-
hol, morphine, cocaine, ∆9-tetrahydrocannabinol (THC), 
and 3,4-methylenedioxypyrovaleron (MDPV), under 
the same parametric conditions as irradiation, emetics, 
and toxins, for example, one-trial learning, long-delay 
learning (Freeman and Riley, 2005; King et al., 2015). 
The fact that drugs of abuse were found to have aver-
sive effects is not surprising since drug effects are gener-
ally dose-dependent, with toxicity occurring at greater 
drug doses. Yet the fact that these effects are evident at 
the same drug dose is less intuitive. In a combined CPP-
CTA study, Reicher and Holman (1977) presented data 
demonstrating that the same injection of amphetamine 
could condition a taste aversion while conditioning a 
place preference to the environment in which the sac-
charin was consumed. More specifically, rats received 
an injection of amphetamine prior to placement into one 
compartment of a place conditioning apparatus. Within 
in this amphetamine-paired (CS+) compartment, rats 
had access to a distinctly flavored solution (almond or 

banana flavor). In the CS− compartment, rats had access 
to a different solution; if almond was the flavor used 
in the CS+ compartment, banana was the flavor used 
in the CS− compartment. Interestingly, amphetamine 
administration in this design conditioned a significant 
place preference while also conditioning a significant 
taste aversion. Further, these same results were evident 
after a 20-min delay between amphetamine administra-
tion and placement into the CS+ compartment. Reicher 
and Holman argued that amphetamine had rewarding 
and aversive effects that occurred simultaneously in the 
same animal and that each of these effects could condi-
tion different behaviors (i.e., approach and avoidance).

Since these initials studies with drugs of abuse in the 
taste aversion procedure, a wealth of literature has ac-
cumulated investigating drug-induced CTAs and factors 
that influence drug taking, including drug history, genet-
ic manipulations (e.g., inbred rats and mice, genetically-
modified animals), stress, age, and the maternal environ-
ment. In addition, the taste aversion procedure is used in 
behavioral pharmacology studies aimed at determining 
what receptor systems are responsible for drug-induced 
CTAs (Freeman et al., 2005; Serafine and Riley, 2010) and 
has been adapted for use as a procedure to assess the 
discriminative stimulus effects of various drugs, espe-
cially low doses of opioid antagonists in drug-naïve rats 
(Riley, 1997). Thus the CTA procedure is commonly used 
to assess the aversive effects of drugs of abuse and once 
the general procedure is instituted, adaptations to the 
procedure can be made to enable subsequent investiga-
tions in a manner similar to those mentioned earlier.

5.3 Advantages of the Conditioned Taste 
Aversion Procedure

The advantages of the CTA procedure are similar to 
those listed earlier for the CPP procedure; nonetheless, 
this section will outline these advantages and focus on 
specific equipment and techniques that are useful for 
taste aversion studies.

The conditioned taste aversion procedure is methodological-
ly simple and does not require special and/or expensive equip-
ment. The taste aversion procedure is a popular method 
to study the aversive effects of drugs of abuse for sev-
eral reasons including (1) the procedure’s simplicity in 
terms of experimenter training and (2) the fact that little 
specialized equipment is needed; most CTA studies are 
conducted in an animal’s home cage environment. Much 
like that described earlier for the place conditioning pro-
cedure, taste aversion conditioning does not require 
any specialized training like jugular catheter surgery 
for self-administration studies. For the CTA procedure, 
drug is most commonly administered via the intra-
peritoneal (IP) or subcutaneous (SC) route. While these 
drug administrations are relatively simple, the route of 
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administration used in taste aversion conditioning is an 
important factor and has been shown to differentially im-
pact CTAs induced by different drugs of abuse. Cocaine-
induced aversions, for instance, are weaker when drug 
administrations are IP compared to aversions induced 
by subcutaneously administered cocaine. Ferrari et al. 
(1991) demonstrated that IP cocaine induced weak dose-
independent aversions, such that all three dose groups 
(18, 32, and 50 mg/kg) significantly decreased saccha-
rin consumption on the final test trial when compared 
to consumption of the vehicle control group. In contrast, 
rats injected SC with cocaine exhibited robust taste aver-
sions at 32 and 50 mg/kg doses; decreases in saccha-
rin consumption in these two groups were evident on 
the second conditioning trial (Busse et al., 2005; Ferrari 
et al., 1991; Grigson et al., 2001; Mayer and Parker, 1993). 
In addition, intracerebroventricular (ICV) drug adminis-
trations are also used in taste aversion learning, primar-
ily in studies interested in determining whether a drug’s 
aversive effects are centrally- or peripherally-mediated 
or what brain areas are involved in a drug-induced CTA 
(Amit et al., 1977; Clegg et al., 2002; Greenshaw and  
Buresova, 1982; Liu and Sue Grigson, 2005).

The equipment needed for a taste aversion study is 
relatively simple and typically includes two different 
sets of water bottles with rubber stoppers and sipper 
tubes, in addition to some type of sweetener, which will 
be prepared as a solution in tap-water and paired with 
drug administrations. Two sets of water bottles are need-
ed because one set is used to provide the animals with 
plain tap water (or plain filtered water) and the other 
set is used for the saccharin solution during the condi-
tioning trials. The use of different water and saccharin 
water bottles helps to ensure that the taste of the sac-
charin remains novel and prohibits subjects’ exposure 
to this taste on habituation and/or water recovery days. 
For this reason, two sets of rubber stoppers with sipper 
tubes are needed as well. Different types of drinking 
tubes are used in taste aversion studies and the type of 
tube chosen usually determines how fluid consumption 
is measured.

For example, graduated 50-mL Nalgene drinking 
tubes are commonly used for taste aversion studies with 
rats and fluid consumption is easily recorded in 0.5 mL 
increments. Fluid measurements are taken prior to place-
ment of the drinking tube onto each subject’s cage and 
are taken again after the drinking period has ended. Giv-
en that movement of the drinking tubes can lead to some 
fluid loss, care must be taken to place drinking tubes 
on the cages while minimizing dripping or spilling. To 
determine the amount of fluid loss that occurs during 
placement of the drinking tube, a full drinking tube can 
be placed on an empty cage and pre- and postfluid access 
measurements can be recorded. Nongraduated drinking 
bottles are commonly used as well, however, bottles are 

weighed prior to each subject’s fluid access period and 
then weighed again immediately following the end of 
the drinking period.

A review of the taste aversion literature demonstrates 
the variety of gustatory stimuli that have been used in 
taste aversion studies. For example, numerous studies 
have used condensed milk or other flavored solutions, 
including Kool-aid, flavor extracts (e.g., almond, banana, 
coconut, orange), vanilla, sucrose, or polycose. One of 
the most common gustatory stimuli is a 0.1% sodium 
saccharin solution, a relatively inexpensive noncaloric 
sweetener dissolved in tap water. Noncaloric sweeteners 
are typically used to decrease the likelihood that changes 
in consumption result from the high caloric value of a so-
lution, such as sucrose, glucose, or polycose (Gomez and 
Grigson, 1999); nonetheless, caloric sweeteners are used 
in drug-induced aversion learning (Grigson et al., 2001; 
McDonald et al., 1997; Parker and Brosseau, 1990) and 
to examine the specificity of the tastant-CS association 
(Nissenbaum and Sclafani, 1987). In addition, strain dif-
ferences in preference for various gustatory stimuli ex-
ist, with most rats and mice displaying a preference for 
saccharin solutions over water; however, the amount of 
saccharin (or other flavored solution) consumed does 
differ between many of these strains and this can impact 
the results of a taste aversion study. For example, Tordoff 
et al. (2008) examined two-bottle choices tests (i.e., water 
vs. solutions containing sucrose, NaCl, saccharin, etc.) in 
14 common laboratory rat strains that included 3 out-
bred and 11 inbred strains. All of these strains displayed 
a preference for various concentrations of saccharin, but 
the amount of saccharin consumed did differ among rat 
strains (Tordoff et al., 2008). Similar results have been re-
ported for numerous strains of inbred mice as well, and 
most strains display a preference for at least one concen-
tration of saccharin in solution (Bachmanov et al., 2001; 
Fuller, 1974; Kotlus and Blizard, 1998; Reed et al., 2004). 
Selection of the appropriate gustatory stimuli for aver-
sion learning can depend up on the strain of rodent(s) 
used in the study, thus experimenters should be aware 
of any possible strain differences in tastant preferences 
prior to the start of conditioning. If strain differences 
are a focus of the aversion study, the US tastant chosen 
should be equally preferred between the strains. Finally, 
while drinking tubes/bottles and a novel tastant, such 
as saccharin are required for an aversion study, a specific 
conditioning apparatus is not necessary and most CTA 
studies condition subjects in their home cages when ani-
mals are housed individually; a conditioning apparatus, 
such as a test cage, has been used when taste aversion 
conditioning is done in animals that are group housed 
(Smith et al., 1998).

The conditioned taste aversion procedure is relatively 
short in duration and has the potential for high throughput 
of subjects. Another advantage to the conditioned taste 
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aversion procedure is the fact that large numbers of 
subjects can be conditioned in a relatively short period 
of time. For example, taste aversion studies commonly 
employ 4-day conditioning cycles that begin with a con-
ditioning trial where 20-min access to saccharin is fol-
lowed by an injection of a drug of abuse; 3 water recov-
ery days follow in which subjects only have access to 
plain water during the 20-min fluid access period and do 
not receive postconsumption drug injections. This 4-day 
conditioning cycle is typically repeated 4 times and is 
then followed by a test day in which subjects receive ac-
cess to saccharin, but do not receive any injections fol-
lowing the consumption period. When a taste aversion 
study is conducted using these common parameters, the 
entire conditioning period requires only 17 consecutive 
days (including weekends). The conditioning cycles are 
however preceded by a habituation phase in which sub-
jects are given 20-min access to plain tap water at the 
same time each day. The length of this habituation phase 
is determined by the variability in water consumption: 
once subjects display stability in the amount of water 
consumed each day (e.g., for rats, amount consumed not 
differing by more than 2 mL for 3 consecutive days; Da-
vis et al., 2010) and are approaching and drinking from 
the water bottle almost immediately after its placement 
on the cage (i.e., within 2 s of its presentation), the condi-
tioning phase begins. While there is no standard method 
for determining stability, these criteria result in relative-
ly stable levels of water consumption in approximately 
7–14 days, depending on the strain of rodent (Fig. 22.6; 
see Davis et al., 2009). If no other manipulations are in-
cluded, a taste aversion study requires a little more than 
a month (i.e., 31 consecutive days) to complete, assuming 
a 2-week habituation phase. Obviously, additional ma-
nipulations, such as a drug preexposure phase, increase 
the number of days needed to complete the taste aver-
sion study (Berman and Cannon, 1974; Davis et al., 2010; 
Risinger and Cunningham, 1995).

Although the 4-day conditioning cycle is common in 
the taste aversion literature, shorter conditioning cycles 
have been reported, and depending on the manipula-
tion, are necessary for the specific experimental pro-
tocol. For instance, in the combined conditioned taste 
aversion/conditioned place preference procedure (King 
et al., 2015; Pomfrey et al., 2015; Roma et al., 2006; Simp-
son and Riley, 2005; Verendeev and Riley, 2011; Wakeford 
et al., 2016), the taste aversion procedure is adapted to fit 
the conditioning phase of the CPP procedure, such that 
saccharin access occurs on the same day as the drug in-
jection and placement into the CS+ compartment. Water 
access occurs on the intervening days when vehicle in-
jections precede placement into the CS− compartment. 
In this combined design, the taste aversion conditioning 
cycles are 2 days and include a conditioning trial fol-
lowed by 1 water recovery day, instead of the 3 water 

recovery days described earlier. The concern with this 
procedure is that subjects displaying a conditioned taste 
aversion will not be adequately rehydrated during the 
one water recovery day, which could negatively impact 
the subsequent conditioning trial. Using this combined 
design however Roma et al. (2006) demonstrated that in-
bred Fischer and Lewis rats both maintained relatively 
stable levels of fluid consumption on each water recov-
ery day separating each saccharin-IP ethanol-CS+ con-
ditioning trial, regardless of the strength of the ethanol-
induced aversion. Further, body weights of both strains 
remained stable over the 13-day habituation phase 
and the 8-day CTA/CPP conditioning phase (Roma 
et al., 2006) in all rats, including those subjects display-
ing robust ethanol-induced aversions, that is, subjects 
that were only consuming water every other day due the 
to the aversion to the saccharin solution (for similar con-
ditioning cycles with cocaine, see Davis and Riley, 2007). 
Regardless of the length of the conditioning phase, al-
most all drug-induced taste aversion studies report 
dose-response assessments in which different groups of 
subjects (8–10 per dose group) receive saccharin paired 
with a specific dose of the drug of interest, in addition to 
a control group that receives saccharin-vehicle injection 
pairings. Dose-response assessments typically include 

FIGURE 22.6 Mean water consumption in three different rat strains 
during the habituation phase of six different taste aversion studies (A 
or B). Although some rat strains consume more water compared to oth-
ers, all strains display the same pattern of water consumption during 
the habituation phase. More specifically, water consumption increases 
over the habituation period to an asymptotic volume from which most 
rats do not vary (note the errors bars are within the symbol for each 
point on the graph). The SD rats (pink and yellow squares) only needed a 
12-day habituation phase, whereas the F344 and LEW rats required 
12–15 days, depending on the study (A or B, respectively). F344, inbred 
Fischer 344; inbred LEW, Lewis; SD, outbred Sprague Dawley. Source: 
Data redrawn from Davis, C.M., Riley, A.L., 2006. Drug preexposure in 
Fischer (F344) and Lewis (LEW) rats: effects on place and taste conditioning. 
Paper presented at the College on the Problems of Drug Dependence (CPDD) 
Annual Meeting, Scottsdale, AZ; Davis, C.M., Riley, A.L., 2007. The effects 
of cocaine preexposure on cocaine-induced taste aversion learning in Fisch-
er and Lewis rat strains. Pharmacol. Biochem. Behav. 87(1), 198–202; and 
Davis, C.M., de Brugada, I., Riley, A.L., 2010. The role of injection cues in 
the production of the morphine preexposure effect in taste aversion learning. 
Learn. Behav. 38(2), 103–110.
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two or more drug doses with separate groups of animals 
for each dose used; in this way, large numbers of animals 
can be conditioned in a relatively short period of time in 
a single taste aversion study.

Other advantages of the taste aversion procedure: In addi-
tion to the advantages described earlier, there are several 
additional advantages of the taste aversion procedure 
that add its utility and ease with which it can be per-
formed in the laboratory. First, consumption of the fluid 
CS is always done under drug-free conditions. More 
specifically, subjects receive the fluid CS to drink for a 
specified amount of time (e.g., 20-min); once this period 
is over, subjects are then injected with the drug US. Any 
changes in consumption then are not simply a function 
of drug-induced motor impairments for example, be-
cause the subjects receive drug only after the fluid access 
period has ended. Similar to the drug-free posttest in the 
place conditioning procedure described earlier, the taste 
aversion test day (i.e., the day after the final conditioning 
cycle) is a drug-free test as well.

A second additional advantage is the fact that taste 
aversion studies routinely report dose-response func-
tions where conditioning day saccharin consumption 
decreases over trials, such that increasing drug doses are 
typically associated with a more robust decrease in sac-
charin consumption. While these functions are common 
in taste aversion learning, floor effects (i.e., no saccha-
rin consumption on subsequent conditioning days) do 
occur and are not only influenced by the conditioning 
dose, but also by other factors including baseline con-
sumption of the novel fluid US and strain of rodent used 
as subjects. For this reason, choosing a novel fluid US 
that is readily consumed by the strain of rodent serv-
ing as subjects in a taste aversion study is important. 
Nonetheless, most drug-induced CTAs are conditioned 
at relatively low doses where toxicity is not an issue and 
conditioning of other behaviors is supported. For exam-
ple, morphine CTAs are readily acquired at 5 mg/kg, a 
dose that also conditions a significant place preference 
in the same animals (Martin et al., 1988; Simpson and 
Riley, 2005; Verendeev and Riley, 2011). These findings 
are true for most drugs of abuse, such that the range of 
drug doses supporting taste aversion learning also sup-
port conditioned place preferences.

5.4 Conditioned Taste Aversion: Experimental 
Protocol and Conditioning Apparatus

Although the characteristics of a taste aversion study 
were mentioned briefly in the preceding text, the current 
section aims to describe taste aversion conditioning in 
detail, including a discussion of some general param-
eters and characteristics of the experimental design that 
should be taken into consideration when designing and 
executing a conditioned taste aversion experiment.

Phases of a conditioned taste aversion study: There are 
several general phases to a conditioned taste aversion 
study and these will be discussed in detail here. These 
phases are included because they are commonly report-
ed in taste aversion studies however some can be altered 
depending on the goals of the experiment.

The habituation phase: When beginning a taste aver-
sion study, subjects are typically water-restricted and 
habituated to drinking during a specified period (i.e., 
the fluid access period) each day. In order to achieve reli-
able drinking during this period, rats are presented with 
plain tap water following 23.5 h of water deprivation. 
More specifically, rats are maintained on ad libitum ac-
cess to water up to the day prior to the start of the ha-
bituation phase. On this day, ad libitum water bottles are 
removed from the rats’ home cages at a specified time 
(e.g., 1000 h). On the following day, which is the start 
of the habituation phase, subjects receive water bottles 
containing plain water to drink at this same time; rats 
are given 20-min access to these water bottles and con-
sumption is recorded. If presentation of the drinking 
bottles occurs earlier or later than the predetermined 
fluid access period, the amount of water consumed can 
vary substantially between individual subjects. For this 
reason, the water bottles must be presented at the same 
time each day to maintain the subjects’ level of fluid re-
striction throughout the study.

It is common for subjects to increase water consump-
tion throughout the habituation period, thus this phase 
continues until all subjects display stable day-to-day 
consumption levels.

Using each subject’s mean water consumption, stabil-
ity is commonly defined as a subject consuming within 
2 mL of its mean fluid consumption over 3 consecutive 
days (Davis et al., 2010). Beginning the conditioning 
phase after subjects’ habituation water consumption has 
stabilized helps to ensure that changes in consumption 
are a function of conditioning and are not due to contin-
ued habituation to the fluid restriction procedure. Fur-
ther, subjects should be weighed each day prior to the 
fluid access period and weights should be closely moni-
tored throughout this phase and the conditioning phase 
described later.

Although a single, daily fluid access period is com-
monly used in taste aversion conditioning, some investi-
gators also include an additional drinking period during 
which subjects only have access to water. For example, 
Grigson and Freet (2000) employed a 5-min fluid access 
period in the morning followed by an hour-long fluid 
access period in the afternoon (Grigson et al., 2001; Liu 
and Sue Grigson, 2005). During the habituation phase, 
rats had access to distilled water during the 5-min and 
1-hour fluid access periods, but on conditioning trials 
saccharin was available during the 5-min period only; 
distilled water was always available during the 1-hour 



 5 THE FLAVOR CONDITIONING PROCEDURE 577

H. BEHAVIOR

afternoon fluid access period. This additional fluid ac-
cess period is included because subjects were only given 
5-min access to water or saccharin during conditioning 
and needed the afternoon period to rehydrate; condi-
tioning trials in this study occurred every other day, in-
stead of every 4th day (see later).

The conditioning phase: Once subjects are maintaining 
stable levels of fluid consumption during the habitua-
tion phase (approximately 10–14 days), the conditioning 
phase begins. On the conditioning days of this phase, 
subjects receive saccharin during their 20-min fluid ac-
cess period and consumption is recorded. Following the 
fluid access period, subjects are removed from the home 
cage, injected with the appropriate drug dose or vehicle, 
and returned to the home cage. The water recovery days 
of this phase however are identical to the habituation 
phase: subjects receive plain water during the 20-min 
fluid access period and consumption is recorded. No 
drug injections occur on these days. Taken together, one 
conditioning cycle consists of a saccharin-conditioning 
day, in which saccharin consumption precedes an injec-
tion of drug or vehicle, followed by 3 water recovery 
days. This 4-day conditioning cycle is then repeated 4 
times for a total of 4 conditioning days and 12 water re-
covery days.

The first day of the conditioning cycle is important for 
two reasons: (1) subjects are assigned to an experimental 
or control group based on their saccharin consumption 
and (2) the CS-US interval is determined at this time. 
While subjects can be grouped by mean water consump-
tion on the 3–5 days prior to the 1st conditioning day, it 
is common for subjects to be assigned to a group based 
on total saccharin consumed on the 1st day of condi-
tioning. More specifically, once the fluid access period 
is over, the consumption values are ranked from largest 
to smallest and subjects are assigned to an experimental 
or control group such that mean consumption is com-
parable across groups. By using this pseudorandom as-
signment technique, saccharin consumption on the first 
conditioning day is not significantly different between 
the various experimental (and control) groups, which 
provide a good baseline for subsequent saccharin con-
sumption day comparisons. This comparable baseline 
also increases the likelihood that data can be presented 
as total milliliters consumed instead of having to be 
transformed to a percentage shift from or percentage of 
control consumption.

In addition to grouping subjects on this day, the CS-
US interval is determined as well and this interval needs 
to be maintained on subsequent conditioning days. For 
example, each subject receives 20-min access to saccha-
rin followed by an injection sometime after fluid con-
sumption. The time between fluid consumption and the 
subsequent drug injection should be carefully timed on 
the 1st conditioning day and this CS-US interval should 

be maintained throughout the conditioning phase. Thus, 
if subjects are injected 5-min after saccharin consump-
tion on the 1st conditioning day, subsequent injections 
should also occur 5-min after saccharin access as well.

The one-bottle final aversion test: Following the final wa-
ter recovery day of the last conditioning cycle, the final 
aversion test is typically administered. This test consists 
of 20-min access to saccharin during the fluid access 
period following which no injections are administered. 
When done in this manner, this test is also referred to as 
a one-bottle aversion test. If the drug-induced taste aver-
sions are robust—subjects are consuming little to no sac-
charin on this test—the one-bottle aversion test is typi-
cally the final day of a conditioned taste aversion study.

The two-bottle final aversion test: If the conditioned taste 
aversion is not robust, does not differ by dose, or is rela-
tively weak, etc., a more sensitive two-bottle test is usu-
ally administered. This test is considered to be more sen-
sitive than the one-bottle test described earlier because 
subjects have access to saccharin and water concurrently 
during the 20-min access period and can choose to drink 
the saccharin or water during this time. If a taste aver-
sion has been conditioned, subjects consume a greater 
percentage of water compared to saccharin during this 
period, with similar levels of total fluid consumption 
(i.e., saccharin + water consumption) between experi-
mental and control groups. If the two-bottle test will be 
run following the one-bottle aversion test, it is impor-
tant to consider injecting the subjects following the one-
bottle test and giving the subjects 3 water recovery days 
(i.e., running a 5th conditioning cycle). In this way, the 
subjects have always experienced saccharin paired with 
the drug effects and no extinction effects will be evident 
on the results of the two-bottle test.

In a recent paper examining taste aversions induced 
by opioid receptor agonists, Davis et al. (2009) demon-
strated the sensitivity of the two-bottle aversion test fol-
lowing what appeared to be weak aversions induced by 
(-)-U50.488H, SNC80, kappa and delta opioid receptor 
agonists, respectively (Fig. 22.7).

Saccharin consumption in the experimental groups 
conditioned with either drug did not differ much from 
their control group’s saccharin consumption over five 
conditioning trials. More specifically, only the subjects 
conditioned with the highest dose of the kappa agonist 
displayed significant decreases in saccharin consump-
tion compared to control subjects; subjects conditioned 
with SNC80 displayed similar levels of saccharin con-
sumption throughout conditioning that did not differ 
between the conditioning doses. However, robust and 
dose-dependent (for the kappa agonist only) drug-
induced aversions were apparent in the two-bottle 
aversion test, which was administered following the 
one-bottle test and 3 water recovery days (i.e., a 5th con-
ditioning cycle; Fig. 22.8). These results demonstrate the 
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usefulness of the two-bottle aversion test and while it 
is not required, administering this test is highly recom-
mended, especially when aversions are weak over con-
secutive conditioning trials.

General rat taste aversion conditioning procedure:

Prehabituation (day 0):

1. Weigh rats. Remove ad libitum water bottles to 
provide 23.5 h of water deprivation prior to the 
start of the habituation phase on the following 
day.

Habituation phase (days 1–14):

2. Fill one set of 50-mL Nalgene tubes with plain 
water (e.g., distilled, filtered, tap) and allow the 
water to come to room temperature.

3. Weigh rats.
4. Once water has reached room temperature, invert 

the first Nalgene tube. Allow the air bubbles to 
escape and record the preconsumption volume. 
Attach this bottle to the cage of the first rat. Start 

FIGURE 22.7 Morphine-induced conditioned taste aversion in 
adult male Fischer 344 rats. Following the habituation phase on condi-
tioning day 1, all rats received 20-min access to saccharin followed by 
an injection of morphine (5 mg/kg, SC) or vehicle. Consumption on this 
day is equivalent between the groups because group assignments were 
made based on the ranking procedure described in the text. Over the 
three subsequent Conditioning Days, rats receiving morphine display 
a significant decrease in saccharin consumption compared to vehicle-
treated control rats, in addition to a significant decrease in saccharin 
intake on the one-bottle final aversion test. Source: Redrawn from Davis, 
C.M., Riley, A.L., 2006. Drug preexposure in Fischer (F344) and Lewis (LEW) 
rats: effects on place and taste conditioning. Paper presented at the College on 
the Problems of Drug Dependence (CPDD) Annual Meeting, Scottsdale, AZ.

FIGURE 22.8 Mean consumption during one- and two-bottle final aversion tests for Fischer 344 and Lewis conditioned with (-)-U50,488H, 
a kappa opioid receptor agonist, or SNC80, a delta opioid receptor agonist. All rats received 4 saccharin-drug pairings and then received a one-
bottle final aversion test (panels A and D). The drug-induced decreases in saccharin consumption were weak and did not differ by dose, thus a 
two-bottle aversion test followed a fifth conditioning cycle. On the two-bottle test, taste aversions following conditioning with (-)-U50,488H were 
robust and differed by dose but not by strain (panel B). Rats conditioned with 0.90 (#) or 1.6 mg/kg (^) consumed significantly less saccharin than 
rats receiving 0.0 or 0.28 mg/kg. For SNC80 conditioned rats, the two-bottle test revealed a more robust decrease in saccharin consumption that 
remained dose-independent (*denotes all groups consuming significantly less saccharin than rats receiving 0.0 mg/kg; panel E). Panels C and F de-
pict total fluid consumption on the two-bottle test for both strains; no differences were evident in overall fluid consumption, even though significant 
aversions to the saccharin solution were apparent. Source: Redrawn from Davis, C.M., Rice, K.C., Riley, A.L., 2009. Opiate-agonist induced taste aversion 
learning in the Fischer 344 and Lewis inbred rat strains: evidence for differential mu opioid receptor activation. Pharmacol. Biochem. Behav. 93(4), 397–405.
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stopwatch or timer. Invert the next Nalgene 
tube; allow air bubbles to escape, and record 
preconsumption volume.

5. Once 10–15 s has passed, attach the second water 
bottle to the second rat’s cage. Continue in this 
manner until all rats have water bottles. Exit the 
drinking area with the stopwatch or timer.

 Note: A standard time interval should occur 
between the placements of each water bottle, 
such that each subject receives a full 20-min 
consumption period. This is easily done by 
placing water bottles on individual cages at 
10–15 s intervals. Depending on the number of 
subjects, the total experimental time could exceed 
20 min due to the staggered drinking periods, 
however this technique ensures that each subject 
receives the full time to drink regardless of when 
the water bottle is placed on the cage.

6. Once 20 min has elapsed, return to the drinking 
area and gently remove the first Nalgene 
tube from the first rat’s cage; avoid spilling/
dripping any saccharin from the tube. Record the 
postconsumption volume. Wait 10–15 s and remove 
the next bottle; record postconsumption volume. 
Repeat until all bottles have been removed.

7. Empty bottles and rinse with fresh tap water. Store 
bottles inverted and allow to air dry.

8. Repeat steps 2–7 on each day of the habituation 
phase. Monitor body weights and daily water 
intake.

 Note: If any subject is not adapting to the 
habituation schedule and is showing signs of 
distress and/or illness, the animal should be 
removed from the study and given ad libitum 
access to water, in addition to softened food and 
any other necessary veterinary care.

9. After approximately 7 days, water consumption 
by most subjects will begin to stabilize. Acquire 
3-day averages for each subject and compare them 
to that day’s consumption values. When average 
daily consumption does not vary by more than 
±2 mL, water consumption is stable.

 Conditioning phase:

Conditioning cycle day 1 (day 15):

10. On the morning of the 1st conditioning day, 
dissolve saccharin in plain water—use the same 
type of water that was used during habituation, 
for example, distilled, filtered, tap. Fill the second 
set of Nalgene tubes with the saccharin; let the 
bottles sit to warm to room temperature.

 Note: A different set of bottles and stoppers must 
be used for saccharin access to avoid exposing 
the subjects to the saccharin flavor on water 

recovery days (or habituation days in a future 
study). Labeling the saccharin bottles prior to the 
start of conditioning should be done to avoid any 
cross-contamination. Further, once the saccharin 
bottles/stoppers have been used for saccharin 
access, they should never be used for plain tap 
water and should not be stored with the water-
only bottles/stoppers.

11. Weigh rats; prepare drugs and syringes.
12. Similar to the habituation phase, invert the first 

Nalgene tube, allow the air bubbles to escape, 
record preconsumption volume, and place 
the bottle on the cage of the first rat. Start the 
stopwatch or timer.

13. Invert the second Nalgene tube and repeat, 
placing the second bottle on the next rat’s cage 
10–15 s after placement of the first bottle.

14. Continue until all rats have saccharin bottles 
on their cages. Exit the drinking area with the 
stopwatch or timer.

15. Return to the drinking area after 20 min and 
remove the first rat’s saccharin bottle. Record 
the postconsumption volume. Wait 10–15 s and 
remove the next rat’s saccharin bottle and record 
postconsumption volume. Repeat every 10–15 s to 
remove all bottles.

16. Rank subjects by saccharin consumption from 
greatest to least. Denoting each dose group by a 
different letter (e.g., high dose = 1, control = 0), 
assign each subject a dose value in ascending 
order (i.e., 0, 1, 2); after the last dose value, repeat 
the values in descending order (i.e., 2, 1, 0). In 
this way, average saccharin consumption across 
all groups on the first conditioning day will be 
similar.

 Note: This ranking procedure typically takes about 
3–5 min; use of a computer with Microsoft Excel is 
highly recommended. If an experimenter allots 5 
min to this ranking procedure, drug injections will 
not begin until 5-min after the saccharin access 
period. It is important that this time interval be 
maintained on subsequent conditioning days 
when the ranking procedure is not completed 
(because group assignment has been completed), 
such that the CS-US interval is consistent across 
conditioning days. If an experimenter does not 
allot a specified period of time to ranking, it is 
recommended that the stopwatch or timer be used 
to time the ranking procedure and determine 
precisely when the first injection was administered 
following saccharin access.

17. After the last injection, dispose of needles/
syringes. Empty saccharin bottles, rinse with 
warm tap water, and invert to dry. Soap 
should not be used to clean the saccharin 
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bottles because this could impart a taste on 
the bottle and/or stopper that could influence 
conditioning.

Conditioning cycle 1 days 2–4 (days 16–18):

18. During the water recovery days, no saccharin is 
consumed and no injections are administered. 
Similar to the habituation phase, fill Nalgene tubes 
with plain water and let sit out to warm to room 
temperature.

19. Weigh rats.
20. Place Nalgene bottles on cages as described 

earlier; record pre- and postconsumption volumes. 
Empty and rinse bottles.

Conditioning cycles 2–4 (days 19–30):

21. The 2nd conditioning day is similar to the 1st in all 
respects except that there is no ranking procedure.

22. Prepare saccharin as stated earlier. Prepare drug 
and syringes.

23. Place saccharin on cages and record 
preconsumption volumes.

24. After 20 min, return to drinking area and remove 
saccharin.

25. Maintaining the same CS-US interval employed 
on conditioning day 1, inject subjects after the 
saccharin access period.

26. On the following 3 water recovery days, prepare 
Nalgene tubes with plain water, weigh rats, and 
record water consumption.

One-bottle final aversion test (day 31):

27. On the day following the last water recovery 
day of the final conditioning cycle, prepare 
saccharin in the morning and fill the Nalgene 
tubes.

28. Similar to the conditioning days, place saccharin 
bottles on the rats’ cages at 10–15 s intervals. 
Record pre-and postconsumption volumes. If 
no two-bottle test will not be run, no injections 
are necessary and this is the last day of the taste 
aversion study.

29. If a two-bottle aversion test will be run, prepare 
drug and syringes. Inject subjects after saccharin 
access. Provide plain water during the fluid access 
period on the following 3 days—this constitutes a 
fifth conditioning cycle (days 31–34).

Two-bottle final aversion test (day 35):

30. Twenty-four hours following the last water 
recovery day dissolve saccharin in plain water and 
fill the Nalgene tubes. Additionally, fill the other 
set of Nalgene tubes with plain water. Let water in 
both sets of tubes warm to room temperature.

31. Invert the first saccharin Nalgene tube, allow 
bubbles to escape, and record preconsumption 
volume. Invert the first plain water Nalgene 
tube, allow bubbles to escape, and record 
preconsumption volume. Holding one bottle in 
each hand, present both sipper tubes to the first 
rat simultaneously. Attach both tubes to the first 
cage.

32. For the second rat, place the saccharin tube on 
the opposite side of the cage compared to the 
first rat. More specifically, if the saccharin tube 
is on the right side of the first rat’s cage, place 
the saccharin tube on the left side of the second 
rat’s cage. Repeat at 10–15 s intervals for the 
remaining subjects; continue to alter the location 
of the saccharin bottle from left to right. Exit the 
drinking area.

 Note: The two-bottle test is easier to administer 
if there are two experiments—one to invert and 
place the bottles on the cages and another person 
to record the consumption values and monitor the 
stopwatch or timer.

33. After 20 min, return to the drinking area and 
remove each rat’s bottles at the same time. Record 
postconsumption volume for both bottles.

34. Rinse both sets of bottles and invert to air dry.

6 CONCLUSIONS

The conditioned place preference and conditioned 
taste aversion procedures are two common methods for 
assessing the rewarding and aversive, respectively, ef-
fects of drugs of abuse. Both of these procedures have 
numerous advantages, including the ease with which 
the procedures can be performed and the fact that both 
procedures require relatively inexpensive equipment. 
Further, the popularity of these procedures in the drug 
addiction field gives investigators a wealth of data that 
can be examined when designing new CPP and/or CTA 
studies to aid in the selection of parameters, methodol-
ogy, and other important experimental variables. While 
these procedures might not represent every aspect of 
SUD or addiction, these procedures are valuable tools 
to enable researchers to gain a greater understanding of 
the effects of drugs on the brain and behavior and to en-
able discovery of pharmacotherapeutic strategies to treat 
SUD.

Acknowledgment
Preparation of this chapter was supported by a fellowship from the 
National Space Biomedical Research Institute (NSBRI) through NASA 
NCC 9-58-PF02602.



H. BEHAVIOR

 REFERENCES 581

References
Ahsan, H.M., de la Pena, J.B., Botanas, C.J., Kim, H.J., Yu, G.Y., Cheong, 

J.H., 2014. Conditioned place preference and self-administration 
induced by nicotine in adolescent and adult rats. Biomol. Ther. 22 
(5), 460–466. 

Amit, Z., Levitan, D.E., Brown, Z.W., Rogan, F., 1977. Possible involve-
ment of central factors in the mediation of conditioned taste aver-
sion. Neuropharmacology 16 (2), 121–124. 

Andreatta, M., Fendt, M., Muhlberger, A., Wieser, M.J., Imobersteg, S., 
Yarali, A., et al., 2012. Onset and offset of aversive events estab-
lish distinct memories requiring fear and reward networks. Learn. 
Mem. 19 (11), 518–526. 

Astur, R.S., Carew, A.W., Deaton, B.E., 2014. Conditioned place pref-
erences in humans using virtual reality. Behav. Brain Res. 267, 
173–177. 

Astur, R.S., Palmisano, A.N., Carew, A.W., Deaton, B.E., Kuhney, 
F.S., Niezrecki, R.N., et al., 2016. Conditioned place preferences 
in humans using secondary reinforcers. Behav. Brain Res. 297, 
15–19. 

Bachmanov, A.A., Tordoff, M.G., Beauchamp, G.K., 2001. Sweetener 
preference of C57BL/6ByJ and 129P3/J mice. Chem. Senses 26 (7), 
905–913. 

Bahi, A., Tolle, V., Fehrentz, J.A., Brunel, L., Martinez, J., Tomasetto, 
C.L., Karam, S.M., 2013. Ghrelin knockout mice show decreased 
voluntary alcohol consumption and reduced ethanol-induced con-
ditioned place preference. Peptides 43, 48–55. 

Baker, M., 2011. Animal models: inside the minds of mice and men. 
Nature 475 (7354), 123–128. 

Banasikowski, T.J., Beninger, R.J., 2010. Conditioned drug effects. 
In: Stolerman, P.I., Price, H.L. (Eds.), Encyclopedia of Psycho-
pharmacology. Springer Berlin Heidelberg, Berlin, Heidelberg, 
pp. 1–8. 

Bardo, M.T., Bevins, R.A., 2000. Conditioned place preference: what 
does it add to our preclinical understanding of drug reward? Psy-
chopharmacology (Berl.) 153 (1), 31–43. 

Bardo, M.T., Neisewander, J.L., 1986. Single-trial conditioned place 
preference using intravenous morphine. Pharmacol. Biochem. Be-
hav. 25 (5), 1101–1105. 

Bardo, M.T., Neisewander, J.L., Pierce, R.C., 1989. Novelty-induced 
place preference behavior in rats: effects of opiate and dopaminer-
gic drugs. Pharmacol. Biochem. Behav. 32 (3), 683–689. 

Bardo, M.T., Rowlett, J.K., Harris, M.J., 1995. Conditioned place prefer-
ence using opiate and stimulant drugs: a meta-analysis. Neurosci. 
Biobehav. Rev. 19 (1), 39–51. 

Bardo, M.T., Valone, J.M., Bevins, R.A., 1999. Locomotion and condi-
tioned place preference produced by acute intravenous amphet-
amine: role of dopamine receptors and individual differences in 
amphetamine self-administration. Psychopharmacology (Berl.) 143 
(1), 39–46. 

Barr, G.A., Paredes, W., Bridger, W.H., 1985. Place conditioning with 
morphine and phencyclidine: dose dependent effects. Life Sci 36, 
363–368. 

Beach, H.D., 1957. Morphine addiction in rats. Can. J. Psychol. 11 (2), 
104–112. 

Becerra, L., Navratilova, E., Porreca, F., Borsook, D., 2013. Analogous 
responses in the nucleus accumbens and cingulate cortex to pain 
onset (aversion) and offset (relief) in rats and humans. J. Neuro-
physiol. 110 (5), 1221–1226. 

Belin, D., Mar, A.C., Dalley, J.W., Robbins, T.W., Everitt, B.J., 2008. High 
impulsivity predicts the switch to compulsive cocaine-taking. Sci-
ence 320 (5881), 1352–1355. 

Berman, R.F., Cannon, D.S., 1974. The effect of prior ethanol experi-
ence on ethanol-induced saccharin aversions. Physiol. Behav. 12 (6), 
1041–1044. 

Bevins, R.A., Cunningham, C.L., 2006. Place conditioning: a method-
ological analysis. In: Anderson, M.J. (Ed.), Tasks and Techniques: 
A Sampling of the Methodologies for the Investigation of Animal 
Learning, Behavior, & Cognition. Nove Science Publishers, Inc, 
Hauppauge, NY, pp. 99–110. 

Borges, A.C., Duarte, R.B., Nogueira, L., Barros, M., 2015. Temporal 
and dose-dependent differences in simultaneously-induced co-
caine hypervigilance and conditioned-place-preference in marmo-
set monkeys. Drug Alcohol Depend. 148, 188–194. 

Brackbill, R.M., Rosenbush, S.N., Brookshire, K.H., 1971. Acquisition 
and retention of conditioned taste aversion as a function of the taste 
quality of the CS. Learn. Motiv. 2 (4), 341–350. 

Busse, G.D., Freeman, K.B., Riley, A.L., 2005. The interaction of sex and 
route of drug administration in cocaine-induced conditioned taste 
aversions. Pharmacol. Biochem. Behav. 81 (4), 814–820. 

Cappell, H., LeBlanc, A.E., 1971. Conditioned aversion to saccharin by 
single administrations of mescaline and d-amphetamine. Psycho-
pharmacologia 22 (4), 352–356. 

Carr, G.D., Phillips, A.G., Fibiger, H.C., 1988. Independence of amphet-
amine reward from locomotor stimulation demonstrated by condi-
tioned place preference. Psychopharmacology 94 (2), 221–226. 

Carr, G.D., Fibiger, H.C., Phillips, A.G., 1989. Conditioned place prefer-
ence as a measure of drug reward. In: Liebman, J.M., Cooper, S.J. 
(Eds.), The Neuropharmacological Basis of Reward. Oxford, New 
York, pp. 264–319. 

Carr, G.D., White, N.M., 1983. Conditioned place preference from in-
traaccumbens but not intra-caudate amphetamine injections. Life 
Sci 33, 2551–2557. 

CDC, 2005a. AIDS Surveilance—General Epidemiology L178 Slide 
Series (slide 9). Atlanta: CDC Division of HIV/AIDS Prevention, 
National Center for HIV, STD, and TB Prevention.

CDC, 2005b. Targeting Tobacco Use: The Nation’s Leading Cause of 
Death. Atlanta: CDC National Center for Chronic Disease Preven-
tion and Health Promotion.

CDC, 2014. Excessive drinking costs U.S. $223.5 billion. Available from: 
http://www.cdc.gov/features/alcoholconsumption/

Childs, E., de Wit, H., 2009. Amphetamine-induced place preference in 
humans. Biol. Psychiatry 65 (10), 900–904. 

Ciccocioppo, R., Panocka, I., Froldi, R., Quitadamo, E., Massi, M., 1999. 
Ethanol induces conditioned place preference in genetically selected 
alcohol-preferring rats. Psychopharmacology (Berl.) 141 (3), 235–241. 

Clegg, D.J., Wortman, M.D., Benoit, S.C., McOsker, C.C., Seeley, R.J., 
2002. Comparison of central and peripheral administration of C75 
on food intake, body weight, and conditioned taste aversion. Dia-
betes 51 (11), 3196–3201. 

Collier, A.D., Echevarria, D.J., 2013. The utility of the zebrafish model 
in conditioned place preference to assess the rewarding effects of 
drugs. Behav. Pharmacol. 24 (5–6), 375–383. 

Colpaert, F.C., Niemegeers, C.J., Kuyps, J.J., Janssen, P.A., 1975. Apo-
morphine as a discriminative stimulus, and its antagonism by halo-
peridol. Eur. J. Pharmacol. 32 (02), 383–386. 

Cunningham, C.L., 2014. Genetic relationship between ethanol-
induced conditioned place preference and other ethanol pheno-
types in 15 inbred mouse strains. Behav. Neurosci. 128 (4), 430–445. 

Cunningham, C.L., Prather, L.K., 1992. Conditioning trial duration af-
fects ethanol-induced conditioned place preference in mice. Anim. 
Learn. Behav. 20 (2), 187–194. 

Cunningham, C.L., Dickinson, S.D., Grahame, N.J., Okorn, D.M., Mc-
Mullin, C.S., 1999. Genetic differences in cocaine-induced condi-
tioned place preference in mice depend on conditioning trial dura-
tion. Psychopharmacology 146 (1), 73–80. 

Cunningham, C.L., Clemans, J.M., Fidler, T.L., 2002. Injection timing 
determines whether intragastric ethanol produces conditioned 
place preference or aversion in mice. Pharmacol. Biochem. Behav. 
72 (3), 659–668. 



582 22. ANIMAL MODELS FOR STUDYING SUBSTANCE USE DISORDER: PLACE AND TASTE CONDITIONING 

H. BEHAVIOR

Cunningham, C.L., Gremel, C.M., Groblewski, P.A., 2006. Drug-
induced conditioned place preference and aversion in mice. Nat. 
Protoc. 1 (4), 1662–1670. 

Davidson, T.L., Riley, A.L., 2015. Tast, sickness, and learning. Am. Sci. 
103 (3), 204. 

Davis, C.M., Riley, A.L., 2007. The effects of cocaine preexposure on 
cocaine-induced taste aversion learning in Fischer and Lewis rat 
strains. Pharmacol. Biochem. Behav. 87 (1), 198–202. 

Davis, C.M., Riley, A.L., 2010. Conditioned taste aversion learning: im-
plications for animal models of drug abuse. Ann. N Y Acad. Sci. 
1187, 247–275. 

Davis, C.M., Roma, P.G., Dominguez, J.M., Riley, A.L., 2007. Morphine-
induced place conditioning in Fischer and Lewis rats: acquisition 
and dose-response in a fully biased procedure. Pharmacol. Bio-
chem. Behav. 86 (3), 516–523. 

Davis, C.M., Rice, K.C., Riley, A.L., 2009. Opiate-agonist induced taste 
aversion learning in the Fischer 344 and Lewis inbred rat strains: 
evidence for differential mu opioid receptor activation. Pharmacol. 
Biochem. Behav. 93 (4), 397–405. 

Davis, C.M., de Brugada, I., Riley, A.L., 2010. The role of injection cues 
in the production of the morphine preexposure effect in taste aver-
sion learning. Learn. Behav. 38 (2), 103–110. 

Davoody, L., Quiton, R.L., Lucas, J.M., Ji, Y., Keller, A., Masri, R., 2011. 
Conditioned place preference reveals tonic pain in an animal model 
of central pain. J. Pain 12 (8), 868–874. 

De Felice, M., Eyde, N., Dodick, D., Dussor, G.O., Ossipov, M.H., Fields, 
H.L., Porreca, F., 2013. Capturing the aversive state of cephalic pain 
preclinically. Ann. Neurol. 74 (2), 257–265. 

Deneau, G., Yanagita, T., Seevers, M.H., 1969. Self-administration of 
psychoactive substances by the monkey. Psychopharmacologia 16 
(1), 30–48. 

US Department of Health and Human Services, C.D.C., 2014. The 
health consequences of smoking—50 years of progress. A report of 
the Surgeion General. Atlanta, GA: U.S. Department of Health and 
Human Services. Available from: http://www.surgeongeneral.
gov/library/reports/50-years-of-progress/full-report.pdf

US Department of Justice, N.D. I. C., 2011. National drug threat assess-
ment. (2011-Q0317-001). Johnstown, PA: National Drug Intelligence 
Center. Available from: https://www.justice.gov/archive/ndic/
pubs44/44849/44849p.pdf

Deroche-Gamonet, V., Belin, D., Piazza, P.V., 2004. Evidence for 
addiction-like behavior in the rat. Science 305 (5686), 1014–1017. 

Dixon, L.M., Sandilands, V., Bateson, M., Brockelhurst, S., Tolkamp, 
B.J., D’Eath, R.B., 2013. Conditioned place preference or aversion 
as animal welfare assessment tools: Limitations to their applica-
tion. App. Anim. Behav. Sci. 148, 13. 

D’Mello, G.D., Stolerman, I.P., 1977. Comparison of the discriminative 
stimulus properties of cocaine and amphetamine in rats. Br. J. Phar-
macol. 61 (3), 415–422. 

Durazzo, T.C., Gauvin, D.V., Goulden, K.L., Briscoe, R.J., Holloway, 
F.A., 1994. Cocaine-induced conditioned place approach in rats: 
the role of dose and route of administration. Pharmacol. Biochem. 
Behav. 49 (4), 1001–1005. 

Etscorn, F., Stephens, R., 1973. Establishment of conditioned taste aver-
sion with a 24-hour CS-UCS interval. Physiol. Psychol. 1 (3), 251–253. 

Everitt, B.J., Robbins, T.W., 2005. Neural systems of reinforcement 
for drug addiction: from actions to habits to compulsion. Nat. 
Neurosci. 8 (11), 1481–1489. 

Ferrari, C.M., O’Connor, D.A., Riley, A.L., 1991. Cocaine-induced taste 
aversions: effect of route of administration. Pharmacol. Biochem. 
Behav. 38 (2), 267–271. 

Freeman, K.B., Riley, A.L., 2005. Cocaine-induced conditioned taste 
avoidance over extended conditioned stimulus-unconditioned 
stimulus intervals. Behav. Pharmacol. 16 (7), 591–595. 

Freeman, K.B., Riley, A.L., 2009. The origins of conditioned taste aver-
sion learning: a historical analysis. In: Reilly, S., Schachtman, T.R. 

(Eds.), Conditioned Taste Aversion: Behavioral and Neural Process-
es. Oxford University Press, New York, pp. 9–36. 

Freeman, K.B., Konaklieva, M.I., Riley, A.L., 2005. Assessment of the 
contributions of Na+ channel inhibition and general peripheral 
action in cocaine-induced conditioned taste aversion. Pharmacol. 
Biochem. Behav. 80 (2), 281–288. 

Fuller, J.L., 1974. Single-locus control of saccharin preference in mice. J. 
Hered. 65 (1), 33–36. 

Garcia, J., Ervin, F.R., 1968. Gustatory-visceral and telereceptor-
cutaneous conditioning--adapation in internal and external milieus. 
Commun. Behav. Biol. 1, 389–415. 

Garcia, J., Koelling, R.A., 1966. Relation of cue to consequence in avoid-
ance learning. Psychonomic Sci. 4, 2. 

Garcia, J., Kimeldorf, D.J., Koelling, R.A., 1955. Conditioned aversion 
to saccharin resulting from exposure to gamma radiation. Science 
122 (3160), 157–158. 

Garcia, J., Kimeldorf, D.J., Hunt, E.L., 1957. Spatial avoidance in the rat 
as a result of exposure to ionizing radiation. Br. J. Radiol. 30 (354), 
318–321. 

Garcia, J., Ervin, F.R., Koelling, R.A., 1966. Learning with prolonged 
delay of reinforcement. Psychonomic Sci. 5 (3), 121–122. 

Garcia, J., McGowan, B.K., Ervin, F.R., Koelling, R.A., 1968. Cues: their 
relative effectiveness as a function of the reinforcer. Science 160 
(3829), 794–795. 

Gerber, B., Yarali, A., Diegelmann, S., Wotjak, C.T., Pauli, P., Fendt, M., 
2014. Pain-relief learning in flies, rats, and man: basic research and 
applied perspectives. Learn. Mem. 21 (4), 232–252. 

Gomez, F., Grigson, P.S., 1999. The suppressive effects of LiCl, sucrose, 
and drugs of abuse are modulated by sucrose concentration in 
food-deprived rats. Physiol. Behav. 67 (3), 351–357. 

Grakalic, I., Schindler, C.W., Baumann, M.H., Rice, K.C., Riley, A.L., 
2006. Effects of stress modulation on morphine-induced condi-
tioned place preferences and plasma corticosterone levels in Fisch-
er, Lewis, and Sprague-Dawley rat strains. Psychopharmacology 
189 (3), 277–286. 

Greenshaw, A.J., Buresova, O., 1982. Learned taste aversion to saccha-
rin following intraventricular or intraperitoneal administration of 
d,l-amphetamine. Pharmacol. Biochem. Behav. 17 (6), 1129–1133. 

Grigson, P.S., Freet, C.S., 2000. The suppressive effects of sucrose and 
cocaine, but not lithium chloride, are greater in Lewis than in Fisch-
er rats: evidence for the reward comparison hypothesis. Behav. 
Neurosci. 114 (2), 353–363. 

Grigson, P.S., Cornelius, K., Wheeler, D.S., 2001. The suppressive ef-
fects of intraperitoneal cocaine are augmented when evaluated in 
nondeprived rats. Pharmacol. Biochem. Behav. 69 (1–2), 117–123. 

Guitart, X., Beitner-Johnson, D., Marby, D.W., Kosten, T.A., Nestler, 
E.J., 1992. Fischer and Lewis rat strains differ in basal levels of neu-
rofilament proteins and their regulation by chronic morphine in the 
mesolimbic dopamine system. Synapse 12 (3), 242–253. 

Hiroi, N., Brown, J.R., Haile, C.N., Ye, H., Greenberg, M.E., Nestler, 
E.J., 1997. FosB mutant mice: loss of chronic cocaine induction of 
Fos-related proteins and heightened sensitivity to cocaine’s psy-
chomotor and rewarding effects. Proc. Natl. Acad. Sci. USA 94 (19), 
10397–10402. 

Hughes, R.N., 1968. Behaviour of male and female rats with free choice 
of two environments differing in novelty. Anim. Behav. 16 (1), 92–96. 

Hung, C.H., Wang, J.C., Strichartz, G.R., 2015. Spontaneous chronic 
pain after experimental thoracotomy revealed by conditioned place 
preference: morphine differentiates tactile evoked pain from spon-
taneous pain. J. Pain 16 (9), 903–912. 

Hunt, T., Amit, Z., 1987. Conditioned taste aversion induced by self-
administered drugs: paradox revisited. Neurosci. Biobehav. Rev. 11 
(1), 107–130. 

Huston, J.P., Silva, M.A., Topic, B., Muller, C.P., 2013. What’s condi-
tioned in conditioned place preference? Trends Pharmacol. Sci. 34 
(3), 162–166. 



H. BEHAVIOR

 REFERENCES 583

Isaac, W.L., Nonneman, A.J., Neisewander, J., Landers, T., Bardo, 
M.T., 1989. Prefrontal cortex lesions differentially disrupt cocaine-
reinforced conditioned place preference but not conditioned taste 
aversion. Behav. Neurosci. 103 (2), 345–355. 

Kelley, B.M., Bandy, A.L., Middaugh, L.D., 1997. A study examining in-
travenous ethanol-conditioned place preference in C57BL/6J mice. 
Alcohol Clin. Exp. Res. 21 (9), 1661–1666. 

King, T., Vera-Portocarrero, L., Gutierrez, T., Vanderah, T.W., Dussor, 
G., Lai, J., et al., 2009. Unmasking the tonic-aversive state in neuro-
pathic pain. Nat. Neurosci. 12 (11), 1364–1366. 

King, H.E., Wakeford, A., Taylor, W., Wetzell, B., Rice, K.C., Riley, A.L., 
2015. Sex differences in 3,4-methylenedioxypyrovalerone (MDPV)-
induced taste avoidance and place preferences. Pharmacol. Bio-
chem. Behav. 137, 16–22. 

Klosterhalfen, S., Klosterhalfen, W., 1985. Conditioned taste aversion 
and traditional learning. Psychol. Res. 47 (2), 71–94. 

Koob, G.F., Le Moal, M., 2006. Neurobiology of Addiction. Academic 
Press, New York. 

Koob, G.F., Volkow, N.D., 2010. Neurocircuitry of addiction. Neuropsy-
chopharmacology 35 (1), 217–238. 

Kosten, T.A., Miserendino, M.J., Chi, S., Nestler, E.J., 1994. Fischer and 
Lewis rat strains show differential cocaine effects in conditioned place 
preference and behavioral sensitization but not in locomotor activity 
or conditioned taste aversion. J. Pharmacol. Exp. Ther. 269 (1), 137–144. 

Kotlus, B.S., Blizard, D.A., 1998. Measuring gustatory variation in 
mice: a short-term fluid-intake test. Physiol. Behav. 64 (1), 37–47. 

Lahvis, G.P., Panksepp, J.B., Kennedy, B.C., Wilson, C.R., Merriman, 
D.K., 2015. Social conditioned place preference in the captive 
ground squirrel (Ictidomys tridecemlineatus): social reward as a 
natural phenotype. J. Comp. Psychol. 129 (3), 291–303. 

Leknes, S., Brooks, J.C., Wiech, K., Tracey, I., 2008. Pain relief as an op-
ponent process: a psychophysical investigation. Eur. J. Neurosci. 28 
(4), 794–801. 

Leknes, S., Lee, M., Berna, C., Andersson, J., Tracey, I., 2011. Relief as 
a reward: hedonic and neural responses to safety from pain. PLoS 
One 6 (4), e17870. 

Leshner, A.I., 1997. Addiction is a brain disease, and it matters. Science 
278 (5335), 45–47. 

Liu, C., Sue Grigson, P., 2005. Mu opioid receptor agonist DAMGO-
induced suppression of saccharin intake in Lewis and Fischer rats. 
Brain Res. 1064 (1–2), 155–160. 

Liu, Y., Le Foll, B., Wang, X., Lu, L., 2008. Conditioned place preference 
induced by licit drugs: establishment, extinction, and reinstate-
ment. Sci. World J. 8, 1228–1245. 

Lobo, M.K., Covington, 3rd, H.E., Chaudhury, D., Friedman, A.K., Sun, 
H., Damez-Werno, D., et al., 2010. Cell type-specific loss of BDNF 
signaling mimics optogenetic control of cocaine reward. Science 
330 (6002), 385–390. 

Lynch, W.J., Carroll, M.E., 2001. Regulation of drug intake. Exp. Clin. 
Psychopharmacol. 9 (2), 131–143. 

Marglin, S.H., MacKechnie, D.K., Mattie, M.E., Hui, Y.H., Reid, L.D., 
1988. Ethanol with small doses of morphine establishes a condi-
tioned place preference. Alcohol 5 (4), 309–313. 

Martin, G.M., Bechara, A., van der Kooy, D., 1988. Morphine preexposure 
attenuates the aversive properties of opiates without preexposure to 
the aversive properties. Pharmacol. Biochem. Behav. 30 (3), 687–692. 

Matsuzawa, S., Suzuki, T., Misawa, M., 1998. Conditioned fear stress 
induces ethanol-associated place preference in rats. Eur. J. Pharma-
col. 341 (2–3), 127–130. 

Matsuzawa, S., Suzuki, T., Misawa, M., 2000. Ethanol, but not the anx-
iolytic drugs buspirone and diazepam, produces a conditioned 
place preference in rats exposed to conditioned fear stress. Pharma-
col. Biochem. Behav. 65 (2), 281–288. 

Mayer, L.A., Parker, L.A., 1993. Rewarding and aversive properties of 
IP and SC cocaine: assessment by place and taste conditioning. Psy-
chopharmacology (Berl.) 112 (2–3), 189–194. 

McDonald, R.V., Parker, L.A., Siegel, S., 1997. Conditioned sucrose 
aversions produced by naloxone-precipitated withdrawal from 
acutely administered morphine. Pharmacol. Biochem. Behav. 58 
(4), 1003–1008. 

McGowan, B.K., Hankins, W.G., Garcia, J., 1972. Limbic lesions and 
control of the internal and external environment. Behav. Biol. 7 (6), 
841–852. 

McLaurin, W.A., Scarborough, B.B., 1963. Extension of the interstimu-
lus interval in saccharin avoidance conditioning. Radiat. Res. 20, 
317–324. 

Meyer, P.J., Ma, S.T., Robinson, T.E., 2012. A cocaine cue is more pre-
ferred and evokes more frequency-modulated 50-kHz ultrasonic 
vocalizations in rats prone to attribute incentive salience to a food 
cue. Psychopharmacology (Berl.) 219 (4), 999–1009. 

Molet, M., Billiet, G., Bardo, M.T., 2013. Conditioned place preference 
and aversion for music in a virtual reality environment. Behav. Pro-
cess. 92, 31–35. 

Mucha, R.F., Iversen, S.D., 1984. Reinforcing properties of morphine 
and naloxone revealed by conditioned place preferences: a proce-
dural examination. Psychopharmacology 82 (3), 241–247. 

Mucha, R.F., van der Kooy, D., O’Shaughnessy, M., Bucenieks, P., 1982. 
Drug reinforcement studied by the use of place conditioning in rat. 
Brain Res. 243 (1), 91–105. 

Mueller, D., de Wit, H., 2011. Conditioned place preference in rodents 
and humans. Raber, J. (Ed.), Animal Models of Behavioral Analysis, 
Neuromethods 50, vol. 50, Springer, New Jersey, pp. 133–152. 

Myers, K.M., Bechtholt-Gompf, A.J., Coleman, B.R., Carlezon, Jr., 
W.A., 2012. Extinction of conditioned opiate withdrawal in rats in 
a two-chambered place conditioning apparatus. Nat. Protoc. 7 (3), 
517–526. 

Nachman, M., 1963. Learned aversion to the taste of lithium chloride 
and generalization to other salts. J. Comp. Physiol. Psychol. 56, 
343–349. 

Nachman, M., Ashe, J.H., 1973. Learned taste aversions in rats as a 
function of dosage, concentration, and route of administration of 
LiCl. Physiol. Behav. 10 (1), 73–78. 

Nachman, M., Lester, D., Le Magnen, J., 1970. Alcohol aversion in the 
rat: behavioral assessment of noxious drug effects. Science 168 
(3936), 1244–1246. 

Navratilova, E., Porreca, F., 2014. Reward and motivation in pain and 
pain relief. Nat. Neurosci. 17 (10), 1304–1312. 

Navratilova, E., Xie, J.Y., Okun, A., Qu, C., Eyde, N., Ci, S., et al., 2012. 
Pain relief produces negative reinforcement through activation of 
mesolimbic reward-valuation circuitry. Proc. Natl. Acad. Sci. USA 
109 (50), 20709–20713. 

Navratilova, E., Xie, J.Y., Meske, D., Qu, C., Morimura, K., Okun, A., 
et al., 2015. Endogenous opioid activity in the anterior cingulate 
cortex is required for relief of pain. J. Neurosci. 35 (18), 7264–7271. 

Nicholson, K.L., Ator, N.A., 2011. IACUC perspective on drug addic-
tion research. ILAR J. 52 (3), 7. 

Nissenbaum, J.W., Sclafani, A., 1987. Qualitative differences in polysac-
charide and sugar tastes in the rat: a two-carbohydrate taste model. 
Neurosci. Biobehav. Rev. 11 (2), 187–196. 

Okun, A., Liu, P., Davis, P., Ren, J., Remeniuk, B., Brion, T., et al., 2012. 
Afferent drive elicits ongoing pain in a model of advanced osteoar-
thritis. Pain 153 (4), 924–933. 

Park, H.J., Stokes, J.A., Pirie, E., Skahen, J., Shtaerman, Y., Yaksh, T.L., 
2013. Persistent hyperalgesia in the cisplatin-treated mouse as 
defined by threshold measures, the conditioned place preference 
paradigm, and changes in dorsal root ganglia activated transcrip-
tion factor 3: the effects of gabapentin, ketorolac, and etanercept. 
Anesth. Analg. 116 (1), 224–231. 

Park, H.J., Sandor, K., McQueen, J., Woller, S.A., Svensson, C.I., Corr, 
M., Yaksh, T.L., 2016. The effect of gabapentin and ketorolac on 
allodynia and conditioned place preference in antibody-induced 
inflammation. Eur. J. Pain 20 (6), 917–925. 



584 22. ANIMAL MODELS FOR STUDYING SUBSTANCE USE DISORDER: PLACE AND TASTE CONDITIONING 

H. BEHAVIOR

Parker, L.A., 1992. Place conditioning in a three- or four-choice appa-
ratus: role of stimulus novelty in drug-induced place conditioning. 
Behav. Neurosci. 106 (2), 294–306. 

Parker, L.A., Brosseau, L., 1990. Apomorphine-induced flavor-drug as-
sociations: a dose-response analysis by the taste reactivity test and 
the conditioned taste avoidance test. Pharmacol. Biochem. Behav. 
35 (3), 583–587. 

Parker, L.A., Tomlinson, T., Horn, D., Erb, S.M., 1994. Relative strength 
of place conditioning produced by cocaine and morphine assessed 
in a three-choice paradigm. Learn. Motiv. 25, 83–94. 

Peca, J., Feliciano, C., Ting, J.T., Wang, W., Wells, M.F., Venkatraman, 
T.N., et al., 2011. Shank3 mutant mice display autistic-like behav-
iours and striatal dysfunction. Nature 472 (7344), 437–442. 

Pickens, R., Harris, W.C., 1968. Self-administration of d-amphetamine 
by rats. Psychopharmacologia 12 (2), 158–163. 

Pomfrey, R.L., Bostwick, T.A., Wetzell, B.B., Riley, A.L., 2015. Adoles-
cent nicotine exposure fails to impact cocaine reward, aversion and 
self-administration in adult male rats. Pharmacol. Biochem. Behav. 
137, 30–37. 

Qu, C., King, T., Okun, A., Lai, J., Fields, H.L., Porreca, F., 2011. Lesion 
of the rostral anterior cingulate cortex eliminates the aversiveness 
of spontaneous neuropathic pain following partial or complete 
axotomy. Pain 152 (7), 1641–1648. 

Reed, D.R., Li, S., Li, X., Huang, L., Tordoff, M.G., Starling-Roney, R., 
et al., 2004. Polymorphisms in the taste receptor gene (Tas1r3) re-
gion are associated with saccharin preference in 30 mouse strains. J. 
Neurosci. 24 (4), 938–946. 

Reicher, M.A., Holman, E.W., 1977. Location preference and flavor aver-
sion reinforced by amphetamine in rats. Anim. Learn. Behav. 5 (4), 4. 

Reid, L.D., Hunter, G.A., Beaman, C.M., Hubbell, C.L., 1985. Toward 
understanding ethanol’s capacity to be reinforcing: a conditioned 
place preference following injections of ethanol. Pharmacol. Bio-
chem. Behav. 22 (3), 483–487. 

Remeniuk, B., Sukhtankar, D., Okun, A., Navratilova, E., Xie, J.Y., King, 
T., Porreca, F., 2015. Behavioral and neurochemical analysis of on-
going bone cancer pain in rats. Pain 156 (10), 1864–1873. 

Rescorla, R.A., Wagner, A.R., 1972. A theory of Pavlovian conditioing: 
variations in the effectiveness of reinforcement and nonreinforce-
ment. In: Black, A.H., Prokasy, W.F. (Eds.), Classical Conditioning 
II: Current Research and Theory. Appleton Century Crofts, New 
York, pp. 64–99. 

Revusky, S.H., 1968. Aversion to sucrose produced by contingent x-
irradiation: temporal and dosage parameters. J. Comp. Physiol. 
Psychol. 65 (1), 17–22. 

Riley, A.L., 1997. Drug discrimination learning: assessment of opioid 
receptor pharmacology. In: Bouton, M.E., Fanselow, M.S. (Eds.), 
Learning, Motivation, and Cognition: The Functional Behaviorism 
of Robert C. Bolles. American Psychological Association, Wasington, 
DC, pp. 225–254. 

Riley, A.L., 2011. The paradox of drug taking: the role of the aversive 
effects of drugs. Physiol. Behav. 103 (1), 69–78. 

Riley, A.L., Mastropaolo, J.P., 1989. Long-delay taste aversion learning: 
effects of repeated trials and two-bottle testing. Bull. Psychonomic 
Soc. 27 (2), 145–148. 

Riley, A.L., Tuck, D.L., 1985. Conditioned taste aversions: a behavioral 
index of toxicity. Ann. N Y Acad. Sci. 443, 272–292. 

Riley, A.L., Davis, C.M., Roma, P.G., 2009. Strain differences in taste 
aversion learning: implications for animal models of drug abuse. 
In: Reilly, S., Schachtman, T.R. (Eds.), Conditioned Taste Aversion: 
Behavioral and Neural Processes. Oxford University Press, New 
York, pp. 226–261. 

Riley, A.L., King, H.E., Hurwitz, Z.E., 2012. Conditioned Taste Aversion: 
An Annotated Bibliography. Available from: http://ctalearning.com/

Risinger, F.O., Cunningham, C.L., 1995. Genetic differences in ethanol-
induced conditioned taste aversion after ethanol preexposure. 
Alcohol 12 (6), 535–539. 

Robinson, T.E., 2004. Neuroscience. Addicted rats. Science 305 (5686), 
951–953. 

Robinson, T.E., Berridge, K.C., 1993. The neural basis of drug craving: 
an incentive-sensitization theory of addiction. Brain Res. Brain Res. 
Rev. 18 (3), 247–291. 

Robinson, T.E., Berridge, K.C., 2000. The psychology and neurobiology 
of addiction: an incentive-sensitization view. Addiction 95 (Suppl. 
2), S91–S117. 

Robinson, T.E., Berridge, K.C., 2001. Incentive-sensitization and addic-
tion. Addiction 96 (1), 103–114. 

Robinson, T.E., Berridge, K.C., 2008. Review. The incentive sensitiza-
tion theory of addiction: some current issues. Philos. Trans. R Soc. 
Lond. B Biol. Sci. 363 (1507), 3137–3146. 

Roma, P.G., Riley, A.L., 2005. Apparatus bias and the use of light and tex-
ture in place conditioning. Pharmacol. Biochem. Behav. 82 (1), 163–169. 

Roma, P.G., Flint, W.W., Higley, J.D., Riley, A.L., 2006. Assessment of 
the aversive and rewarding effects of alcohol in Fischer and Lewis 
rats. Psychopharmacology (Berl.) 189 (2), 187–199. 

Rossi, N.A., Reid, L.D., 1976. Affective states associated with morphine 
injections. Physiol. Psychol. 4 (3), 5. 

Roughan, J.V., Coulter, C.A., Flecknell, P.A., Thomas, H.D., Sufka, K.J., 
2014. The conditioned place preference test for assessing welfare 
consequences and potential refinements in a mouse bladder cancer 
model. PLoS One 9 (8), e103362. 

Russo, S.J., Bolanos, C.A., Theobald, D.E., DeCarolis, N.A., Renthal, W., 
Kumar, A., et al., 2007. IRS2-Akt pathway in midbrain dopamine 
neurons regulates behavioral and cellular responses to opiates. Nat. 
Neurosci. 10 (1), 93–99. 

Sanchis-Segura, C., Spanagel, R., 2006. Behavioural assessment of drug 
reinforcement and addictive features in rodents: an overview. Ad-
dict. Biol. 11 (1), 2–38. 

Schechter, M.D., Calcagnetti, D.J., 1993. Trends in place preference con-
ditioning with a cross-indexed bibliography; 1957–1991. Neurosci. 
Biobehav. Rev. 17 (1), 21–41. 

Schechter, M.D., Calcagnetti, D.J., 1998. Continued trends in the condi-
tioned place preference literature from 1992 to 1996, inclusive, with a 
cross-indexed bibliography. Neurosci. Biobehav. Rev. 22 (6), 827–846. 

Schuster, C.R., Thompson, T., 1969. Self administration of and behav-
ioral dependence on drugs. Annu. Rev. Pharmacol. 9, 483–502. 

Sclafani, A., 2004. Oral and postoral determinants of food reward. 
Physiol. Behav. 81 (5), 773–779. 

Scoles, M.T., Siegel, S., 1986. A potential role of saline trials in morphine-
induced place-preference conditioning. Pharmacol. Biochem. Be-
hav. 25 (6), 1169–1173. 

Serafine, K.M., Riley, A.L., 2010. Preexposure to cocaine attenuates 
aversions induced by both cocaine and fluoxetine: implications for 
the basis of cocaine-induced conditioned taste aversions. Pharma-
col. Biochem. Behav. 95 (2), 230–234. 

Simpson, G.R., Riley, A.L., 2005. Morphine preexposure facilitates 
morphine place preference and attenuates morphine taste aversion. 
Pharmacol. Biochem. Behav. 80 (3), 471–479. 

Skinner, B.F., 1948. Superstition in the pigeon. J. Exp. Psychol. 38 (2), 
168–172. 

Smith, J.C., Roll, D.L., 1967. Trace conditioning with X-rays as an aver-
sive stimulus. Psychonomic Sci. 9 (1), 11–12. 

Smith, J.K., Neill, J.C., Costall, B., 1998. The influence of postweaning 
housing conditions on drug-induced conditioned taste aversion. 
Pharmacol. Biochem. Behav. 59 (2), 379–386. 

Spragg, S.D.S., 1940. Morphine addiction in chimpanzees. Comp. 
Psychol. Monogr. 15, 1–132. 

Spyraki, C., Fibiger, H.C., Phillips, A.G., 1982. Cocaine-induced 
place preference conditioning: lack of effects of neuroleptics and 
6-hydroxydopamine lesions. Brain Res. 253 (1–2), 195–203. 

Spyraki, C., Kazandjian, A., Varonos, D., 1985. Diazepam-induced 
place preference conditioning: appetitive and antiaversive proper-
ties. Psychopharmacology (Berl.) 87 (2), 225–232. 



H. BEHAVIOR

 REFERENCES 585

Staddon, J.E., 1992. The ’superstition’ experiment: a reversible figure. J. 
Exp. Psychol. Gen. 121 (3), 270–272. 

Stolerman, I.P., D’Mello, G.D., 1979. Conditioned taste aversions in-
duced with apomorphine and apomorphine analogue in rats. Exp. 
Brain Res. 36, R22–R23. 

Stolerman, I.P., D’Mello, G.D., 1981. Oral self-administration and the 
relevance of conditioned taste aversions. In: Thompson, T., Dews, 
P.B., McKim, W.A. (Eds.), Advances in Behavioral Pharmacology. 
Lawrence Erlbaum, HIllsdale, NJ, pp. 169–214. 

Sufka, K.J., 1994. Conditioned place preference paradigm: a novel ap-
proach for analgesic drug assessment against chronic pain. Pain 58 
(3), 355–366. 

Tordoff, M.G., Alarcon, L.K., Lawler, M.P., 2008. Preferences of 14 rat 
strains for 17 taste compounds. Physiol. Behav. 95 (3), 308–332. 

Touzani, K., Bodnar, R.J., Sclafani, A., 2010. Neuropharmacology of 
learned flavor preferences. Pharmacol. Biochem. Behav. 97 (1), 55–62. 

Tsai, H.C., Zhang, F., Adamantidis, A., Stuber, G.D., Bonci, A., de Lecea, 
L., Deisseroth, K., 2009. Phasic firing in dopaminergic neurons is 
sufficient for behavioral conditioning. Science 324 (5930), 1080–1084. 

Tzschentke, T.M., 1998. Measuring reward with the conditioned place 
preference paradigm: a comprehensive review of drug effects, re-
cent progress and new issues. Progress Neurobiol. 56 (6), 613–672. 

Tzschentke, T.M., 2007. Measuring reward with the conditioned place 
preference (CPP) paradigm: update of the last decade. Addict. Biol. 
12 (3–4), 227–462. 

van der Kooy, D., 1987. Place conditioning: a simple and effective 
method for assessing the motivational properties of drugs. In: Bo-
zarth, M.A. (Ed.), Methods of Assessing the Reinforcing Properties 
of Abused Drugs. Springer-Verlag, New York, pp. 229–240. 

Vanderschuren, L.J., Everitt, B.J., 2004. Drug seeking becomes compul-
sive after prolonged cocaine self-administration. Science 305 (5686), 
1017–1019. 

Verendeev, A., Riley, A.L., 2011. Relationship between the rewarding 
and aversive effects of morphine and amphetamine in individual 
subjects. Learn. Behav. 39 (4), 399–408. 

Verendeev, A., Riley, A.L., 2012. Conditioned taste aversion and drugs 
of abuse: history and interpretation. Neurosci. Biobehav. Rev. 36 
(10), 2193–2205. 

Verendeev, A., Riley, A.L., 2013. The role of the aversive effects of 
drugs in self-administration: assessing the balance of reward and 
aversion in drug-taking behavior. Behav. Pharmacol. 24 (5–6), 
363–374. 

Volkow, N.D., Koob, G.F., McLellan, A.T., 2016. Neurobiologic advanc-
es from the brain disease model of addiction. N. Engl. J. Med. 374 
(4), 363–371. 

Wakeford, A.G., Flax, S.M., Pomfrey, R.L., Riley, A.L., 2016. Adolescent 
delta-9-tetrahydrocannabinol (THC) exposure fails to affect THC-
induced place and taste conditioning in adult male rats. Pharmacol. 
Biochem. Behav. 140, 75–81. 

Wei, H., Viisanen, H., Amorim, D., Koivisto, A., Pertovaara, A., 2013. 
Dissociated modulation of conditioned place-preference and me-
chanical hypersensitivity by a TRPA1 channel antagonist in periph-
eral neuropathy. Pharmacol. Biochem. Behav. 104, 90–96. 

Welch, J.M., Lu, J., Rodriguiz, R.M., Trotta, N.C., Peca, J., Ding, J.D., 
et al., 2007. Cortico-striatal synaptic defects and OCD-like behav-
iours in Sapap3-mutant mice. Nature 448 (7156), 894–900. 

White, N., Sklar, L., Amit, Z., 1977. The reinforcing action of morphine 
and its paradoxical side effect. Psychopharmacology (Berl.) 52 (1), 
63–66. 

White, N.M., Chai, S.C., Hamdani, S., 2005. Learning the morphine 
conditioned cue preference: cue configuration determines effects of 
lesions. Pharmacol. Biochem. Behav. 81 (4), 786–796. 

Wise, R.A., Yokel, R.A., DeWit, H., 1976. Both positive reinforcement 
and conditioned aversion from amphetamine and from apomor-
phine in rats. Science 191 (4233), 1273–1275. 

Further Reading
American Psychiatric Association, 2013. Diagnostic and Statistical 

Manual of Mental Disorders: DSM-5. American Psychiatric 
Association, Washington, DC. 

Kumar, R., 1972. Morphine dependence in rats: secondary 
reinforcement from environmental stimuli. Psychopharmacologia 
25 (4), 332–338. 



Page left intentionally blankPage left intentionally blank



C H A P T E R

587

Animal Models for the Study of Human Disease.  
Copyright © 2017 Elsevier Inc. All rights reserved.

23
Modeling Schizophrenia in Animals

David Feifel, Paul D. Shilling
University of California, San Diego, La Jolla, CA, United States

1 OVERVIEW OF SCHIZOPHRENIA

1.1 Clinical Presentation

Schizophrenia is a chronic, debilitating disorder, 
which affects approximately 1% of the world’s popu-
lation. While there is a fair degree of heterogeneity in 
the clinical presentation of schizophrenia, the unifying 
thread among individuals stricken with this condition is 
psychosis, a profound disorder of perception and think-
ing that robs a person of the capability of reaching a cul-
turally normative interpretation of the external world 
and thereby prevents him or her from participating in 
the collective perceptions of reality.

The first overt manifestations of schizophrenia typi-
cally emerge in late adolescence to early adulthood. Al-
though men and women are affected in equal propor-
tion, the emergence of symptoms occurs several years 
later, on average, in women (Sham et al., 1994). There 
is often a “prodromal” period, characterized by various 
subclinical features that precedes the first frank psychotic 

break that heralds the unequivocal onset of the disorder 
 (Cadenhead, 2011; Hafner et al., 2004).

The current version of the Diagnostic and Statistical 
Manual for Mental Disorders (DSM-V) (American Psychi-
atric Association, 2013), the most widely accepted source 
for diagnostic criteria of mental disorders, delineates five 
potential clinical features of schizophrenia. It requires 
that, within a period of at least 6 months of continuous 
disturbance in function (that may include the prodromal 
period), an individual exhibit at least two of these fea-
tures concurrently for at least 1 month without a remit-
tance of symptoms Under certain circumstances, only 
one symptom need to be present (vide infra). Moreover, 
the symptoms also must not be better accounted for by 
another cause, such as substance use or a medical condi-
tion, such as Huntington’s disease or a severe endocrine 
abnormality, such as thyrotoxicosis.

The first four diagnostic features listed in DSM-V, de-
lusional thinking, hallucinations, disorganized speech, 
and disorganized behavior, are collectively referred to as 
“positive” symptoms. DSM-V recognizes the sine-qua-non 
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nature of these positive symptoms is that it is not possi-
ble to achieve the diagnostic criteria without at least the 
presence of two of them. The disorganized speech and 
behavior of schizophrenia are not the type that might be 
observed in a person suffering from a neurological disor-
der affecting speech output, such as a receptive aphasia, 
or motor output, such as the choreoathetotic movement 
associated with advanced Huntington’s disease. Rather, 
the disorganized speech and behavior seen in schizo-
phrenia are outward manifestations of disordered think-
ing and perception occurring internally. Qualified clini-
cian’s familiar with schizophrenia’s clinical presentation 
are able to recognize its distinct disturbances of speech 
and behavior.

The fifth feature listed in DSM-V is, in fact, a col-
lection of behavioral deficits collectively referred to 
as “negative” symptoms. Negative symptoms include 
poverty of speech (alogia), reduced or absent outward 
expression of emotions and reduced volitional, goal-
directed behavior. As DSM-V acknowledges, negative 
symptoms are less characteristic in nature than posi-
tive symptoms and can, prima facie, be hard to distin-
guish from symptoms of other conditions, such as 
clinical depression or certain neurological disorders. 
For this reason, negative symptoms cannot, by them-
selves, warrant a schizophrenia diagnosis no matter 
how severe or pervasive they may be. Furthermore, 
genuine primary negative symptoms can be hard to 
distinguish clinically from the secondary effects of 
severe and overwhelming positive symptoms (e.g., a 
catatonic manifestation) or from side effects of some 
antipsychotic drugs used to treat them.

In addition to the positive and negative symptoms, 
people with schizophrenia typically exhibit broad im-
pairments in formal cognitive functions. Several dis-
crete and measurable domains of cognition have been 
identified as commonly deficient among people diag-
nosed with schizophrenia. These domains include: at-
tention, learning and memory (including visual, verbal, 
and working memory), information processing speed, 
reasoning and problem solving, and social cognition. 
Although commonalities exist within these specific cog-
nitive domains, the severity and extent (i.e., number of 
domains) of cognitive impairment vary substantially 
among individuals with schizophrenia. Furthermore, 
like negative symptoms, they do not appear to have a 
characteristic nature in schizophrenia, which would dis-
tinguish them from cognitive impairments occurring in 
other disorders. Also, like negative symptoms, impair-
ments in cognitive performance can be secondary to the 
presence of strong positive symptoms or side effects of 
medication, making it hard to distinguish such second-
ary impairments from primary cognitive deficits ema-
nating from the schizophrenia. Nevertheless, cognitive 
impairments are widely regarded as an additional core 

feature of schizophrenia even though they are not part 
of the formal DSM-V diagnostic criteria.

1.2 Etiology

The current consensus is that the etiology of schizo-
phrenia is multifactorial, resulting from a combination of 
genetic and environmental factors. Genetic inheritance 
is believed to account for 50%–80% of the incidence of 
schizophrenia as evidenced by substantially higher con-
cordance rates in monozygotic versus dizygotic twins 
(Lewis and Lieberman, 2000). It is manifestly clear that 
the genetic contribution, albeit a strong one, is complex. 
No single mutation or genetic variant has been found to 
be sufficient to cause this disorder. Although genome-
wide and single-gene association studies have impli-
cated a long list of candidate genes (Allen et al., 2008), 
only a small number among these candidate genes have 
shown to be associated with schizophrenia in many 
studies and/or to play a biological role that is likely to 
contribute to the development of this disorder. Genes 
on that short candidate list include DISC1, neuregulin, 
ErbB4, reelin, and dysbindin. In addition, recent evi-
dence suggests the association of a small proportion of 
schizophrenia cases (5%–8%) with de novo copy number 
variants (CNVs) (Sebat et al., 2009). The lack of a strong 
association of identified gene candidates with the inci-
dence of schizophrenia may suggest that multiple genes 
acting in combination through epistasis or synergistical-
ly with epigenetic effects may underlie manifestations of 
this disorder. Some investigators have suggested that the 
causative gene variants have not been identified at this 
time because this disease may be caused by rare vari-
ants with high penetrance having a large effect (Walsh 
et al., 2008). Discussion of the studies aimed at gaining 
a better understanding of the function of schizophrenia 
candidate genes and how they may contribute to this dis-
order have been published elsewhere (Jones et al., 2011; 
Powell et al., 2009).

A “two-hit” developmental model has been proposed 
in which a combination of environmental and genetic 
factors affecting early development is responsible for 
the emergence of the schizophrenia in adolescence/
early adulthood (Lewis and Levitt, 2002). Among envi-
ronmental contributors that have been implicated in the 
development of schizophrenia, those associated with 
the neonatal or perinatal period have the strongest sci-
entific support. Prenatal risk factors for schizophrenia 
include maternal malnutrition and maternal infection. 
Risk factors associated with the perinatal period have 
been reported in the medical histories of approximately 
20% of patients who suffer from schizophrenia include 
complication during labor and delivery (e.g., hypoxia) 
(Lewis and Levitt, 2002; Powell, 2010). Childhood abuse 
and psychological trauma have also been found to be 
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associated with the development of schizophrenia later 
in life and, therefore, may constitute risk factors for this 
disorder (Sideli et al., 2012).

Finally, there is compelling evidence that the use of 
certain drugs can trigger the onset of schizophrenia or a 
relapse. Drugs that have been strongly associated with 
this include stimulants, such as amphetamines, cannabis, 
and hallucinogens, such as lysergic acid diethylamide 
(LSD) or phencyclidine (PCP). However, it has been hard 
to establish a clear causal connection between drug use 
and schizophrenia as well as the extent that drug use can 
trigger schizophrenia because it is likely to occur only in 
people with an underlying biological predisposition for 
the disorder (Hermens et al., 2009; Yui et al., 1999).

1.3 Pathophysiology

Despite intense investigation for decades using the 
best available tools of neuroscience, the fundamental 
pathophysiological abnormality that underlies the clini-
cal presentation of schizophrenia remains elusive. That 
is not to say that structural and functional abnormali-
ties have not been found, but rather there does not ap-
pear to be a single set of consistent findings. This may be 
due to the fact that the clinical presentation that satisfies 
the diagnostic criteria for schizophrenia may not result 
from a single brain dysfunction but, rather, a large num-
ber of potential CNS malfunctions. Indeed many have 
suggested that schizophrenia is not a unitary disorder, 
even when taking into account its descriptive subtypes, 
but instead a heterogeneous collection of disorders 
with overlapping clinical manifestations (Lewis and 
 Lieberman, 2000; Young et al., 2010). Adding to the chal-
lenge of parsing out the etiology of schizophrenia is that 
it has been hard to disentangle abnormalities that are 
causative or contributory to the symptoms from those 
that are a result of or perhaps an epiphenomenon of this 
chronic disorder (e.g., social isolation) and from the ef-
fects of medications used to treat it.

Originally proposed in the 1960s, the dopamine hy-
pothesis (Carlsson, 1977), which posits that schizophre-
nia is the result of excess dopamine neurotransmission, 
still dominates the thinking regarding pathophysiology 
of schizophrenia. This hypothesis was primarily based 
on two observations. The first observation was that drugs 
that enhanced dopamine neurotransmission in the brain 
had a proclivity to transiently replicate the psychosis of 
schizophrenia in people that did not have this condition 
and to exacerbate it in people who did (Byne et al., 1999). 
The second observation was that all efficacious antipsy-
chotics at the time inhibited dopamine transmission by 
binding and blocking activation of the dopamine-2 (D2) 
receptor. The potency of antipsychotics was correlated 
with their affinity for that receptor (Seeman, 1992, 1995). 
Over time the dopamine hypothesis has become more 

nuanced, positing that excess dopamine transmission in 
subcortical limbic areas (mesolimbic pathway) produces 
positive symptoms (Howes and Kapur, 2009; Szekeres 
et al., 2002; Walter et al., 2009), while concurrent dopa-
mine deficiency in the prefrontal cortical areas (mesocor-
tical pathway) predisposes one to negative symptoms 
and cognitive deficits (Fusar-Poli et al., 2011; Szekeres 
et al., 2002).

Although the dopamine hypothesis remains the dom-
inant pathophysiological theory of schizophrenia, direct 
evidence to support it has been surprisingly difficult 
to obtain and examination of the brains of people with 
schizophrenia have yielded inconsistent results. How-
ever, there currently exists reasonably good evidence for 
increased density of D2 receptors (Klaning et al., 2002; 
Onstad et al., 1991), increased presynaptic dopaminergic 
function (Howes et al., 2012) in the striatal regions, and 
decreased activation and dopamine tone in the prefron-
tal cortex in people with schizophrenia compared to con-
trols (Fusar-Poli et al., 2011; Szekeres et al., 2002).

More recently the search for neurochemical perturba-
tions underlying schizophrenia has shifted from an ex-
clusive focus on dopamine to include other neurotrans-
mitters. In this respect, dysregulation of the glutamate 
and gamma aminobutyric acid (GABA) neurotransmit-
ter systems have been detected in people with schizo-
phrenia (Kantrowitz and Javitt, 2010). For example, the 
loss of excitatory glutamatergic synapses leading to de-
creased dendritic density and reduced functional activity 
of GABAergic interneurons have been a consistent find-
ing in people with schizophrenia (Beneyto et al., 2011). 
Expression of glutamate decarboxylase (GAD) 67, an en-
zyme that metabolizes glutamate into GABA, has been 
consistently found to be reduced in the brains of people 
afflicted with schizophrenia compared to people with-
out any mental illness (Bullock et al., 2008).

Some of the more consistent alterations in brain struc-
ture associated with schizophrenia include lateral ven-
tricle enlargement, decreased hippocampus volume, 
and decreased gray matter in a number of brain regions 
that modulate cognition, including the prefrontal, me-
dial, temporal, and inferior parietal cortex (Nasrallah 
et al., 2011; Yeganeh-Doost et al., 2011). Although these 
differences in brain structure have been noted in relation 
to schizophrenia, it is not entirely clear if these patho-
physiological abnormalities contribute to the develop-
ment of the disorder or are the result of mechanisms as-
sociated with the underlying etiology.

1.4 Treatment

The mainstays of treatments for schizophrenia are 
medications and psychosocial interventions. The first 
member of today’s antipsychotic drug family, chlor-
promazine, was discovered by serendipity in the early 
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1950s. Between 1955 and 1990, approximately one doz-
en “typical” or first generation antipsychotics (FGAs) 
were approved in the United States for the treatment 
of schizophrenia. In the 1970s, investigators elucidat-
ed that all FGAs had a common mechanism of action, 
which was pharmacological antagonism of the dopa-
mine-2 (D2) receptors in the brain. Later research local-
ized the therapeutic mechanism to D2 blockade in the 
mesolimbic areas (Seeman, 1992, 1995). FGAs are gen-
erally efficacious in reducing positive symptoms when 
taken regularly. However, their efficacy against negative 
symptoms and cognitive deficits is poor. Furthermore, 
FGAs have a propensity to produce side effects related 
to their pharmacological actions at other brain receptor 
sites, such as histamine-1 (sedation, weight gain), ace-
tylcholine-muscarinic (dry mouth, blurry vision, consti-
pation, cognitive impairments), and alpha-1 (orthostatic 
dizziness, hypotension). They also have a tendency to 
antagonize D2 receptors in brain pathways, other than 
the mesolimbic pathway, which often causes muscle and 
movement abnormalities (extrapyramidal symptoms) 
as well as changes in libido and menstrual cycle due to 
increased release of the reproductive hormone prolactin 
(Tamminga, 2003).

The entry of the drug clozapine into the US market-
place in 1990 after a protracted FDA approval process, 
due to serious safety risks, marked the beginning of the 
atypical or second generation antipsychotics (SGAs). The 
FDA agreed to approve clozapine because of evidence 
that it benefited schizophrenia patients who did not re-
spond to FGAs. Despite its efficacy, clozapine does not 
have a propensity to produce the extrapyramidal side ef-
fects or raise prolactin blood levels, which is something 
that had previously been considered inextricably con-
nected with clinical efficacy (Tamminga, 1997).

It was not immediately clear why clozapine had these 
unique clinical benefits but the fact that it has a wider 
profile of receptor affinities than most FGAs was thought 
to underlie this clinical benefit. Clozapine’s success 
spurred development of a family of SGAs with multire-
ceptor affinities (Tamminga, 1997). SGAs are considered 
to generally produce less side effects related to blockade 
of D2 receptors and to have some therapeutic advantages 
over FGAs, namely with regards to negative symptoms 
and cognitive deficits. However, there is a substantial 
degree of controversy regarding the magnitude of their 
efficacy advantage over FGAs and clozapine remains the 
only SGA with strong evidence for a superior efficacy 
profile. Unfortunately, clozapine’s prodigious side effect 
and safety burden limit its use. Furthermore, the precise 
mechanism responsible for clozapine’s superior efficacy 
remains unknown.

To date all SGAs, like FGA, have clinically relevant 
affinity for D2 receptors and all, except for aripiprazole, 
act as D2 antagonists. Aripiprazole is a partial agonist at 

the D2 receptor. In addition to D2 affinity, SGAs have af-
finity for serotonin 2A (5-HT2A) receptors that is compa-
rable and usually greater than their affinity for D2 recep-
tors. It is this pharmacological property, which generally 
distinguishes SGAs from FGAs and which is considered 
by many investigators to underlie their clinical differ-
ences from the FGAs (Tamminga, 2003).

Despite the reasonable success of both FGAs and SGAs 
in attenuating positive symptoms, the lack of effective 
treatments for the cognitive deficits and negative symp-
toms has substantially contributed to the poor functional 
outcomes and long-term morbidity of this disorder. The 
long-term prognosis for schizophrenia has shown little 
if any improvement (Carpenter and Koenig, 2008) dur-
ing the past nearly 60 years of drug development. There-
fore, there remains a strong need for antipsychotic drugs 
with novel mechanisms that can deliver more efficacious 
 benefits.

2 APPROACHES TO CREATE ANIMAL 
MODELS WITH RELEVANCE  

TO SCHIZOPHRENIA

Developing animal models that have validity for 
schizophrenia presents formidable challenges since the 
biological mechanisms underlying the clinical features 
of this disorder have thus far eluded discovery despite 
the identification of numerous neurobiological abnor-
malities associated with schizophrenia. Additionally, 
the most characteristic features of schizophrenia, au-
ditory hallucinations and delusional thinking cannot 
be directly modeled in animals. We have reviewed 
these and other challenges encountered in developing 
animal models of schizophrenia in greater depth else-
where (Feifel and Shilling, 2010). Despite these chal-
lenges animal models with relevance to schizophrenia 
continue to be developed and to play an important role 
in the effort to understand this disease and identify 
new treatments.

Several general approaches are available to investi-
gators who are interested in using animals to study a 
disease related abnormality. The majority of well-char-
acterized animal models considered to have relevance 
to schizophrenia involve manipulations that induce, 
usually in rodents, a homolog, or, if that is not achiev-
able, a presumed analog of one or more of the abnormal 
features associated with the disorder. Table 23.1 displays 
examples of some of the more common approaches used 
to model schizophrenia in rodents. Commonly induced 
schizophrenia-like abnormalities in rodents are deficits 
in information gating, such as prepulse inhibition, latent 
inhibition, deficits in social interaction, and tasks that 
are thought to model human cognitive functions, such 
as working memory.
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TABLE 23.1  Comparison of Three Rodent Models Representing Different Inducing Strategies: Pharmacologic, Developmental and Genetic

Model

Schizophrenia-like features Effects of antipsychotics  
and other drugs Strengths and limitationsBehavioral Pathophysiology

Pharmacological
Acute PCP injections
Rodents are administered one-

time dose of PCP, an antagonist 
of NMDA subtype, glutamate 
receptor

Increased locomotion 
analogous to positive 
symptoms of SCZ (Jentsch 
and Roth, 1999; Neill 
et al., 2016)

Reduced social interaction 
homologous with 
negative symptoms 
(Neill et al., 2016; Mouri 
et al., 2007)

PPI deficits homologous with 
PPI deficits in SCZ (Geyer 
et al., 2001)

Reduced performance on 
animal cognitive tasks that 
are thought to be analogous 
to human cognitive 
tasks that SCZ patients 
perform poorly on (Mouri 
et al., 2007; Rajagopal 
et al., 2014)

Some evidence exists for 
glutamate hypofunction 
in brains of patients with 
SCZ, which is transiently 
induced by PCP in animal 
(Mouri et al., 2007)

Acute:
SGAs but not HAL 

attenuate PPI deficits 
(Geyer et al., 2001; 
Barros et al., 2009; Fejgin 
et al., 2007; Pouzet 
et al., 2005)

SGAs and HAL attenuate 
cognitive deficits (Neill 
et al., 2016; Mouri 
et al., 2007; Rajagopal 
et al., 2014; Grayson 
et al., 2007; Nagai 
et al., 2009; Snigdha 
et al., 2011; Didriksen 
et al., 2006; Terranova 
et al., 2005)

Non-APDs: Citalopram, 
bupropion, and 
desipramine have no effect 
on PPI deficits (Pouzet 
et al., 2005). Diazepam, 
citalopram, methadone and 
naloxone have no effect on 
social interaction deficits 
(Sams-Dodd, 1998a) (3 
days)

Other: modafinil, and 
erythropoietin attenuate 
cognitive deficits 
(Goetghebeur and 
Dias, 2009; Goetghebeur 
et al., 2010)

Subchronic (3 days):
CLOZ but not HAL, reverse 

social and cognitive deficits 
(Jentsch and Roth, 1999; 
Mouri et al., 2007; Sams-
Dodd, 1998a; Sams-
Dodd, 1999; He et al., 2006)

Chronic (21 days): Neither 
CLOZ, nor HAL, reverse 
social interaction deficits 
(Sams-Dodd, 1998b)

Strengths:
Displays features relevant to positive 

and negative symptoms and cognitive 
deficits of SCZ

Limitations:
Induction of SCZ-like features is transient
Acute administration of FGAs and 

SGAs reverse social interaction and 
cognitive deficits but these drugs 
produce, at best, a partial improvement 
in negative symptoms and cognitive 
deficits when given chronically to SCZ 
patients does not seem to model the 
therapeutic time course of APDs as 
chronic administration less efficacious 
than acute

(Continued)
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Model

Schizophrenia-like features Effects of antipsychotics  
and other drugs Strengths and limitationsBehavioral Pathophysiology

Developmental
Neonatal hippocampal lesions
Rats are administered neurotoxin 

into the hippocampus during the 
neonatal period

Cognitive deficits and social 
deficits appear prior to 
puberty (Tseng et al., 2009)

PPI deficits may appear after 
puberty (Tseng et al., 2009) 
or before it (Swerdlow 
et al., 2012)

Consistent with evidence of 
hippocampal atrophy in 
SCZ

Consistent with theory that 
brain abnormalities exist 
long before people develop 
SCZ, as early as in utero or 
early childhood (Tandon 
et al., 2008)

Acute APDs: PPI deficits 
reversed by CLOZ, but 
not HAL (Le Pen and 
Moreau, 2002)

Chronic APDs: CLOZ 
attenuates PPI deficits 
similar to acute 
administration but does 
not reverse cognitive or 
social deficits (Rueter 
et al., 2004; Levin and 
Christopher, 2006; Sams-
Dodd et al., 1997)

Chronic CLOZ reverses 
locomotor activation 
(Bringas et al., 2012)

Non-APDs: No Reports

Strengths: Models the construct of an 
early brain pathology that remains 
latent until adolescence/early 
adulthood

Limitations: No strong evidence yet that 
PPI deficits emerge late in development 
versus congenital

Specificity for APD effects not reported

Genetic: Natural
Vasopressin-deficient Brattleboro 

rat
The result of a mutation in the 

vasopressin gene

Spontaneous 
hyperlocomotion—thought 
to be an analog of positive 
symptoms (van den 
Buuse, 2010)

PPI (Demeter et al., 2016), LI 
and habituation deficits 
homologous with same 
deficits in SCZ patients 
(Feifel and Priebe, 2001)

Cognitive deficits relevant to 
SCZ (Demeter et al., 2016; 
Laycock et al., 1983; Feifel 
et al., 2009)

Polydipsia/polyuria similar 
to polydipsia seen in 
significant proportion 
of SCZ patients (de 
Leon, 2003)

Strong genetic component 
as in SCZ (Feifel and 
Priebe, 2007)

Increased dopamine (Feenstra 
et al., 1990; Dawson 
et al., 1990) and D2 receptor 
brain density in striatum 
similar to several findings 
of postmortem SCZ 
(Shilling et al., 2006)

Consistent with vasopressin 
system dysfunction 
reported in SCZ (Linkowski 
et al., 1984; Frederiksen 
et al., 1991; Krishnamurthy 
et al., 2012)

H3 acetylation changes in 
prefrontal region and 
hippocampus (Demeter 
et al., 2016)

Reduced brain GAD 67 
consistent findings of 
reduced brain GAD 67 
in SCZ (Akbarian and 
Huang, 2006)

Acute: SGAs and FGAs 
reverse PPI deficits 
(Feifel et al., 2007; Feifel 
et al., 2004)

CLOZ reverses social 
recognition deficits (Feifel 
et al., 2009)

Valproate, diazepam and 
imipramine had no effect 
on PPI (Feifel et al., 2011a)

Putative APD, neurotensin-1 
agonist produces effects 
similar to APDs (Feifel 
et al., 2004)

Chronic: FGAs and SGAs 
produce stronger effect 
after chronic administration 
than after acute (Feifel 
et al., 2007)

Strengths:
Does not require manipulation to induce 

SCZ-like features
Good sensitivity and good specificity 

regarding responding only to drugs 
with known or putative APD efficacy

Models therapeutic time course of APDs 
in which therapeutic effect begins after 
acute administration but grows stron-
ger with repeat administration (Feifel 
et al., 2007)

Limitation: No evidence for gene based 
vasopressin dysfunction in SCZ

APD, antipsychotic drug; CLOZ, clozapine; FGA, first generation antipsychotic; GAD67, glutamate decarboxylase isom; HAL, haloperidol; LI, latent inhibition; NMDA, N-methyl-d-aspartate; PCP, phencyclidine; 
PPI, prepulse inhibition; SGA, second generation antipsychotic; SCZ, schizophrenia; AVP, vasopressin

TABLE 23.1  Comparison of Three Rodent Models Representing Different Inducing Strategies: Pharmacologic, Developmental and Genetic (cont.)
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Some of these models are based on transient induc-
tion of schizophrenia-relevant features. Classic exam-
ples of these features are abnormalities produced by 
acute administration of psychotomimetic drugs (e.g., 
amphetamine, PCP), such as hyperactivity and reduced 
prepulse inhibition of the startle response. The duration 
of the induced changes is correlated with the pharma-
cokinetic properties of the administered psychotomi-
metic. Other experimental approaches produce more 
enduring abnormalities consistent with the chronic na-
ture of schizophrenia. An example of enduring, induced, 
schizophrenia-like features are those produced by ge-
netic engineering or by manipulations to the  nervous 
system applied during the developmental period. Even 
among enduring abnormalities induced in rodents, there 
may be differences in the degree of robustness. For ex-
ample, prepulse inhibition deficits produced in adult 
rats by chemical lesions of the hippocampus during the 
neonatal period are robust, whereas prepulse inhibition 
deficits induced by social isolation rearing of rats dur-
ing early development can dissipate due to handling 
or changes in the home cage (Lipska et al., 1995; Powell 
et al., 2002).

Another approach has been to identify animals that 
spontaneously exhibit relevant abnormal features that 
are germane to schizophrenia. This is typically achieved 
by screening different strains of rats or mice, or by select-
ing individual animals that exhibit a certain schizophre-
nia-relevant feature from a normal colony (Ellenbroek 
et al., 1995). The selected individuals may then be inter-
bred to produce a man-made strain of animals that spon-
taneously exhibit schizophrenia-relevant behaviors, for 
example, (Ellenbroek et al., 1995; Hitzemann et al., 2008; 
Schwabe et al., 2009).

Yet another approach foregoes both inducing schizo-
phrenia-like abnormalities and identifying spontane-
ous abnormalities in favor of studying normal expres-
sion of an animal phenotype that is assumed to have 
some relevance to schizophrenia. These approaches 
are usually used for drug discovery rather than for 
identifying mechanisms underlying the disease, and 
are based on the concept that an abnormal behavior 
or physiological function exists on a continuum with 
normal levels of that behavior or function and share 
the same underlying biological mechanisms. It follows 
therefore that treatments that alter normal levels of a 
phenotype in a certain direction (e.g., enhance it) are 
likely to do the same thing to abnormal levels of that 
phenotype in people with schizophrenia. For example, 
enhancement of normal latent inhibition in rodents or 
their performance on animal tasks modeling human 
cognition have been used as a putative predictive test 
of drugs with efficacy for schizophrenia (Feldon and 
Weiner, 1991). Though these models may have reduced 

validity for the abnormal features in schizophrenia, 
they have the advantage of not requiring unique ex-
pensive animal strains or time-consuming special prep-
arations to induce deficits. Other examples of normal 
behavior used as models to screen for antipsychotics 
include catalepsy (Greenblatt et al., 1980) and condi-
tioned avoidance response (Wadenberg, 2010).

3 FEATURES OF SCHIZOPHRENIA  
THAT CAN BE MODELED  

IN ANIMALS

3.1 Clinical Time Course and Response  
to Treatment

Before describing the symptoms, biological perturba-
tions, and other specific clinically-relevant features of 
schizophrenia that are able to be modeled in animals, 
it should be noted that there are secondary features re-
lated to these, namely the developmental timing and 
the response to antipsychotic medication, that can also 
be modeled in principal and when done so successfully, 
further enhance the animal model’s validity.

With regards to developmental timing, the emergence 
of a clinically relevant phenotype sometime after pu-
berty in an animal model is considered validity enhanc-
ing because it is viewed to reflect the typical temporal 
emergence of the core clinical features of schizophrenia 
in early adulthood. In reality, the onset of schizophre-
nia is clinically identified by the emergence of positive 
symptoms, with or without negative symptoms, and at 
present we do not know whether or not the emergence 
of other clinically relevant features, such as cognitive or 
information gating deficits, coincide with the emergence 
of positive and negative symptoms. Therefore, strictly 
speaking, until the timing of those other clinically rel-
evant features is well established, only the postpubertal 
emergence of phenotypes directly relevant to positive 
and negative symptoms should be considered to en-
hance the validity of an animal model.

An animal model that measurably responds to treat-
ments for the disease being modeled is said to have 
predictive validity. Predictive validity is most strongly 
demonstrated when an animal model of schizophrenia 
responds to all antipsychotic drugs with established 
efficacy for the symptoms of schizophrenia, but not 
does respond to drugs that lack efficacy for schizo-
phrenia but are efficacious for other related disorders. 
For example, an animal model that responds consis-
tently to all antipsychotics but not to any mood sta-
bilizer or antidepressant would be considered to have 
very strong predictive validity. The predictive validity 
of an animal model is considered a major determinant 
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of its utility in identifying potential new treatments for 
the modeled disease. However, beyond that, predictive 
validity is often thought to enhance the overall valid-
ity of an animal model for the disease, especially, if the 
effect of antipsychotic medication is to normalize or 
ameliorate a clinically relevant, abnormal phenotype. 
Some have argued that predictive validity is the most 
important feature in assessing the validity of an ani-
mal model (Geyer and Markou, 1995). However, there 
are some vexing dilemmas related to the predictive 
validity of animal models of schizophrenia since an-
tipsychotics display unequivocal efficacy only against 
positive symptoms but, as will be discussed later, there 
are no animal homologs for positive symptoms, only 
presumed analogs, such as motor hyperactivity. Addi-
tional challenges are presented by the fact that antipsy-
chotic drugs are not highly efficacious against cognitive 
deficits or negative symptoms of schizophrenia and it 
is controversial whether they are completely without 
efficacy or have moderate efficacy against these clini-
cal components of schizophrenia (Blin, 1999). As such, 
it is unclear whether the validity of a phenotypic ab-
normality in an animal that is proposed to represent 
negative symptoms, is enhanced or compromised, by 
the amelioration of the abnormality by antipsychotic 
drugs. The same applies to animal phenotypes that 
are proposed to represent schizophrenia’s cognitive 
deficits. Despite these conceptual challenges, most 
animal models are evaluated for the effect of antipsy-
chotic drugs on one or more of their clinically relevant 
 phenotypes.

3.2 Positive Symptoms and Hyperdopaminergia

Though positive symptoms are the most characteris-
tic clinical feature of schizophrenia and a requirement 
for making the diagnosis, they are the most challenging 
to model in humans. Clinicians ascertain the presence 
of hallucinations and delusional thinking in a schizo-
phrenia candidate through his or her language, whether 
it is in response to directed questions or spontaneously 
generated speech. This approach is obviously not pos-
sible with animals and there is no reliable way for re-
searchers to probe the internal mental state of animals. 
As such, there are no animal models, to date, that cred-
ibly replicate the phenomenology of positive symptoms 
although chronic administration of PCP, a psychogenic 
drug, in monkeys will cause them to exhibit behaviors 
suggestive of humans experiencing positive symptoms 
(see Section 4). The dopamine theory of schizophrenia, 
which is based upon strong but indirect evidence, posits 
that increased dopamine transmission in the subcortical 
mesolimbic brain pathway mediates positive symptoms. 
Despite limited direct evidence for increased dopamine 
transmission in the brains of people with schizophrenia, 

the dopamine theory remains the dominant theory re-
garding the underlying pathophysiology of schizophre-
nia and, in particular, it’s positive symptoms. It is not, 
therefore, surprising that much of the effort toward de-
veloping animal models of this disorder has historically 
been guided by this theory. Indeed, inducing hyperdo-
paminergia in rodents has been the basis of the earliest 
and most ubiquitous attempts to model schizophrenia 
and study antipsychotic drugs in animals. In the absence 
of the ability to replicate the phenomenology of positive 
symptoms, animal models of hyperdopaminergia have 
been largely considered to be animal models of positive 
symptoms.

The simplest and most common approach used to 
model hyperdopaminergia in animals has been to admin-
istrator prodopamine drugs to rodents. Apomorphine, 
a direct agonist at the D2/D3 dopamine receptors, and 
amphetamine, an indirect agonist that enhances synaptic 
levels of dopamine, are the most commonly used drugs 
for this purpose. Animals given systemic injections of 
these drugs display characteristic acute effects that can 
be measured quantitatively. The most apparent effect is 
increased locomotor behavior, however, increased cage 
climbing, stereotypic movements, and reduced PPI and 
latent inhibition are also induced. All of the established 
antipsychotics that have been tested are able to block 
these effects and therefore blockade of apomorphine- or 
amphetamine-induced behaviors is the most common 
preclinical screening test for putative antipsychotics 
and is considered predictive of efficacy to treat positive 
symptoms of psychosis.

While reduced PPI is an established feature of schizo-
phrenia, increased motor activity is not considered one 
of its prominent features. Therefore, measuring the PPI 
effects of prodopamine drugs is preferable to measure 
their locomotor effects when using the hyperdopaminer-
gia model.

People with schizophrenia have increased sensi-
tivity to the psychosis inducing effects of prodopa-
mine psychostimulants, such as amphetamine. This 
is thought to be due to an upregulation of their do-
pamine system. Increased sensitivity to the prodopa-
mine drugs has been proposed as a validating feature 
of an animal model for schizophrenia. The APO-SUS 
rat (Wistar) strain was developed by selecting the indi-
vidual rats from among a colony of rats that exhibited 
the strongest stereotypy response to apomorphine. 
These APO-SUS rats were then interbred to produce a 
strain of rats with a genetic sensitivity to apomorphine 
 (Ellenbroek et al., 1995).

Similarly, there exists evidence for increased striatal 
presynaptic dopamine function (increased synthesis 
and release) and increased dopamine receptor density 
(Howes et al., 2012). Therefore the existence of similar 
findings occurring naturally in animals, or as a result 
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of specific preparations, is considered a validating fea-
ture for their relevance to schizophrenia. In this regard, 
rats raised in social isolation have been reported to ex-
hibit elevated presynaptic DA levels (Powell, 2010) and 
Brattleboro rats, a strain of rats with deficient vasopres-
sin, have increased striatal D2 receptor levels (Shilling 
et al., 2006). The presence of certain dopamine-regu-
lated behaviors has also served as the presumed be-
havioral marker for increased brain dopamine “tone” 
and increased spontaneous hyperactivity has been 
suggested to be a schizophrenia-validating feature 
for an animal model despite the fact that people with 
schizophrenia do not exhibit prominent hyperactivity 
(Minassian et al., 2010). One study showed that rats ex-
hibiting the lowest PPI among a colony were more sen-
sitive to further reduction of their PPI by apomorphine 
than rats with naturally high PPI, suggesting that the 
low PPI exhibited by people with schizophrenia may 
be due to the increased central dopamine tone, which 
also makes them more sensitive to prodopamine drugs 
(Feifel, 1999).

3.3 Negative Symptoms

As mentioned previously, negative symptoms are one 
of the core features of schizophrenia and it is included in 
the DSM list of symptoms of schizophrenia that are in-
cluded in the diagnostic criteria. There have been several 
attempts to model negative symptoms in animals. While 
some specifics manifestations of negative symptom, 
such as alogia (reduced speech) and affective flattening 
are difficult to model in animals, modeling reduced so-
cial interaction, one manifestation of negative symptoms 
is viable and a widely accepted paradigm. This is accom-
plished with the social interaction test, which measures 
the social interaction between individual members of 
species placed together in a test arena (Neill et al., 2016; 
Sams-Dodd, 1998b). Unlike control animals who freely 
explore the environment and interact frequently with 
the other members of their species, rodents that are 
treated with the NMDA receptor antagonist PCP for 3 
consecutive days typically ambulate along the periphery 
of the arena and avoid contact with the other members 
of their species. This PCP-induced phenotype is consid-
ered to be analogous to the social avoidance displayed 
at times by some schizophrenia patients. FGA’s and 
SGA’s reverse the effects of PCP in the social interaction 
test when administered for 3 or 21 days in combination 
with PCP. However, the antipsychotics also increase 
social interaction in animals that did not receive PCP 
( Sams-Dodd, 1998b). Given the equivocal nature of the 
benefit of antipsychotics in treating negative symptoms, 
their distinct efficacy in the social interaction test may, 
arguably, weaken the predictive validity of this animal 
model of negative symptoms.

3.4 Information Processing Abnormalities 
Associated with Schizophrenia

Substantial evidence suggests that people with 
schizophrenia have deficiencies in processing informa-
tion including a reduction in normal automatic filtering, 
or gating, of irrelevant internal and external stimuli, re-
sulting in a greater intrusion of irrelevant stimuli on the 
conscious awareness in people with schizophrenia (Braff 
and Geyer, 1990; McGhie and Chapman, 1961). This 
abnormality may be fundamental to the disturbances 
of thought associated with schizophrenia (Braff and 
 Geyer, 1990). Several cross-species operational measures 
of sensory and sensorimotor gating have been character-
ized and used to develop animal models of the gating 
deficits observed in schizophrenia. The abnormalities 
in these gating measures are considered “endopheno-
types” of schizophrenia—phenotypic features that are 
not symptoms of the disorder but are likely to reflect 
the underlying neuropathology that contributes to the 
core symptoms. The endophenotypes of schizophrenia 
described later can be modeled in rodents in a man-
ner homologous to their manifestation in people with 
 schizophrenia.

3.4.1 Prepulse Inhibition (PPI)
The most researched schizophrenia endophenotype 

related to information gating is PPI. PPI refers the nor-
mal suppression of the reflexive startle response to a 
brief intense startling stimulus (pulse) when it is pre-
ceded by a barely detectable, nonstartling, lead stimulus 
(prepulse) that is presented 30–500 ms before the pulse 
(Swerdlow and Geyer, 1998). PPI is an operational mea-
sure of a phenomenon referred to as sensorimotor gat-
ing, which is an early stage (preattentional) perceptual 
filtering mechanism that allows some stimuli to proceed 
through for further processing while filtering out other 
stimuli. Weak sensorimotor gating can, in theory, allow 
higher order processing centers to become overwhelmed 
by irrelevant information. This can reduce the efficiency 
of cognitive processing and produce disordered think-
ing. The startle reflex is mediated by a monosynaptic 
circuit that transfers information from sensory receptors 
to motor neurons. PPI is mediated by a multisynaptic 
circuitry that modulates the startle circuit and overlaps 
substantially with circuits implicated in schizophrenia 
(Swerdlow and Geyer, 1998; Swerdlow et al., 1986, 2001). 
The suppression of the motor response to the startling 
stimulus occurs because the processing of the prepulse 
creates a time limited gating mechanism that inhibits 
processing of other stimuli (Fig. 23.1).

People with schizophrenia have decreased PPI 
compared to matched control subjects (Braff and 
 Geyer, 1990). Though the precise clinical correlation 
of low PPI in schizophrenia has not been established, 
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schizophrenia patients with maximal PPI deficits have 
been shown to have the greatest thought disorder (Perry 
and Braff, 1994). Several lines of evidence suggest that 
these PPI deficits represent a vulnerability trait. For ex-
ample, first degree relatives of schizophrenia patients not 
afflicted with the disorder and people with schizotypal 
personality, a condition associated with milder forms of 
psychosis than schizophrenia, have been shown to have 
PPI that is intermediate between people with schizophre-
nia and healthy people who do not have first degree rela-
tives with schizophrenia (Cadenhead et al., 1993). There 
is also evidence that low PPI may represent somewhat 
of a state marker for psychosis, as hospitalized bipolar 
patients in the midst of an acute manic episode with psy-
chosis displayed reduced PPI whereas stable outpatient 
bipolar patients did not (Perry et al., 2001a).

PPI can also be measured in animals under parametric 
conditions similar to those used to measure it in humans. 
Some common parameters used to elicit PPI in both ro-
dents and humans include a startling auditory stimulus 
(pulse) of approximately 120 dB, preceded by a much 
weaker stimuli (prepulse) ranging from 4–16 dB that 
is presented 50–500 ms before the pulse. A test session 
includes presentation of both startling pulses alone and 
prepulse-pulse pairs. In humans, the startling acoustic 
pulse and nonstartling stimulus are delivered through 
headphones and the startle response is measured by the 
strength of the involuntary eye blink, which is measured 
electromyographically via electrodes positioned below 
one eye on the ocular blink muscle (orbicularis oculi). To 
measure the startle response in rodents, mice or rats are 
placed in cylindrical enclosures housed within sound-
proof boxes. Acoustic stimuli are delivered via speakers 
and startle response is measured by mechanical trans-
ducers, which detect the downward displacement of the 
cylinders produced by the rodent’s involuntary limb ex-
tension in response to the startling stimulus.

PPI is commonly calculated in each human or animal 
subject by comparing the average magnitude of the star-
tle responses to the startling pulses presented alone with 
the magnitude of the startle response to the prepulse-
pulse presentations. The most common way to report 
the attenuation in startle produced by the prepulses is 
as the average percentage reduction of the unmodified 
startle response.

[(1 - (Startle Startle )/ Startle )) 100)]prepulse noprepulse noprepulse− ×

PPI deficits can be induced in animals by a variety of 
interventions. Psychostimulant drugs that have a pro-
clivity to temporarily induce psychotic symptoms in 
humans, such as amphetamine, PCP, and LSD, produce 
transient PPI deficits in rodents. Nonpharmacological in-
terventions can also produce PPI deficits in rodents and 
are often more enduring than those deficits produced by 
drugs. Examples of these interventions include lesions 
induced in the ventral hippocampus during the neonatal 
period, rearing rodents in social isolation, in-utero viral 
infections and certain genetic manipulations. In addi-
tion, some rodent strains, such as the Brattleboro rat and 
C57BL/6j mice exhibit naturally low PPI. Antipsychotic 
drugs, specifically SGAs, tend to reverse PPI deficits in 
people with schizophrenia (Braff, 2010). PPI deficits in 
rats and mice have been widely used as predictive test 
for drugs with therapeutic potential for schizophrenia 
(Braff, 2010; Geyer et al., 2001).

A limitation of PPI deficiency as a basis for modeling 
features of schizophrenia in animals is that PPI deficits 
are not specific to schizophrenia as people with other 
neuropsychiatric disorders have been shown to exhibit 
PPI deficits, including Huntington’s disease (Swerdlow 
et al., 1995), obsessive compulsive disorder (Swerdlow 
et al., 1993), Tourette’s disorder (Castellanos et al., 1996), 
and bipolar mania with psychosis (Perry et al., 2001a). 
These findings raise questions regarding the fundamen-
tal nature of the PPI deficiency in schizophrenia.

One of the advantages of using PPI as the basis for 
an animal model of relevance to schizophrenia is that 
the PPI measurement itself is highly automated and 
provides an objective quantitative output. Moreover, it 
does not require any physical preparation or training of 
animals.

3.4.2 P50/N40 Gating
Electroencephalographic (EEG) monitoring following 

presentation of a stimulus reveals electrical potentials 
that are generated at highly predictable times follow-
ing the stimulus presentation. Evoked responses to au-
ditory stimuli, termed auditory event related potentials 
(AERP), have been well studied in humans and animals. 
One well-characterized AERP occurs 50 ms after an au-
ditory stimulus is presented and is called the P50 wave. 

[(1-(Startleprepulse−Startlen
oprepulse)/Startlenoprepul

se))×100)] FIGURE 23.1 Diagram is representative of prepulse inhibition. 
(A) The presentation of Stimulus A (pulse) results in a large startle re-
sponse. (B) When a subthreshold prepulse is presented 50–500 ms prior 
to Stimulus B (pulse), the startle response is decreased. Prepulse inhibi-
tion is represented by the grayed box (Startle A–Startle B).
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When two auditory clicks are presented in sequence 
with an interstimulus interval of 0.5 ms or less, there 
is a marked attenuation of the P50 invoked by the sec-
ond click (S2), compared to the one evoked by the first 
click (S1). This is thought to be an operational measure 
of sensory gating (versus sensorimotor gating, since P50 
gating involves no motor response), which is a process 
by which the brain filters the flow of sensory informa-
tion that is allowed to pass through to higher processing 
centers. it is presumed that sensory gating helps avoid 
flooding of those systems. in the paired click paradigm 
an inhibitory mechanism or sensory gate is activated by 
the first click (Swerdlow et al., 2006).

P50 gating is usually measured as a ratio of the am-
plitude of the P50 response to the second click to that of 
the first click (S2/S1) or as a percentage reduction simi-
lar to the formula for percentage PPi (1−(S2/S1) × 100) 
(Swerdlow et al., 2006). People with schizophrenia ex-
hibit much smaller P50 gating compared to nonclinical 
control subjects. it has been suggested that PPi and P50 
suppression measure complementary aspects of inhibi-
tory neural circuitry (Braff et al., 2007) and are not cor-
related in patients with schizophrenia.

This abnormality in the P50 gating, which is genetical-
ly linked to the α-7 nicotinic receptor, can be transiently 
reversed in people with schizophrenia through acute 
nicotine administration (Martin and Freedman, 2007). 
However, investigations into the ability of antipsychot-
ics to reverse P50 deficits have been inconsistent (adler 
et al., 2005; Su et al., 2012) (Fig. 23.2).

rodents do not exhibit a P50, but they exhibit a simi-
lar aerP, the N40. The N40 and its attenuation by a pre-
ceding auditory event are considered to be analogous 
to human P50 and P50 gating, respectively  (Stevens 
et al., 1991). Similar to PPi, N40 gating deficits in rodents 
can be induced by psychotomimetic drugs including 
apomorphine and amphetamine (Swerdlow et al., 2006) 

as well as NMDa receptor antagonists, such as PCP 
(Miller et al., 1992). Social isolation rearing  (Stevens 
et al., 1997) and neurotoxic-induced lesions of the CNS 
(Stevens et al., 1998) also disrupt N40 gating in rodents. 
Measuring N40 gating requires implanting and securing 
electrodes in the brains of rodents, making this para-
digm much less practical than PPi testing. Furthermore, 
studies have not yet found a strong association with 
the P50 deficits in schizophrenia and any of the clinical 
features of that disorder (Potter et al., 2006). addition-
ally, unlike the case with PPi deficits, P50 gating deficits 
are not remediated by antipsychotic medication. Stud-
ies of the antipsychotic effect on N40 gating deficits in 
rodents have produced mixed results. For example, 
haloperidol reverses N40 gating deficits in rats that are 
induced by neurotoxins (Stevens et al., 1998). However, 
social isolation induced N40 gating deficits are reversed 
by nicotine, which is consistent with findings in schizo-
phrenia patients (Bickford-Wimer et al., 1990; Stevens 
et al., 1997, 1998). in DBa/2 mice, SGas, but not FGas 
improve, N40 gating (Simosky et al., 2003, 2008).

3.4.3 Habituation
another measure of information processing plastici-

ty based upon the startle response is habituation, which 
refers to the normal decrement in startle response when 
the startling stimulus is repeatedly presented. Habitu-
ation is considered the simplest form of learning and is 
considered essential for selective attention. Habituation 
is deficient in schizophrenia [see (Geyer et al., 1990; 
Hammer et al., 2011) for review] but was not found 
to be abnormal in patients with obsessive compulsive 
disorder (Swerdlow et al., 1993), Huntington’s disease 
(Swerdlow et al., 1995), or autism (Perry et al., 2007) 
conditions that are associated with PPi deficits. These 
findings suggest that habituation and PPi are indepen-
dent measures of startle plasticity and that habituation 

FIGURE 23.2 N40 gating in sham and NVHL rats. Grand average auditory erPs in sham and lesion (NvHL) groups showing prominent 
reduction in S1 magnitude among NvHL group rats. Source: Reprinted with Permissions from S. Karger, A.G., Basel; adapted from Swerdlow, N.R., Light, 
G.A., Breier, M.R. et al., 2012. Sensory and sensorimotor gating deficits after neonatal ventral hippocampal lesions in rats. Dev. Neurosci. 34(2–3), 240–249.
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deficits may be more specific to schizophrenia than PPI 
deficits.

Habituation can easily be measured concurrently with 
PPI testing in the same session by presenting a short se-
ries of consecutive pulse-alone stimuli at the very begin-
ning of the startle session and at the end of the session. 
The average startle response to both series is calculated 
and the percentage decrease from the first to second se-
ries represents habituation. The clinical correlates of ha-
bituation have not been well studied.

Concerning modeling habituation deficits in rodents, 
the DBA/2 mouse (Brooks et al., 2004), the Maudsley 
Nonreactive rat (Commissaris et al., 1988) and the Brat-
tleboro rat (Feifel and Priebe, 2001) show innate startle 
habituation deficits.

In regards to drug effects on habituation deficits in pa-
tients with schizophrenia, Perry et al. (2002) reported no 
difference in habituation deficits in acutely ill patients 
who were being treated with antipsychotics and those 
who were medication free.

3.4.4 Latent Inhibition
Latent inhibition is a normal modulation of associa-

tive learning. Specifically, latent inhibition refers to the 
reduced ability to learn the relevance of a stimulus that 
is paired with an aversive or positive condition through 
classic conditioning if there has been a previous expo-
sure to the stimulus in a neutral context (Lubow, 1965; 
Swerdlow et al., 1996). In humans, associative learning 
is typically measured in a laboratory setting by pairing 
an initially neutral stimulus (e.g., image of a blue circle) 
with an aversive one, such as a mild shock to the hand 
until the previously neutral stimulus elicits a similar 
physiological response as the shock. For example, this 
learned association can be measured by the ability of the 
once neutral stimulus to potentiate the subject’s startle 
response to a startling stimulus, such as a sudden brief 
sound. To measure latent inhibition, some subjects are 
exposed to the neutral stimulus on its own before the 
first pairing with mild shock. The preexposure to the 
neutral stimulus normally inhibits its ability to become 
associated with the shock as measured by a reduced abil-
ity to potentiate startle compared to a neutral stimulus 
that is not preexposed.

Both PPI and latent inhibition are considered mea-
sures of information gating and their underlying neural 
circuitry overlap (Bakshi et al., 1995). However, whereas 
PPI assesses early attentional or “preattentional” gat-
ing mechanisms, latent inhibition assesses later stages 
of information processing gating (Leumann et al., 2002). 
The degree to which PPI and latent inhibition are related 
within individual animals or humans is not well estab-
lished. Latent inhibition, like PPI, is deficient in schizo-
phrenia patients (Bakshi et al., 1995; Baruch et al., 1988; 
Gray et al., 1995) although there is some degree of 

controversy (Swerdlow et al., 1996; Rascle et al., 2001). 
Latent inhibition is also deficient in a subgroup of Par-
kinson’s patients (Lubow et al., 1999). However, in con-
trast to PPI deficits, latent inhibition deficits, like startle 
habituation deficits, are not found in patients with ob-
sessive compulsive disorder (Swerdlow et al., 1999).

Latent inhibition can be measured in rodents using 
paradigms similar to those in humans. For example, a 
colored light can be used as the conditioned stimulus 
and an electric shock delivered through a grid in a cage 
floor can be used as the unconditioned stimulus (Weiner 
et al., 1996). Another approach to study latent inhibition 
has been to use a conditioned taste aversion paradigm 
(Simonyi et al., 2009) where a distinct gustatory stimu-
lus, such as saccharin-sweetened water is presented to 
rodents just prior to administration of a substance, such 
as lithium chloride that induces malaise. Animals who 
are presented with the colored light or saccharin flavored 
water not paired with shock or malaise, respectively, 
will develop weaker potentiation of startle or aversion 
to drinking saccharin flavored water when those stimuli 
are later paired with the shock or lithium (Fig. 23.3).

In humans and rats, the indirect dopamine agonist 
amphetamine produces latent inhibition deficits  (Russig 
et al., 2002; Thornton et al., 1996; Weiner et al., 1988). 
In addition, an injection of interleukin-6 (IL-6), which 
stimulates the immune system, in pregnant mice causes 
latent inhibition deficits in their adult offspring (Smith 
et al., 2007).

In rodents, antipsychotic drugs, such as haloperi-
dol and clozapine reverse amphetamine-induced la-
tent inhibition deficits (Thornton et al., 1996; Williams 
et al., 1996) and facilitate latent inhibition that is above 
baseline levels when given alone (Bethus et al., 2006; Fel-
don and Weiner, 1991). Additionally, compounds that 
lack antipsychotic activity are usually not active in this 
model (Moser et al., 2000). Based upon these findings, 
enhancement of baseline latent inhibition or reversal of 
amphetamine-induced reduction of latent inhibition, 
have been proposed as predictive tests of antipsychotic 
activity (Moser et al., 2000). In addition, some strains of 
rodents, such as the Brown Norway (Conti et al., 2001) 
and Brattleboro rat (Feifel et al., unpublished), as well 
as 29/SvJ, CBA, A/J, and C3H/Ibg mice (Gould and 
Wehner, 1999) exhibit spontaneous deficits in latent inhi-
bition. In this regard, Feifel et al. (2015, 2016) recently re-
ported that both oxytocin and a brain penetrating neuro-
tensin-1 agonist, PD149163, modulate latent inhibition in 
a manner consistent with antipsychotic drugs in Brown 
Norway rats.

3.4.5 Other Cognitive Deficits
Cognitive deficits are highly prevalent in schizo-

phrenia and are considered by many schizophrenia in-
vestigators to be a core feature of the disorder, despite 
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that they are not counted among the DSM criteria for 
making the diagnosis of schizophrenia. The cognitive 
deficits experienced by people with schizophrenia are 
responsible for a substantial amount of the functional 
disabilities associated with this disorder. Moreover, as 
with negative symptoms, the beneficial effects of anti-
psychotic drugs on the cognitive deficits of schizophre-
nia are, at best, modest (Woodward et al., 2005). Due to 
these modest effects, there has been much effort recently 
to develop drugs that specifically address the cognitive 
deficits of schizophrenia (Young and Geyer, 2015). This 
has, in turn, energized efforts to develop and optimize 
animal models and animal tests that have validity for 
the cognitive deficits of schizophrenia. Several distinct 
domains of cognitive function have been identified to be 
perturbed in people with schizophrenia including atten-
tion, memory and learning (visual, verbal and working), 
reasoning and problem solving, processing speed, and 
social cognition (Hagan and Jones, 2005). There are es-
tablished tests to assess each of these cognitive domains 
in humans and tests have also been developed to mea-
sure analogous cognitive functions in rodents and other 
animals. Researchers interested in studying the cognitive 
dysfunction associated with schizophrenia in animals 
have generally utilized those preclinical tests. Pharma-
cological, neuroanatomical lesion, neurodevelopmental 
intervention, and genetic approaches have been used to 
induce deficient performance in these animal tasks in or-
der to create animal models for these cognitive deficits. 
For example, PCP, a noncompetitive NMDA antagonist, 
induces reduced performance in rats and mice on tests of 

animal attention (Jentsch and Anzivino, 2004), working 
memory (Marrs et al., 2005), problem solving (Egerton 
et al., 2005), social cognition (Terranova et al., 2005), and 
novel object recognition (Neill et al., 2016).

Investigators have attempted to improve animal 
performance on cognitive tasks with a variety of com-
pounds in the hope of identifying therapeutic treatments 
for the cognitive deficits exhibited by patients with 
schizophrenia. A major barrier to this effort is the lack 
of positive controls for establishing predictive validity 
for animal models of cognitive dysfunction since, at this 
time, there are no known drugs that have good efficacy 
against these cognitive abnormalities exhibited by peo-
ple with schizophrenia. The human clinical batteries and 
their corresponding preclinical cognitive tests, for which 
performance is assumed to be analogous, are displayed 
in Table 23.2.

3.4.6 Genetic Abnormalities
A large number of genetic variants have been iden-

tified from various studies comparing the genome of 
people with schizophrenia to the general population, 
suggesting multiple susceptibility loci for schizophrenia 
(Allen et al., 2008) (Also see SZGene URL http://www.
szgene.org/). For example, specific single nucleotide 
polymorphisms (SNP) variants have been detected sig-
nificantly more often in people with schizophrenia in as-
sociation studies. In addition, family studies have detect-
ed linkage to an array of chromosomal regions. Several 
knockout and transgenic approaches have been used to 
model some of these genetic abnormalities in animals. 

FIGURE 23.3 The three stages of the latent inhibition paradigm using a conditioned taste aversion procedure. In stage 1, water-restricted 
animals are given a drinking session with either flavored water (e.g., 1% saccharin) (preexposed group) or regular drinking water (nonpreexposed 
group and control group). In the second stage, all animals are given a drinking session with flavored water. The nonpreexposed and preexposed 
groups are then injected immediately with LiCl, which induces malaise. The controls are injected with saline instead of LiCl. In the third stage 
(Test), conditioned taste aversion and latent inhibition are tested by exposing all animals to the flavored water (CS) alone. All animals except the 
controls exhibit conditioned taste aversion. Furthermore, the group that had experience with flavored water before it was paired with lithium-
inducing malaise demonstrates less aversion to the flavored water on the test day, indicating that the preexposure to the flavored water produced 
a latent inhibition of the conditioned taste aversion. Thanks to Dr. Robert Lubow for assistance in preparing this figure. *LiCl is administered in 
doses that produce a rapid, but transient sensation of malaise in rodents.
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Characterization of these genetically engineered animal 
models has revealed inconsistent findings regarding the 
manifestation of schizophrenia relevant phenotypes, 
endophenotypes, or pathophysiological abnormalities. 
The effects of a single gene abnormality are not likely to 
be sufficient to cause schizophrenia and environmental 
risk factors also play an important role. Therefore, creat-
ing animal models that combine two or more candidate 
genetic abnormalities, or combine a candidate genetic 
abnormality with environmental factors in a “two-hit” 
model, may produce more valid animal models.

Table 23.3 displays examples of genetically engi-
neered mouse models of the genetic alterations that have 
been found to be associated with schizophrenia in many 
studies.

4 SPECIFIC ANIMAL MODELS

4.1 Pharmacological Approaches

Animal models have primarily used psychotomi-
metics, such as dopamine agonists and noncompetitive 
NMDA (glutamate) receptor antagonists to produce 
deficits in behaviors that are analogous to phenotypes 
exhibited by people with schizophrenia, such as deficits 
in PPI, latent inhibition, cognitive task performance, and 
social interaction.

4.1.1 Administration of Prodopamine Drugs
Early efforts at modeling schizophrenia in animals 

relied on acute administration of indirect dopamine ago-
nists, such as amphetamine or direct dopamine receptor 

agonists, such as apomorphine to induce a transient 
 central hyperdopaminergia. This approach remains 
highly utilized and it is driven by the prominence of the 
dopamine hypothesis of schizophrenia (Carlsson, 1977; 
Luchins, 1975; Willner, 1997) and the strong corpus of 
evidence linking hyperdopaminergia in the mesolimbic 
pathway to positive symptoms. The dependent measures 
usually studied are the well-known effects produced in 
rodents by prodopamine drugs, namely hyperlocomo-
tion, stereotypy, and the disruption of PPI and latent 
inhibition (Geyer et al., 2001; Swerdlow et al., 1994). Typ-
ically, a single administration of 0.5–1.0 mg/kg of am-
phetamine is used to produce hyperlocomotion in rats, 
whereas higher doses (2.0–5.0 mg/kg) induce stereotypy 
and deficits in latent inhibition and PPI. Disrupted PPI 
is a well-established feature of schizophrenia and the 
evidence for a latent inhibition deficit in schizophrenia 
is also strong, with some inconsistent findings, but there 
is no strong evidence supporting increased locomotion 
in people with schizophrenia (Minassian et al., 2010) 
and stereotypy is exhibited by only a small percentage 
of them. As such, the rationale for studying hyperloco-
motion and stereotypy induced by prodopamine drugs 
is that they are considered animal analogs of positive 
symptoms because they are reliably produced by in-
creasing mesolimbic dopamine transmission. However, 
the ability to induce and measure a phenomenon that 
is actually associated with schizophrenia enhances the 
validity of the prodopamine pharmacological animal 
models and, not surprisingly, PPI has become the out-
put of choice to measure in these hyperdopaminergia-
based animal models as well as other animal models of 
relevance to schizophrenia. Unlike its deficit inducing 

TABLE 23.2  Cognitive Domains Impaired in Schizophrenia, Tests Used to Measure These Behaviors in Humans Animal Tests That 
Measure Analogous Cognitive Domains in Animals

Cognitive domain Clinical battery Animal tests

Working Memory BACS, Spatial delayed response task, WMS-III 
spatial span WAIS-III letter-number sequence, 
UoM letter-number span

Operant or T-maze, delayed nonmatch to 
position/sample

Radial arm maze

Attention/vigilance (preattentive 
processing)

3-7 CPT, Identical pairs CPT Latent inhibition, 5-choice serial reaction time 
task

Visual learning and memory NAB—Shape learning, BVMT—Revised Novel object recognition, Social recognition

Speed of processing 5-choice serial reaction time task, simple reaction 
time tasks

Category fluency, Trail making A, WAIS-III 
digit symbol coding, BACS—Symbol coding

Reasoning and problem solving WAIS-III Block design, BACS—Tower of London, 
NAB—Mazes

Attentional set-shifting, maze tasks

Social cognition MSCEIT—Managing emotions, MSCEIT—Perceiving 
emotions

Social interaction, social recognition

Verbal learning and memory NAB—Daily Living Memory, HVLT—Revised Not applicable to animals

BACS, Brief assessment of cognition in Schizophrenia; BVMT, Brief Visuospatial Memory Test–Revised; CPT, Continuous Performance Test; HVLT, Hopkins Verbal 
Learning Test–Revised; MSCEIT, Mayer-Salovey-Caruso Emotional Intelligence Test; NAB, Neuropsychological Assessment Battery; UoM, University of Maryland; 
WMS-III, Wechsler Memory Scale–III; WAIS-III, Wechsler Adult Intelligence Scale
Adapted from Hagan, J.J., Jones, D.N., 2005. Predicting drug efficacy for cognitive deficits in schizophrenia. Schizophr. Bull. 31(4), 830–853.
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TABLE 23.3  Mouse Models Based on Some of the Most Promising Susceptibility Genes for Schizophrenia

Candidate gene and it’s 
known function Animal models

Schizophrenia-like features Effects of antipsychotics 
(APDs)Phenotype Pathophysiology

Neuregulin 1
Growth factor involved 

in neuronal migration, 
synaptogenesis, 
and neuron glial 
interactions in 
brain development. 
(Harrison and 
Law, 2006)

Neuregulin 1
Knockout/hypomorph 

(Chen et al., 2008; 
Stefansson et al., 2002; 
O’Tuathaigh 
et al., 2008; Zhang 
et al., 2016)

PPI Deficits (Chen 
et al., 2008; Stefansson 
et al., 2002)

Impaired performance 
on delayed alternation 
memory tasks, (Chen 
et al., 2008)

Social Interaction 
deficits (O’Tuathaigh 
et al., 2008)

Hyperactive in open 
field (O’Tuathaigh 
et al., 2008)

Larger lateral ventricles, 
decreased spine 
density (Chen 
et al., 2008)

Reduced NMDA 
receptor activity 
(Stefansson et al., 2002)

Acute CLOZ reversed 
hyper-activity but not 
PPI deficits (Stefansson 
et al., 2002)

Acute olanzapine 
prevented PCP-
induced effects in 
normal neurons but not 
in neurons from KOs 
(Zhang et al., 2016)

Non-APDs: Chronic 
Nicotine attenuated 
PPI deficits in HETs 
(Chen et al., 2008)

ERBB4
Neuregulin receptor

ERBB4 knockout (Barros 
et al., 2009; Golub 
et al., 2004; Roy 
et al., 2007)

Specific to KO in 
excitatory pyramidal 
neurons (Cooper and 
Koleske, 2014)

PPI Deficits (Barros 
et al., 2009)

HETS: Deficit in spatial 
learning (Golub 
et al., 2004)

Hypoactive, social 
interaction deficits, 
enhanced AMPH 
sensitization (Roy 
et al., 2007)

Reduced spine density in 
hippocampus (Barros 
et al., 2009)

Oligodendrocyte 
abnormalities (Roy 
et al., 2007)

Acute CLOZ reverses 
PPI deficits (Barros 
et al., 2009)

DISC1
Scaffolding protein 

critical role in neuron 
development, to 
cellular proliferation, 
intracellular signaling, 
migration and transport 
(Jaaro-Peled, 2009)

DISC1 L100P mutant 
(2nd exon) (Lipina 
et al., 2010)

Spontaneous 
hyperactivity and 
deficits in PPI and LI 
(Lipina et al., 2010)

Facilitation of AMPH 
effect on locomotor 
activity and PPI 
(Lipina et al., 2010)

None reported Acute HAL blocked 
hyper-activity, deficits 
in PPI and LI and 
blocked enhanced 
sensitivity to AMPH 
(Lipina et al., 2010)

DISC1 KO/Knockdown 
(Clapcote et al., 2007; 
Niwa et al., 2010; 
Hikida et al., 2007; 
Umeda et al., 2016)

Deficits in PPI, working 
memory and LI 
(Clapcote et al., 2007)

PPI and novel object 
recognition deficits after 
but not before puberty 
(Niwa et al., 2010)

Increased sensitivity to 
MethAMPH induced 
disruption of PPI vs. 
WT (Niwa et al., 2010)

Less cortical 
parvalbumin 
containing cells 
(Hikida et al., 2007)

PPI deficits reversed by 
acute CLOZ and HAL 
(Clapcote et al., 2007; 
Niwa et al., 2010)

Bupropion had no effect 
on PPI (Clapcote 
et al., 2007)

LI deficits reversed by 
acute CLOZ (Clapcote 
et al., 2007)

DISC1 (Truncated) (Shen 
et al., 2008)

Deficit in LI and social 
interaction (Shen 
et al., 2008)

Enlarged ventricles 
(Shen et al., 2008)

Decreased paralbumin 
neurons in mPFC and 
hippocampus (Shen 
et al., 2008)

None reported

DISC1 129S6/SvEv
Naturally occurring 

mutant (termination 
codon at exon 7, 
abolishes production of 
the full-length protein) 
(Koike et al., 2006)

Working memory deficit 
(Koike et al., 2006)

Naturally occurring 
DISC1 truncated 
protein (Koike 
et al., 2006)

None reported

(Continued)
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effects on PPI and latent inhibition, acute administra-
tion of prodopamine drugs in animals does not consis-
tently produce impairments in their performance on 
cognitive tasks that are considered analogs of those that 
people with schizophrenia perform poorly on. In fact, 
these drugs often enhance performance on these tasks 
 (Menesses, 2011). Similarly, impairments in social inter-
action or other behaviors relevant to negative symptoms 
are not induced by acute administration of prodopamine 
drugs. Therefore, the acute administration of prodopa-
mine drugs does not seem useful as an animal model of 
the cognitive deficits or negative symptoms associated 
with schizophrenia.

In addition to having some degree of validity based 
upon sharing the pathophysiological feature presumed 
to be an important mechanism underlying its clinical 
features (hyperdopaminergia) with schizophrenia and 
exhibiting a homolog of the information gating deficits 
(PPI and latent inhibition) exhibited in schizophrenia, 
the acute prodopamine pharmacological model also ap-
pears to exhibit predictive validity based upon its re-
sponse to acute administration of antipsychotic drugs. 
FGAs and SGAs block the PPI effects of dopamine ago-
nists and a strong correlation has been found between 
the potency of antipsychotics to block apomorphine-
induced disruption of PPI in rodents and their clinical 
potency as well as their D2 receptor affinity (Swerdlow 
et al., 1994). Nevertheless, this finding is not surprising, 

as it seems to reflect a “pharmacological tautology” 
since apomorphine acts as an agonist at D2 receptors 
and all antipsychotics tested have been D2 receptor 
antagonists. However, the efficacy of clozapine in the 
prodopamine drug animal model has been inconsis-
tent, reducing the model’s predictive validity, although 
strain differences across these studies may have contrib-
uted to this discrepancy (Swerdlow et al., 1998). None-
theless, the predictive validity of this animal model is 
also reduced somewhat by an apparent lack of specific-
ity for antipsychotic drugs. For example, the antidepres-
sant desipramine, a noradrenergic reuptake inhibitor 
(Pouzet et al., 2005), the mood stabilizer lithium (Ong 
et al., 2005), and the anticonvulsant topiramate (Frau 
et al., 2007), none of which have any known antipsy-
chotic efficacy, block amphetamine- or apomorphine-
induced PPI deficits.

The prodopamine drug animal model also does not 
appear to be well suited for modeling the efficacy time 
course associated with antipsychotic drugs in schizo-
phrenia. Whereas the therapeutic efficacy of antipsy-
chotic drugs in schizophrenia patients reaches optimal 
levels after several weeks of continuous administration, 
the efficacy of single doses of antipsychotics to attenuate 
prodopamine drug-induced PPI deficits in rodents has 
been shown to weaken (Martinez et al., 2000) or disap-
pear altogether (Andersen and Pouzet, 2001) after chron-
ic administration.

Candidate gene and it’s 
known function Animal models

Schizophrenia-like features Effects of antipsychotics 
(APDs)Phenotype Pathophysiology

Dysbindin 1
Synaptic protein, 

regulates exocytosis 
and receptor 
trafficking in excitatory 
neurotransmission 
(Karlsgodt et al., 2011)

Sandy (sdy) Mouse
Spontaneous mutation in 

dysbindin  (Bhardwaj 
et al., 2009; Takao 
et al., 2008; Feng 
et al., 2008; Hattori 
et al., 2008; Murotani 
et al., 2007; Chen 
et al., 2017)

Working memory deficits 
(Takao et al., 2008)

Social interaction deficits 
(Feng et al., 2008)

Decreased basal locomotor 
(Hattori et al., 2008)

Lack of locomotor 
habituation (Bhardwaj 
et al., 2009)

Enhanced AMPH 
sensitization (Bhardwaj 
et al., 2009)

Decreased DA levels 
in cortex, HPC, 
hypothalamus (Hattori 
et al., 2008)

DA turnover increased 
in specific regions 
of brain (Murotani 
et al., 2007)

None reported

Reelin
Extracellular matrix 

protein essential for 
cell positioning and 
neuronal migration 
during development 
implicated in synaptic 
formation and cellular 
plasticity. (Cassidy 
et al., 2010)

Reeler Mouse,
Heterozygous (Barr 

et al., 2008; Costa 
et al., 2002; Howell 
and Pillai, 2016)

Habituation and 
PPI deficits (Barr 
et al., 2008)

Reduced GAD 67  
expression (Costa 
et al., 2002)

Dendritic spine defects 
(Costa et al., 2002)

None reported

AMPH, amphetamine; APD, antipsychotic drug; CLOZ, clozapine; DA, dopamine; GAD, glutamate decarboxylase; HPC, hippocampus; HAL, haloperidol; PPI, 
prepulse inhibition; NMDA, N-methyl d-aspartate

TABLE 23.3  Mouse Models Based on Some of the Most Promising Susceptibility Genes for Schizophrenia (cont.)
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However, the amphetamine model seems to have 
exhibited true predictive validity (i.e., to predict an as-
pect of schizophrenia not yet known) with at least one 
novel drug for schizophrenia. Oxytocin, a neuropep-
tide with no affinity for dopamine receptors, blocked 
amphetamine-induced PPI disruption in rats suggest-
ing that it would be efficacious in schizophrenia before 
oxytocin had been systematically tested. Subsequently, 
oxytocin was found to be efficacious in reducing symp-
toms of schizophrenia (Feifel et al., 2010; Pedersen 
et al., 2011).

A single administration of a prodopamine drug pro-
duces only a short-lived hyperdopaminergia and related 
behavioral effects. In this respect, acute pharmacological 
animal models do not replicate the chronic hyperdopa-
minergia and chronic phenomenology associated with 
schizophrenia. Furthermore, the emergence of psycho-
sis in people who do not have schizophrenia and take 
prodopamine drugs recreationally is typically exhib-
ited after repetitive use over an extended period (Segal 
et al., 1981). Therefore many investigators have attempt-
ed to model psychosis in animals using chronic adminis-
tration of prodopamine drugs. Some paradigms employ 
repeated administration of the same dose whereas oth-
ers employ an escalating doses administered in binges to 
replicate the pattern of use in many amphetamine and 
cocaine addicts, which can lead to the development of 
stimulant-induced psychosis (Kreek et al., 2009; Segal 
and Kuczenski, 1999). This approach typically involves 
administering escalating doses of amphetamine over 
the course of several days (1.0–8.0 mg/kg), followed 
by 4 binges/day of a very high dose (8.0 mg/kg) for a 
variable number of days (Segal and Kuczenski, 1997). 
Both the steady dose and escalating dose paradigms of 
chronic administration induce a persistent sensitization 
in which rodents exhibit an amplified response to acute 
administration of the same drug or another pro-dopa-
mine agent (Kalivas and Duffy, 1993a,b; Kuczenski and 
Segal, 1999; Segal and Kuczenski, 1992, 2006). This sen-
sitization emulates the increased sensitivity that people 
with schizophrenia demonstrate to the psychotogenic ef-
fects of prodopamine drugs. Of particular interest, non-
human primates administered a repeated single dose of 
amphetamine or an intermittent escalating dose regimen 
of amphetamine exhibited behaviors similar to people 
experiencing hallucinations including picking at imagi-
nary parasites, orienting to nonexistent stimuli, swat-
ting at imaginary objects and staring into empty space 
(Featherstone et al., 2007). Sensitized animals display 
persistent deficits in some cognitive tasks relevant to 
schizophrenia whereas others are not affected (Feather-
stone et al., 2007). In addition, chronic administration of 
prodopamine drugs seems no better than acute admin-
istration at inducing behaviors in animals that are remi-
niscent of the negative symptoms of schizophrenia. The 

findings regarding the PPI and latent inhibition effects of 
chronic regimens of amphetamine administration in ro-
dents are inconsistent, as some studies have reported PPI 
and latent inhibition deficits in amphetamine-sensitized 
rodents (Featherstone et al., 2007). Although not well 
studied, PPI and latent inhibition deficits in sensitized 
rats have been reversed by FGAs and SGAs (Abekawa 
et al., 2008; Russig et al., 2002). Biochemical and struc-
tural changes are induced in the brain by chronic admin-
istration of amphetamine in animals, which may account 
for the persistent changes observed in behavioral and 
cognitive measures.

In conclusion, pharmacological induction of hyperdo-
paminergia by acute or chronic administration of prodo-
pamine drugs in animals seems to have reasonable va-
lidity and utility as models to study positive symptoms 
of schizophrenia. The acute models have limitations as a 
valid predictive assay for efficacious treatments and the 
chronic model has not been studied sufficiently in this 
regard. Both acute and chronic models lack validity for 
the negative symptoms or cognitive deficits associated 
with schizophrenia.

4.1.2 NMDA Receptor Antagonists
Converging evidence supports the notion that, in 

addition to the dopamine system, dysfunction of the 
glutamate system contributes to the manifestation of 
schizophrenia (Geyer and Moghaddam, 2002; Tsai and 
Coyle, 2002). This evidence includes the observation that 
PCP and ketamine, drugs that block the N-methyl d-as-
partate (NMDA) subtype of the glutamate receptor, can 
produce a transient psychosis similar to that experienced 
by people with schizophrenia. However, unlike the tran-
sient psychosis produced by prodopamine drugs, such 
as cocaine or amphetamine, these NMDA antagonists 
can induce a phenomenon that emulates both the nega-
tive and positive symptoms, as well as the cognitive 
deficits of schizophrenia (Krystal et al., 1994; Tamminga 
et al., 1995). PCP and ketamine can also exacerbate posi-
tive and negative symptoms in people with schizophre-
nia. Studies have provided support for reduced NMDA 
receptor function in the brains of people with schizo-
phrenia (Coyle et al., 2003; Pilowsky et al., 2006). This 
body of converging evidence has led to the development 
of the glutamate hypothesis of schizophrenia, which 
posits that in addition to subcortical hyperdopaminer-
gia, hypofunction of glutamate transmission through 
NMDA receptors, and possibly other glutamate receptor 
subtypes, contributes to clinical features of schizophre-
nia, especially the negative symptoms and cognitive 
deficits (Javitt, 2010).

In response to increasing recognition of the poten-
tial role of glutamate perturbation in schizophrenia, 
NMDA antagonists, such as PCP, ketamine, and dizocil-
pine (MK801) have been used to create pharmacological 
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animal models of schizophrenia in an attempt to bet-
ter understand the role of glutamate hypofunction in 
this disorder and to screen for new treatments (Brown 
et al., 2014; Geyer et al., 2001; Jentsch and Roth, 1999; 
Mouri et al., 2007). A single administration of noncom-
petitive NMDA antagonists, such as PCP (0.1–10 mg/kg) 
produces a wide array of schizophrenia-relevant behav-
iors in rodents, such as hyperlocomotion, deficits in PPI 
and latent inhibition (Gaisler-Salomon and Weiner, 2003; 
Jentsch and Roth, 1999; Mansbach and Geyer, 1989; Neill 
et al., 2016), social withdrawal (Sams-Dodd et al., 1997) 
and impairment in performance on several animal cog-
nition tasks including set shifting (Goetghebeur and 
Dias, 2009; Goetghebeur et al., 2010), novel object rec-
ognition (Grayson et al., 2007; Nagai et al., 2009; Neill 
et al., 2016; Rajagopal et al., 2014), spatial learning (Bera-
ki et al., 2008), 5-choice serial reaction time tasks (Baviera 
et al., 2008), and latent visuospatial learning and  memory 
(Wang et al., 2007).

Acute administration of FGAs and SGAs reverse 
the hyperlocomotion induced by acute administration 
of NMDA antagonists, whereas NMDA antagonist-in-
duced disruption of PPI is blocked by acute administra-
tion of SGAs but not FGAs (Geyer et al., 2001; Jentsch 
and Roth, 1999). Several studies, however, have found 
that chronic administration of the FGA haloperidol is 
able to block the NMDA antagonist-induced PPI deficits 
(Feifel and Priebe, 1999; Martinez et al., 2000). NMDA 
antagonist-induced hypoglutamatergic models do not 
seem to be sensitive to drugs with no antipsychotic ef-
ficacy and, therefore, they seem to have greater specific-
ity for drugs with antipsychotic efficacy than the animal 
models that utilize prodopamine drug administration 
(Pouzet et al., 2005). The neuropeptide oxytocin atten-
uated PPI deficits induced by an NMDA antagonist in 
rats as it did with PPI deficits induced by amphetamine 
(Feifel and Reza, 1999). Oxytocin was later found to im-
prove positive and negative symptoms and cognitive 
performance in people with schizophrenia (Feifel, 2012; 
Feifel et al., 2010).

As with animal models based upon prodopamine 
drug administration, the desire to replicate the chronic 
nature of the hypoglutamatergia in schizophrenia has 
motivated the development of pharmacological animal 
models based upon chronic administration of NMDA 
antagonists (Mouri et al., 2007). Chronic PCP treatment 
results in sensitization to the locomotor-activating effects 
of a challenge dose of PCP (Jentsch and Roth, 1999) anal-
ogous to the effects of chronic amphetamine treatment. 
In some studies, chronic PCP administration produced 
more enduring social withdrawal and impairments in 
cognitive performance than single doses of PCP (Mouri 
et al., 2007). On the other hand, the duration of PPI defi-
cits induced by acute and chronic PCP treatment seem to 
be comparable (Martinez et al., 1999).

Few studies have investigated effects of antipsychot-
ics on repeated administration of NMDA antagonists, 
however, acute clozapine administration was found to 
potentiate PPI deficits induced by 12-days of PCP treat-
ment (Schwabe et al., 2005). Repeated clozapine, sero-
quel and risperidone, but not haloperidol or olanzapine, 
blocked PPI deficits in mice subchronically treated with 
PCP (Li et al., 2011). Neither risperidone nor haloperi-
dol reversed set shifting deficits induced by subchron-
ic PCP (Goetghebeur and Dias, 2009). Both clozapine 
and risperidone, but not haloperidol, reversed PCP-
induced visual learning and memory deficits (Grayson 
et al., 2007). SGAs were also superior to FGAs at improv-
ing social withdrawal behaviors reminiscent of negative 
symptoms that are induced by repeated injections of 
PCP in rats, (Sams-Dodd, 1997; Sams-Dodd et al., 1997) 
while nonantipsychotic drugs were without effect 
( Sams-Dodd, 1998a).

In conclusion, hypoglutamatergia induced in animals 
by acute and chronic administration of NMDA antago-
nists seem to model a wider spectrum of the clinical fea-
tures of schizophrenia compared to models that induce 
hyperdopaminergia. Most notably, they induce features 
that are similar to negative symptoms and cognitive def-
icits. This model seems to be sensitive to the effects of 
drugs that have effects beyond D2 antagonism.

4.2 Neurodevelopmental Approach

The neurodevelopment hypothesis of schizophre-
nia posits that critical pathological perturbations in the 
brains of people with schizophrenia start well before 
the clinical onset of the disorder, beginning as early as 
in-utero or early childhood. For reasons not yet under-
stood, these brain abnormalities give rise to character-
istic symptoms in adolescence or early adulthood when 
brain areas underlying cognitive processing, such as 
the dorsal lateral prefrontal cortex, are not fully mature 
(Goldman-Rakic, 1994; Weinberger, 1987). In this regard, 
exposure to environmental insults during gestation and 
the perinatal period, including maternal malnutrition, 
infection and perinatal hypoxia, have been reported to 
increase the risk for developing schizophrenia (Lewis 
and  Levitt, 2002).

Several efforts have been made to develop animal 
models of this neurodevelopmental hypothesis. These 
efforts typically involve inducing a deleterious biologi-
cal effect, relevant to the known risk factors or patho-
physiology of schizophrenia, during an animal’s prena-
tal or perinatal period. Validity for these models is based 
upon the emergence of schizophrenia-relevant features 
after the rat reaches puberty. However, the timing of 
the emergence of many schizophrenia-relevant features, 
aside from positive and negative symptoms, that are 
commonly modeled in animals, such as gating deficits, 
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are not well known and may be congenital. Therefore, 
developmental models that rely heavily on the latent 
emergence of these features for validity may in fact lack 
validity.

4.2.1 The Social Isolation Rearing Model
Rats that are housed in cages by themselves imme-

diately after weaning exhibit abnormalities in behav-
ior relevant to schizophrenia when they are tested as 
adults (Geyer et al., 1993; Powell et al., 2002; Varty and 
Higgins, 1995). These abnormalities include locomotor 
hyperactivity, PPI deficits, and reduced performance 
on cognitive tasks, such as an object recognition task, 
 T-maze (Li et al., 2007; Millan and Brocco, 2008), reversal 
(Powell et al., 2015), and probabilistic learning (Amitai 
et al., 2014). Single injections of both FGAs and SGAs 
reverse social isolation rearing-induced PPI deficits 
(Bakshi et al., 1998; Cilia et al., 2001; Geyer et al., 1993; 
Powell et al., 2002; Varty and Higgins, 1995), whereas 
several psychotropics that are devoid of antipsychot-
ic efficacy, including the anxiolytics chlordiazepoxide 
and diazepam as well as the antidepressant amitripty-
line, have no effect on PPI deficits (Powell, 2010; Pow-
ell et al., 2002) suggesting this animal model responds 
with good sensitivity and specificity to drugs with anti-
psychotic efficacy. Chronic administration of clozapine 
reverses learning deficits in a T-maze in social isolation 
reared rats (Li et al., 2007). A potential limitation of 
this model is related to the robustness of the induced 
deficits. Some studies have found that handing of so-
cial isolation reared rats or changes in the bedding of 
their home cages can eliminate the PPI deficits (Lipska 
et al., 1995; Powell et al., 2002).

4.2.2 The Methylazoxymethanol Acetate Model
Methylazoxymethanol acetate (MAM) is an anti-

mitotic and proliferative compound toxin that targets 
neuroblast development (Moore et al., 2006; Penschuck 
et al., 2006). In the MAM developmental animal model, 
MAM is administered intraperitoneally to pregnant rats, 
either during midgestation (embryonic day 9–12) or late 
gestation (embryonic day 17–18), and through selective 
disturbance of proliferation and migration of neuronal 
precursor cells, MAM induces brain morphology and cy-
tology changes in specific brain areas of their offspring 
(e.g., entorhinal cortices, frontal cortex, and hippocam-
pus) that are similar to those observed in some patients 
with schizophrenia (Lodge and Grace, 2009). During 
adolescence, these offspring exhibit some features of 
schizophrenia including PPI deficits, increased sensitiv-
ity to prodopamine and NMDA inhibitory drugs (Moore 
et al., 2006; Le Pen et al., 2006), as well as schizophre-
nia-like glutamate transmission abnormalities in the 
hippocampus (Hradetzky et al., 2012). These offspring 
also exhibit social interaction deficits and cognitive 

impairments including deficits in reversal learning (Le 
Pen et al., 2006; Moore et al., 2006) and spatial recogni-
tion memory (Le Pen et al., 2006). The most robust be-
havioral effects have been reported after late gestational 
MAM administration. To date, predictive validity has 
not been examined in this model.

4.2.3 The Neonatal Ventral Hippocampus Lesion 
Model

The neonatal ventral hippocampus lesion (NVHL) 
model is based on the convergent findings of disrupted 
hippocampus function in many people with schizophre-
nia (Jaaro-Peled et al., 2010; Whitworth et al., 1998) and is 
the best characterized neurodevelopmental animal mod-
el of schizophrenia (Lipska and Weinberger, 1993, 1994; 
Lipska et al., 1992, 1993). In this model, ibotenic acid 
is infused bilaterally into the hippocampus of 7-day 
old neonatal rats to disrupt hippocampal circuits. Rats 
prepared this way exhibit many schizophrenia-like fea-
tures, which emerge during the rats’ peripuberty period 
of development. Specifically, in the prepubertal period, 
NVHL rats begin to exhibit deficits in social interaction 
and grooming as well as impaired performance on cog-
nitive tasks, such as those that measure working and 
spatial memory (Lipska and Weinberger, 2002; Lipska 
et al., 1993). These deficits are considered analogous to 
the emergence of negative symptoms and cognitive im-
pairments that are part of a prodromal period before the 
presentation of full-blown positive symptoms. (Levin 
and Christopher, 2006; Sams-Dodd et al., 1997). The 
NVHL rat also exhibits behavioral changes believed to 
be associated with positive symptoms including locomo-
tor hyperactivity and exaggerated behavioral response 
to amphetamine and NMDA antagonists as well as defi-
cits in PPI and N40 gating (Lipska and Weinberger, 2000; 
Swerdlow et al., 2012; Tseng et al., 2009). NVHL rats also 
have reduced expression of glutamate decarboxylase-67 
(GAD67) mRNA consist with reduced GAD67 in the 
brains of people with schizophrenia (Lipska and Wein-
berger, 2000).

Single doses of clozapine, risperidone, and olan-
zapine, but not haloperidol, reverse the hyperlocomo-
tion and PPI deficits in the NVHL model (Le Pen and 
Moreau, 2002). Chronic (21 days) administration of clo-
zapine and haloperidol reverses the hyperlocomotion, 
PPI deficits but not the social interaction deficit (Rueter 
et al., 2004; Sams-Dodd et al., 1997).

Unfortunately, there do not appear to be any reports 
on testing nonantipsychotic drugs to determine the spec-
ificity of this model for drugs with antipsychotic efficacy.

4.3 Genetic Models

Given the strong genetic contribution to schizo-
phrenia and the many genetic variations identified in 
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people with schizophrenia, there is a strong impetus for 
developing genetically based animals models of this 
disorder. Two approaches have been used in the de-
velopment of genetic animal models of schizophrenia. 
The first approach has employed genetic engineering 
to induce abnormalities in the expression of the mouse 
version of genes that are associated with patients with 
schizophrenia or that regulate neurotransmitter or oth-
er systems that are implicated in the pathophysiology 
of schizophrenia. The second approach involves iden-
tifying strains of rodents or individual rodents among 
the rodent population who exhibit schizophrenia-like 
abnormalities.

4.3.1 Models Created by Genetic Engineering
An abundance of genetically engineered mice have 

been created with the intention of modeling schizophre-
nia (Powell et al., 2009). Genetic manipulation models 
fall into two categories: those developed based on patho-
physiological hypotheses of schizophrenia and those 
developed based upon empirically identified candidate 
genes for the disorder.

An example of the pathophysiology approach based 
on the dopamine hypothesis of schizophrenia is one in 
which mice are genetically engineered to lack dopamine 
transporters. The primary function of this protein is the 
transport of dopamine from the synaptic cleft back into 
presynaptic neuron. Reducing the dopamine transporter 
function increases dopamine in the synaptic cleft and 
thereby increases dopamine transmission. Mice that 
have been engineered to lack dopamine transporters 
(i.e., dopamine transporter knockout mice) exhibit dis-
rupted PPI and increased locomotor activity (Rodriguiz 
et al., 2004). However, abnormalities in the dopamine 
transporter have not been identified in schizophre-
nia patients (Mazzoncini et al., 2009). Furthermore, the 
PPI deficits in the dopamine transporter mice are re-
versed by cocaine, methylphenidate, and amphetamine 
 (Yamashita et al., 2006), greatly reducing the validity of 
this model for schizophrenia.

Of relevance to the glutamate hypothesis of schizo-
phrenia, mice lacking the mGluR5 subtype of glutamate 
receptors exhibit deficits in PPI and short-term spatial 
memory. Single dose administration of antipsychot-
ics, raclopride, and clozapine do not attenuate these 
deficits, whereas chronic clozapine administration miti-
gates them (Brody et al., 2003; Gray et al., 2009; Kinney 
et al., 2003). Because these mice seem more sensitive to 
chronic effects of antipsychotics than to acute effects, 
they may have the ability to model the time course of 
the therapeutic effects of antipsychotics. Testing single 
versus repeated administration of other antipsychotics 
will be necessary to determine if this notion is correct.

Over the past two decades, linkage and associa-
tion studies comparing people with schizophrenia and 

schizophrenia-free people have identified a number of 
candidate genes (see SCZGENE website http://www.
szgene.org/). To better understand the function of 
these candidate genes and their potential relevance to 
schizophrenia, investigators have used genetic engineer-
ing techniques in mice, which have resulted in either 
a loss or gain of function of the targeted protein, to as-
sess whether these mice exhibit features associated with 
schizophrenia. Table 23.3 displays animal models based 
on some of the most promising susceptibility genes for 
schizophrenia.

This short list of candidate genes includes disrupted 
in schizophrenia 1 (DISC1) (Devon et al., 2001;  Millar 
et al., 2001), neuregulin 1 (Stefansson et al., 2002), 
ERBB4 (Silberberg et al., 2006), dysbindin (Bhardwaj 
et al., 2009), and reelin (Chen et al., 2002). At this time, 
genetically engineered mouse models for these candi-
date genes have not been characterized well enough 
to determine if any of them would be useful to screen 
for novel antipsychotics. It will be necessary to test a 
wider array of antipsychotics for sensitivity and non-
antipsychotic psychotropics for selectivity in these 
models.

While mice exhibiting abnormalities in the expression 
of schizophrenia candidate genes provide useful tools 
to better understand the biological role of those genes, 
including previously unknown roles in regulating spe-
cific animal behaviors, such as PPI, locomotor activity, 
latent inhibition, and social affiliation, they have limita-
tions in regards to their validity as genetic models for 
schizophrenia since the perturbation of a schizophrenia 
candidate gene in mice is not likely to replicate the ge-
netic perturbation of the gene that occurs in schizophre-
nia. The biological impact of any given candidate gene 
variation identified in schizophrenia is usually not well-
known. For example, it is often not known whether the 
function of a schizophrenia-associated gene is enhanced 
or reduced (Mazzoncini et al., 2009). Therefore, knocking 
out a candidate gene in mice, one of the more common 
genetic engineering approaches used to study candidate 
genes, will not induce the same biological perturbation 
that is produced in a person with schizophrenia due to a 
function-reducing alteration in that candidate gene. For 
that matter, a knockout of a candidate gene may produce 
a qualitatively distinct biological impact than the im-
pact of an alteration that reduces, but does not shut-off, 
the function of that gene in people with schizophrenia. 
Furthermore, it is almost certain that no single genetic 
perturbation is responsible for schizophrenia and thus, 
animal models based on alterations in the expression of 
a single gene, even if the functional change of that gene 
in schizophrenia is replicated, are unlikely to reliably 
model this disorder. Models based on interactions be-
tween multiple genetic variations or combinations of ge-
netic and environmental alterations (“two-hit” models) 
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are potentially a more promising approach to modeling 
schizophrenia.

4.3.2 Models Based on Inherent Genetic Variation
Animal models have been developed by identifying 

certain strains of rodents that exhibit schizophrenia-
relevant phenotypes or by generating new strains with 
these characteristics through selective breeding of select-
ed animals from a larger population. The schizophrenia-
like phenotypes in these models result from underlying 
genetic differences between strains, although the specific 
genetic differences responsible may not have been iden-
tified. One of the major strengths of these models is that 
they obviate the necessity to use an intervention, such 
as a drug, virus, lesion, or gene knockout to induce the 
deficits of interest. The complexity of models where a 
manipulation is required to induce impairments that are 
then reversed by antipsychotics produce additional vari-
ance that can be avoided by using rodents with natural 
deficits (Crawley et al., 1997). For example, mice strains 
exhibit a wide range of baseline PPI levels. In this respect, 
C57BL/6J (Chang et al., 2010; Lipina et al., 2005; Ouagaz-
zal et al., 2001) and DBA/2 mice (Browman et al., 2004; 
Flood et al., 2011; Zhang et al., 2006) exhibit naturally 
low levels of PPI compared to other mice strains. These 
strains have undergone testing with antipsychotic drugs 
to varying degrees and those that have been tested dis-
play varying degrees of predictive validity. C57BL/6j 
and DBA/2 mice, for example, appear to have rea-
sonably good predictive validity (Olivier et al., 2001; 
 Ouagazzal et al., 2001).

Regarding other phenotypes relevant to modeling 
schizophrenia, while both C57BL/6j and DBA/2 mice 
exhibit low PPI, DBA/2 mice exhibit latent inhibition 
deficits compared to C57BL/6j mice (Singer et al., 2009). 
The effects of antipsychotics on latent inhibition deficits 
in DBA/2 mice have not been well-studied.

Strain differences in PPI and latent inhibition have 
also been reported in rats. Palmer et al. (2000) and Feifel 
and Priebe (2001) were the first to report naturally occur-
ring PPI deficits in Brown Norway rats and Brattleboro 
rats, respectively. Furthermore, Brown Norway (Conti 
et al., 2001; Feifel et al., 2016) and Brattleboro HET rats 
(Feifel et al., 2015) also exhibit deficits in latent inhibi-
tion. The Brattleboro rat has been well-characterized and 
the behavioral phenotypes exhibited by this rat model, 
as well as the effects of antipsychotics and nonanti-
psychotic psychotropics on these impaired behaviors, 
are discussed in the following section of this chapter. 
There have been several reports on the effects of anti-
psychotics in Brown Norway rats. The earliest study 
found that neither haloperidol nor clozapine attenuated 
PPI deficits in Brown Norway rats (Conti et al., 2005), 
whereas a more recent study indicated that PPI in 
Brown  Norway rats was increased by clozapine but not 

haloperidol (Feifel et al., 2011b). Furthermore, oxytocin, 
a neuropeptide that has demonstrated clinical efficacy in 
 patients with schizophrenia (Feifel et al., 2010; Pedersen 
et al., 2011), increased PPI in Brown Norway rats (Feifel 
et al., 2012). PD149163, an agonist of the neurotensin-1 
receptor and a putative antipsychotic has also increased 
PPI in this rat strain (Feifel et al., 2011b).

Examples of models based upon selecting individual 
animals from a large population include apomorphine 
susceptible (APO-SUS) (Ellenbroek et al., 1995) and low-
PPI rats (Schwabe et al., 2007) and mice (Hitzemann 
et al., 2008). In regards to the APO-SUS model, rats were 
selected for their response to apomorphine. High re-
sponders were used to create a colony of apomorphine 
susceptible (APO-SUS) rats and low responders were 
used to create a colony of apomorphine unsusceptible 
(APO-UNSUS) rats. Compared to APO-UNSUS, APO-
SUS rats exhibited deficits in PPI and latent inhibition 
similar to those exhibited by patients with schizophre-
nia (Ellenbroek et al., 1995). Unfortunately, it does not 
appear that predictive validity of this model has been 
investigated.

Schwabe and coworkers were the first group to report 
that outbred rats could be selectively bred for PPI differ-
ences. PPI deficits in the PPI low group were reversed by 
haloperidol but not clozapine (Hadamitzky et al., 2007), 
which is not consistent with the predictive validity of 
this model. The effects of nonantipsychotic psychotropic 
drugs on this model have not been reported. Hitzemann 
et al. (2008) selectively bred low/high PPI mice and 
found that haloperidol increased PPI in a similar man-
ner in low and high PPI mice. However, they did not 
test these mice in paradigms relevant to the cognitive or 
negative deficits seen in schizophrenia.

4.4 The Brattleboro Rat

The Brattleboro (BRAT) rat is a strain of rat derived 
from a single litter of Long Evans rats born in 1961 in a 
colony maintained by Dr. Henry Schroeder, a physiolo-
gist associated with Dartmouth medical school. It was 
observed that several pups among a litter displayed se-
vere polydipsia and polyuria. Breeding of those pups 
produced a colony of rats exhibiting this phenotype 
and subsequent analysis revealed that the underly-
ing cause of the polydipsia and polyuria was a lack of 
circulating vasopressin or antidiuretic hormone, due 
to a frameshift mutation in a single gene that result-
ed in deficient secretion of vasopressin in response to 
physiological stimulation (Birkett and Pickering, 1988; 
Valtin and Schroeder, 1964). The Brattleboro rat is the 
first natural knockout model in medical research and 
the forerunner of genetically engineered knockout ani-
mals that are widely studied today. As knockouts are 
almost exclusively created in mice, the Brattleboro rat 
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is unique in that it is a well-characterized, single gene 
deficient knockout rat. The Brattleboro rat has become 
a highly studied animal model for diabetes insipidus, 
which is the first such animal model for that condi-
tion. The polydipsia and polyuria in the Brattleboro 
rat is due to a lack of activation of the vasopressin-2 
(V2) receptors located on the kidney, which stimulates 
concentration of urine (Bouby et al., 1999). Moreover, 
vasopressin acts as a neurotransmitter on the other two 
vasopressin receptor subtypes, V1a and V1b, which are 
primarily located in the brain (Hurbin et al., 1998), and 
also has a high affinity for the oxytocin receptor (Tahara 
et al., 2000). Vasopressin has been found to play an im-
portant role in a number of cognitive, emotional, and 
social functions (Bohus and de Wied, 1998; Reghunan-
danan et al., 1998) and, not surprisingly, the Brattleboro 
rat displays abnormalities in several of these domains 
including memory (Laycock et al., 1983), emotional re-
activity (Williams et al., 1985), and social recognition 
(Engelmann and Landgraf, 1994). Additionally, Jentsch 
et al. (2003) found that Brattleboro rats displayed a 
complex pattern of abnormal attention.

Our laboratory has been investigating the Brattle-
boro rat specifically for potential to serve as a model for 
psychiatric disorders. We have found that these rats ex-
hibit several features that are homologous or analogous 
to features observed in schizophrenia and some other 
neuropsychiatric disorders. For example, Brattleboro 
rats exhibit baseline PPI that is significantly lower than 
most strains including the Long Evans rat, their paren-
tal strain (Demeter et al., 2016; Feifel and Priebe, 2001; 
Feifel et al., 2004). This is a finding homologous with 
PPI deficits in schizophrenia. This is a highly robust 
and consistent finding that does not dissipate with re-
peat testing, which facilitates the use of this animal for 
experiments involving repeated testing on PPI (Feifel 
et al., 2007), such as investigating the chronic effects of 
drugs on PPI.

The PPI deficits in the Brattleboro rat appear to be re-
lated to their genetic abnormality rather than possible 
abnormalities in early development since Brattleboro 
pups removed from their mothers after weaning and 
raised by Long Evans foster mothers exhibit PPI deficits 
of similar magnitude to those raised by their biological 
Brattleboro mothers (Feifel and Priebe, 2007). Similarly, 
Long Evans pups raised by Brattleboro foster mothers 
exhibit intact PPI, ruling out the maternal behavior of 
Brattleboro mothers as a possible contributor to the PPI 
deficit in their offspring (Feifel and Priebe, 2007). This 
is consistent with the evidence for a strong genetic con-
tribution and relatively inconsequential contribution of 
parenting factors to the manifestation of schizophrenia 
in individuals (Seeman, 2009; Neill, 1990). The onset 
of PPI deficits in Brattleboro rats can be seen early in 

development, prior to puberty, which is consistent with 
some evidence that low PPI is a feature of schizophrenia 
that is expressed in childhood well before the manifes-
tation of the overt symptoms of this disorder in early 
adulthood (Sobin et al., 2005) and thus may represent a 
vulnerability trait marker. Interestingly, separate lines of 
V1a and V1b knockout mice have been created and both 
lines exhibit PPI deficits (Egashira et al., 2009) compared 
to wild type mice suggesting that a lack of vasopressin 
activation of both receptors may contribute to the PPI 
deficits seen in Brattleboro rats.

Brattleboro rats have been shown to display re-
duced startle habituation (Feifel and Priebe, 2001) and 
Het-Brattleboro exhibit latent inhibition deficits (Feifel 
et al., 2015) compared to Long Evans rats, which are two 
additional features observed in schizophrenia. Brattle-
boro rats also exhibit increased spontaneous locomo-
tor hyperactivity, which is considered to reflect central 
hyperdopaminergia and is a rodent analog of positive 
psychotic symptoms (van den Buuse, 2010); while they 
also exhibit cognitive-like deficits in novel object recog-
nition (Demeter et al., 2016) and social recognition tasks 
(Demeter et al., 2016; Feifel et al., 2009), and attention 
as detected by the five-choice serial reaction time task 
 (Berquist Ii et al., 2013).

Juvenile Brattleboro rats display social deficits as 
well as stereotypic movements causing some authors to 
suggest that, in addition to schizophrenia, they may be 
a valuable model of autism and autism spectrum disor-
ders (Schank, 2009). In this regard, it is noteworthy that 
recent studies suggest autism spectrum disorders and 
schizophrenia may have an underlying relationship, 
which is in sharp contrast to the traditional view that 
they are distinct (Bevan Jones et al., 2012; Pelletier and 
Mittal, 2012).

Testing of Brattleboro rats in animal paradigms pro-
posed to have validity for human anxiety and mood dis-
orders, such as the elevated plus maze and the forced 
swim test, have not revealed evidence that Brattleboro 
rats have anxiety- and depression-like behaviors. In 
some cases, lower levels of these behaviors in Brattle-
boro rats have been found (Mlynarik et al., 2007; Wil-
liams et al., 1985). These findings indicate that although 
Brattleboro rats have a general psychopathology pheno-
type consistent with multiple psychiatric disorders, they 
may also represent an animal model with some specific-
ity for schizophrenia and autism.

Brattleboro rats also exhibit certain pathophysiologi-
cal similarities with schizophrenia. While abnormal VP 
function has not garnered as much attention as a pos-
sible biological mechanism underlying schizophrenia, 
such as the neurotransmitters dopamine or glutamate, 
abnormal central VP function has, nevertheless, been a 
consistent finding among studies that have investigated 
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this neurochemical system in people with schizophrenia. 
Several groups have found significantly lower periph-
eral (Elman et al., 2003; Kishimoto et al., 1989; Legros 
and Ansseau, 1992) and central (Frederiksen et al., 1991; 
Linkowski et al., 1984) levels of vasopressin or the vaso-
pressin precursor peptide (Krishnamurthy et al., 2012) in 
people with schizophrenia. Furthermore, normal stim-
ulation of vasopressin by the direct dopamine agonist, 
apomorphine, is significantly blunted in people with 
schizophrenia (Legros et al., 1992). Thus, downregula-
tion of the vasopressin system appears to be a robust 
physiological abnormality associated with this disorder. 
Given the well-established role that it plays in cogni-
tive, emotional, and social regulation (Engelmann and 
Landgraf, 1994; Laycock et al., 1983; Reghunandanan 
et al., 1998; Williams et al., 1983, 1985), vasopressin dys-
function is a viable mechanistic candidate for at least a 
subgroup of people with schizophrenia.

The polydipsia and polyuria exhibited by the Brat-
tleboro rat is also analogous to observations of similar 
behavior in some people with schizophrenia. The as-
sociation between disturbances in water balance and 
schizophrenia has been recognized for almost a century 
(Rowntree, 1973). Disordered water homeostasis is a 
well-recognized complication of schizophrenia and its 
prevalence is estimated to be 20% of chronic psychiatric 
inpatients (de Leon, 2003; de Leon et al., 1994).

In regards to other pathophysiological similarities 
with schizophrenia, Brattleboro rats have increased 
density of striatal D2 receptors (Shilling et al., 2006) 
and dopamine content in the ventral striatal region 
(Dawson et al., 1990; Feenstra et al., 1990) [but see (Cil-
ia et al., 2010)], which is consistent with findings from 
several studies of people with schizophrenia (Keshavan 
et al., 2008). A highly consistent finding in postmortem 
studies of the brains of people with schizophrenia is re-
duced levels of GAD67 (Akbarian and Huang, 2006; Ak-
barian et al., 1995; Volk et al., 2000), an enzyme that cata-
lyzes the decarboxylation of glutamate to GABA. Using 
a real time reverse polymerase chain reaction (RT-PCR), 
we have found similar reductions of GAD67 mRNA in 
the brains of Brattleboro rats (unpublished data). Al-
though there are several brain regions of Brattleboro 
rats that exhibit abnormal development, the cerebel-
lum is the most prominent (Boer et al., 1982). Cerebel-
lum abnormalities have been reported in people with 
schizophrenia, including reduced overall volumes and 
correlations of psychopathological subscores with their 
cerebellar volume reduction. Evidence from positron 
emission tomography (PET) and functional magnetic 
resonance imaging (fMRI) studies has shown decreased 
activation of the cerebellar subregions at rest and during 
certain cognitive tasks [see (Yeganeh-Doost et al., 2011) 
for review].

4.4.1 Heterozygous Brattleboro Rats
Most of the research in Brattleboro rats has focused on 

rats homozygous for the mutated VP allele. Our labora-
tory has recently begun to investigate Brattleboro rats that 
are heterozygous for the mutated allele (Het-Brattleboro). 
These animals have one normal allele and one mutated al-
lele. Importantly, het-Brattleboros have normal peripheral 
levels of VP and do not display the polydipsia and poly-
uria that are seen in homozygous Brattleboro rats (Bohus 
and de Wied, 1998). Nevertheless, Het-Brattleboro rats 
have a robust deficiency of PPI (Feifel and Priebe, 2001) 
and latent inhibition (unpublished results), as do their ho-
mozygous counterparts. Het-Brattleboros have also been 
found to exhibit deficits in tasks modeling working mem-
ory in rodents (Aarde and Jentsch, 2004), which is highly 
relevant for schizophrenia as working memory deficits 
are a consistent finding among people with this disorder 
(Goldman-Rakic, 1994; Perry et al., 2001b). The finding 
that Het-Brattleboros display many of the schizophrenia-
like features exhibited by homozygous Brattleboro rats 
indicates that these schizophrenia-like deficits are not 
secondary to possible CNS dysfunction caused by wide 
shifts in tissue hydration due to the abnormal fluid regu-
lation occurring in homozygous Brattleboro rats.

4.4.2 Drug Effects on Brattleboro Rats
Several studies have tested the predictive validity of 

BRAT rats and most have focused on the effects of an-
tipsychotic drugs on their PPI deficits. Single doses of 
peripherally (subcutaneous or intraperitoneally) ad-
ministered FGAs and SGAs reverse the PPI deficits in 
Brattleboro rats, although there have been some incon-
sistent findings with single doses of haloperidol (Cilia 
et al., 2010; Feifel and Priebe, 2001). Repeated adminis-
tration of FGAs and SGAs produce a greater increase in 
BRAT rat PPI (Feifel et al., 2007) than a single adminis-
tration (Feifel et al., 2004, 2007), which indicates that the 
Brattleboro rat is able to model the efficacy time course 
of antipsychotic drugs in schizophrenia. Brattleboro rat 
PPI has also been increased by both single and chronic 
administration of putative antipsychotics that work via 
novel mechanisms, such as neurotensin receptor agonists 
(Feifel et al., 2004, 2007). In contrast, Brattleboro PPI was 
not significantly affected by a single injection of an antide-
pressant, an anticonvulsant mood stabilizer or a benzodi-
azepine (Feifel et al., 2011a), indicating that amelioration 
of Brattleboro PPI deficits is selective for drugs with anti-
psychotic efficacy. We have recently begun testing the pre-
dictive validity of het-Brattleboro rats and the preliminary 
results indicate that, like homozygous Brattleboro rats, 
their PPI deficits are reversed by single and repeated ad-
ministration of antipsychotics but not psychotropic drugs 
devoid of antipsychotic efficacy (unpublished results).
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1 INTRODUCTORY REMARKS

In 1942, a publication appeared reporting on a thus far 
unknown male disorder in which the patients revealed a 
combination of small firm testes, azoospermia, gyneco-
mastia, low androgen levels, and elevated FSH. This pa-
thology was described in a cohort of only nine patients. 
Nevertheless, it was the first definition of the clinical fea-
tures of the most prevalent male chromosomal disorder, 
Klinefelter’s syndrome (KS), named after the main au-
thor of the publication, Harry F. Klinefelter (Klinefelter 
et al., 1942). Seventeen years later, Jacobs and Strong (1959) 
revealed an extra X chromosome to be the  underlying 

cause of this syndrome, hence exhibiting a karyotype of 
47,XXY. This nonlethal chromosomal aberration, results 
from meiotic nondisjunction of the sex chromosomes, a 
segregation failure occurring during the differentiation of 
the gametes (Lanfranco et al., 2004). The 47,XXY karyo-
type is the most frequently seen in Klinefelter patients 
(9 out of 10 cases). The pure lineage is the classical vari-
ant, however there are other chromosomal aberrations 
that are also designated to KS which are either mosaic 
(e.g., 47,XXY/46,XY or 47,XXY/46,XY/45,X) or men with 
more than one supernumerary X chromosome (48,XXXY, 
49,XXXXY, or 49,XXYY) that generally show more severe 
phenotypes (Bojesen et al., 2003; Pacenza et al., 2012).
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I. GENETICS

Reviewing the literature of the past 7 decades, almost 
4000 articles have been published on KS, a tremendous 
amount of clinical research describing the endocrine, 
genetic, metabolic, epidemiological, and behavioral as-
pects of the disorder (Nieschlag et al., 2014; Sokol, 2012). 
However, some of the most important questions, in 
particular the regulatory molecular mechanisms un-
derlying the condition, remain unresolved (Nieschlag 
et al., 2016). To obtain this crucial knowledge, experi-
mental access and manipulation is required, prereq-
uisites which are practically and ethically impossible 
when dealing with patients. Understanding germ cell 
loss, endocrine disturbances or defects in cognitive 
function on a cellular or even molecular level, therefore 
needs the availability of animal models (Wistuba, 2010). 
Sporadically occurring in some mammalian species, 
males with a supernumerary X chromosome are natu-
rally infertile. Consequently, they are unable to fulfil 
the most important requirement for an experimen-
tal model: the standardized production of a sufficient 
amount of subjects which would allow experiments to 
be designed that ensure statistical relevance. Almost 
50 years after the discovery of KS, a mutated mouse 
line, the B6Ei.Lt-Y* strain, was described in which the 
Y chromosome acquired a new centromere. Following 
a complex breeding scheme, this strain regularly pro-
duces male mice with a supernumerary X chromosome 
(Eicher et al., 1991) which constitute the basis for the 
current mouse models of KS. To date, two such mouse 
models have been successfully established, both mimic 
human KS and can be expected by an animal model 
(Wistuba, 2010). In the approximately 25 articles that 
have appeared which make use of these KS mouse 
models, many open questions concerning the patho-
physiology have been addressed. Apart from the two 
classical models, others with aberrant sex-chromosomal 
composition have been used to address more generally 
the impact of sex-chromosomes and sex-specificity on 
metabolic aspects (Chen et al., 2013a,b; Link et al., 2015; 
Ngun et al., 2014). Also these findings were of impor-
tance for our understanding of the effects of a supernu-
merary X-chromosome in the male. As a consequence 
mechanisms, which were previously only suggested 
have now been confirmed as regards X-inactivation, 
Leydig cell hyperplasia, and the putative contribution of 
X-linked genes on the phenotype (Poplinski et al., 2010; 
Swerdloff et al., 2011; Werler et al., 2011; Wistuba, 2010; 
Wistuba et al., 2010). Interestingly, findings from the 
mouse models, as the surprising fact that intratesticular 
testosterone (ITT) levels were found normal in 41,XXY* 
mice, were confirmed in the meantime in patients 
(Tüttelmann et al., 2014) as well as the different expres-
sion of X-linked genes escaping from silencing (escapees) 
observed in mice hold also true in patients (Zitzmann 
et al., 2015). Furthermore, these models have provided 

the means to examine features of the KS not possible in 
a clinical setting, facets, such as the very early onset of 
germ cell loss, the general cognitive dysfunctions which 
are linked to the karyotype, and not to social or learn-
ing problems as well as the general disturbance in bone 
metabolism ( Lewejohann et al., 2009a; Liu et al., 2010; 
Lue et al., 2010a; Mroz et al., 1998). “Retranslation” of 
the design and findings of the investigations utilizing 
the mouse models was performed that indicated the 
cognitive phenotype observed in the mice’s memory 
recognition (Lewejohann et al., 2009a) paralleled the 
learning behavior seen in KS boys. The lessons garnered 
by this approach were not only useful in providing some 
understanding of the cognitive failure of young KS pa-
tients (Bruining et al., 2011) but also demonstrated how 
well designed investigations using the mouse models 
can examine and provide explanations for the clinically 
observed manifestations of the condition.

The following chapter summarizes the state of the art 
on animal models for KS and provides some perspec-
tives for further research on the disorder.

2 KLINEFELTER’S SYNDROME—AN 
UNDERESTIMATED DISEASE

Klinefelter’s syndrome consists of a broad spectrum 
of traits with no homogeneous phenotype or even a 
subset of features that occurs in every patient. As men-
tioned in the introductory remarks, KS is the most fre-
quent male chromosomal disorder affecting approxi-
mately 0.2% of the male population (an incidence of 1 in 
600–1000 new born boys (Aksglaede et al., 2006;  Bojesen 
and Gravholt, 2011a; Bojesen et al., 2011b; Pacenza 
et al., 2012; Wikström and Dunkel, 2008). Despite this, 
screening studies indicate that only a quarter of all KS 
individuals are diagnosed during their lifetime (Bojesen 
and Gravholt, 2011a; Bojesen et al., 2003). As the main 
features associated with the syndrome are concealed, the 
disorder is often diagnosed only late in life, mostly after 
puberty. Although some aspects are visible in childhood, 
for example, Klinefelter boys have been found to be taller 
than matched healthy boys (Aksglaede et al., 2011), due 
to the heterogeneity and the diversity of the phenotype, 
a certain proportion of the men with milder forms of the 
symptoms are not diagnosed at all.

Interestingly, of all the features that are associated with 
KS, only two are found in almost every adult patient, 
namely infertility (due to azoospermia and small testes) 
and the endocrine disturbance of elevated gonadotropins 
(Aksglaede et al., 2011; Pacenza et al., 2012). In addition, 
other conditions, such as diabetes, osteoporosis, and 
various types of cancer (Aguirre et al., 2006; Aizenstein 
et al., 1997; Sokol, 2012; Swerdlow et al., 2005) have been 
associated with KS. It is not surprising  therefore that the 
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morbidity and mortality risk for Klinefelter men is in-
creased (Bojesen and Gravholt, 2011a).

Of equal importance are the varying degrees of cog-
nitive impairment which affect language skills and 
learning behavior. As the condition is normally only di-
agnosed after puberty, this delay places the boys at a dis-
advantage as the opportunity to provide effective means 
of counteracting the impairments is usually missed. Ad-
ditionally, due to the altered testicular and endocrine 
conditions, KS boys often suffer from delayed puberty, 
a factor which might further impair their mental devel-
opment and can result in social isolation. Because of the 
socioeconomic trajectories that have been described to 
be associated with the disorder, a proper diagnosis of KS 
to the earliest time point possible would be in particular 
important. There are very few epidemiological studies 
on KS, almost all are from Denmark due to the excellent 
health registries which have been set up some decades 
ago (Aksglaede et al., 2011; Bojesen et al., 2003; Bojesen 
and Gravholt, 2011a). Significantly, these reports reveal 
that beyond the repercussions of the syndrome on the 
individual, the frequency and consequences of KS are 
greatly underestimated. Bojesen and coworkers evalu-
ated data from more than 1000 KS patients which they 
matched with more than 100,000 control men. Among 
other parameters, they examined traits, such as partner-
ship, educational level, income, and age at retirement as 
well as at mortality. They found that beyond infertility, 
endocrine and metabolic disturbances, which affected 
each individual, collectively KS patients presented with 
a poorer socioeconomic status compared to the control 
population (Bojesen et al., 2011b). KS men had signifi-
cantly fewer partnerships, the time point when they 
entered a relationship was clearly later in life, and they 
possessed lower educational level, hence received lower 
income and retired earlier. More importantly, mortality 
risk in these men was significantly increased. These find-
ings are consistent with those of Stochholm et al. (2012), 
who examined criminality in KS patients, specifically, 
the incidence of convictions for various criminal activi-
ties (e.g., arson, burglary sexual abuse, and drug related 
offenses). They found that KS patients did indeed have 
a higher proportion of convictions significantly though 
when the data was corrected for socioeconomic state, 
the differences disappeared indicating that the higher 
incidence for criminality was related to the poorer so-
cioeconomic conditions the patients face (Stochholm 
et al., 2012). Such epidemiological analyses are impor-
tant as they provide insights that cannot be obtained in 
experimental settings, by the animal models, or clinical 
reviews of patients. They expose the hitherto hidden ef-
fects of KS, which extend beyond the physical features 
of the condition and contribute to the lower quality of 
life experienced by these men. Taking into account the 
importance of early intervention for the circumvention 

of many of the consequences identified by the epide-
miological studies, the need for screening approaches 
capable of early diagnosis is obvious and there are on-
going attempts to provide simple, cheap, and—if pos-
sible—noninvasive tests (Hager et al., 2012; Mehta 
et al., 2012, 2014; Werler and Wistuba, 2014). If success-
fully implemented, these screenings may provide some 
therapeutic interventions and opportunities; however, 
for the development of novel and effective therapeutic 
options, which tackle the root consequences of the condi-
tion, a deeper understanding of the specific mechanisms 
by which the sex chromosomal imbalance instigates the 
detrimental milieu is needed.

In the following sections, we will examine what the 
X chromosome does in the male, what a supernumerary 
X chromosome means, and what clinical features associ-
ated with the disorder are caused in individual patients 
and the corollary of these features which animal models 
can help us to understand and to ideally solve.

3 THE X CHROMOSOME IN THE MALE

3.1 Sex Chromosomal Balance and Gender

In most animal species, sex is determined by an X 
chromosome to autosome ratio (X:autosome) usually of 
0.5. In mammals, however, it is the presence of a Y chro-
mosome that is the primary signal for male sexual deter-
mination, making mammalian sexual development more 
complex. For example, X0 containing fruit flies become 
male whereas mammals with the same X0 chromosomal 
complement are females. In mammals, sexual develop-
ment is regulated by a cascade of gene expression begin-
ning with the fetal activation of the sry (sex-determining 
region on the Y chromosome) gene which in turn causes 
the differentiation of the embryonic genital into a testis. 
The male gonad consists of two compartments: the semi-
niferous tubules where the somatic Sertoli cells provide 
nutritive and regulatory support for the spermatogonial 
stem cells, which constantly renew themselves while giv-
ing rise to daughter cells which undergo meiosis and dif-
ferentiate to mature spermatozoa, and the interstitium 
responsible for blood supply, immunological responses, 
and containing the steroidogenic Leydig cells, which pro-
duce testosterone needed for normal androgenization 
and hence the formation of the male endocrine milieu.

Unlike all other chromosomes, only a small section 
of the Y chromosome (the pseudoautosomal region or 
PAR), undergoes recombination. Because of this, it has 
undergone evolutionary degeneration resulting in the 
loss of most of its functional genes (Hughes et al., 2012). 
In contrast, due to recombination events during cell divi-
sion, the X chromosome has acquired new active genes in 
the course of evolution. Therefore, the heterosomes are 
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 divergent with regard to the number of genes they carry; 
compared to the X chromosome, the Y chromosome bears 
only a few genes. As males possess only one copy for nu-
merous X chromosomal genes (Hughes et al., 2012), but 
gene expression levels are strongly correlated in both 
males and females, a dosage-compensation has to oc-
cur to account for this sex-chromosomal divergence and 
the loss of genes on the Y chromosome  (Dupont and 
 Gribnau, 2013; Gribnau and Grootegoed, 2012). This 
compensation is achieved via the phenomenon of X chro-
mosome inactivation (XCI) in females, a process which 
realigns the effective gene dosage and equilibrates the 
transcription rate in the two sexes.

In order to explain the remarkable impact of the insti-
gation of X-inactivation must have had on the X:autosome 
ratio in females during chromosomal evolution, Ohno 
(1967) proposed a two-step process for the evolution of 
XCI and the dosage-compensation mechanism.

First, the global expression of the X chromosome 
genes must have doubled in both sexes, hence solving 
the X:autosome imbalance in males, then the XCI evolved 
resulting in the reduced output of X-linked genes back 
to the ancestral levels in females. Some credence to this 
meaning that the gene dosage X:AA was compensated 
(i.e. expression from one X chromosome vs expression 
from two autosomes is balanced to an approximately 
equal ratio, has been provided by microarray data which 
revealed the gene expression on the X-chromosome in 
mammals to be comparable with that expression from 
the autosomes (Gupta et al., 2006; Lin et al., 2007) and by 
RNA sequencing, which demonstrated that the expres-
sion level from both sex-chromosomes is only half that of 
the autosomes (Xiong et al., 2010). However, as the pos-
sibility cannot be excluded that the expression of testis-
specific genes linked to the X chromosome affected these 
results, even though the purported combination still did 
not reach the expression level of the autosomes (Deng 
et al., 2011; Kharchenko et al., 2011), the origins of XCI 
and the dosage compensation mechanism remain con-
tentious and the focus of ongoing debate (Casci, 2011). 
What is awaited are technical developments allowing 
more molecular explorations of the mechanisms of chro-
mosomal regulation which can provide deeper insights 
into the dosage compensation between heterosomes.

The following section summarizes the current state of 
our understanding on the process of XCI.

3.2 X-Inactivation

Thus far, all available data indicates that in fe-
male cells, one of the two X-chromosomes is inacti-
vated to achieve dosage equilibrium between the sexes 
(Lyon, 1961). This silencing is established in the early 
embryo and remains stable throughout life. The pro-
cess of X- inactivation comprises several distinct steps: 

X chromosome  counting, the choice which copy is to be 
inactivated and finally, the initiation and maintenance of 
the chromosome silencing. An important player in the 
process is the noncoding RNA of the Xist gene. In ear-
ly embryonic life, this RNA is only expressed from the 
 X-chromosome that will later become inactive (Xi). Once 
transcribed, Xist RNA spreads over the entire chromo-
some exclusively in cis, that is, on the same chromosome 
on which Xist is transcribed. This leads to heterochro-
matization, the suppression of gene expression and thus 
chromosomal inactivation. Located within the X chro-
mosome inactivation center (Xic), the Xist gene is in close 
proximity to several of its regulators, required for the 
initiation of silencing of the X chromosome, but not for 
the maintenance of the repression of other genes in dif-
ferentiated cells (Brown and Willard, 1994; Csankovszki 
et al., 1999). Once Xist RNA is spread across the Xi, the 
transcription machinery becomes excluded from the Xist 
domain forming a repressive compartment (Brown and 
Willard, 1994; Csankovszki et al., 1999). The recruitment 
of the so called polycomb repressive complexes PRC1 
and PRC2 induces chromosome wide histone modifica-
tions on the Xi, which together with other changes affect-
ing the Xi result in a stable inactivation of genes which is 
subsequently maintained in differentiated cells indepen-
dent of Xist (Plath et al., 2002).

Most but not all genes on the Xi are silenced; some “es-
cape” inactivation and are responsible for the differing 
expression patterns found in males and females. In hu-
mans, approximately 15% of the X-chromosomal genes 
bypass inactivation, most of which are clustered togeth-
er, and the majority is located in the pseudoautosomal 
region 1 of the long arm of the X chromosome (PAR 1 
Xq; Carrel and Willard, 2005). Because of their relative 
high number, analysis of these so called X chromosomal 
“escapee” genes is highly complex in the human. In con-
trast, in the mouse only about 3% of the X-linked genes 
escape inactivation indicating that although inactivation 
is a general mechanism among mammals, it varies in a 
species-specific manner with mouse X-inactivation be-
ing more stringent than that of humans. Interestingly 
there is some overlap between species, in that most of 
the mouse escapee genes are also active in women. How-
ever, this is not all embracing as three mouse escapee 
genes are silent in humans (Yang et al., 2010). Further-
more, in contrast to the human, murine escapee genes 
are not clustered together and the manner of their escape 
from X-inactivation may be controlled on the level of in-
dividual genes. Recently, it was reported that, although 
most murine “escapee genes” are distributed along the 
entire X chromosome, four escapees (Ddx3x, Eif2s3, Kd-
m5c, and Cxorf26) are clustered in small domains with 
noncoding RNAs (ncRNA) which also escape inactiva-
tion. It seems plausible that these ncRNAs either di-
rectly or indirectly regulate the activation status of their 
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surrounding genes (Lopes et al., 2011). In combination, 
these attributes make the study of murine escapee genes 
easier than their human counterparts and enables gen-
otype-phenotype correlations to be made which are not 
possible in the human.

Important factors enabling the escape from silencing 
are the LINE (long interspersed nuclear elements) repeat 
elements. On the X chromosome, LINE-1 repeats are 
overrepresented where it is suggested that they recruit 
and anchor Xist RNA (Chow et al., 2010; Lyon, 1998). 
As genes escaping from silencing contain fewer LINE-1 
repeats than silenced ones (Carrel et al., 2006; Ross 
et al., 2006), it is likely that LINE-1 repeats are involved 
in the process.

Histone modifications are also thought to contribute 
to the silencing mechanisms. Transcriptional repressive 
marks, such as trimethylation of Lysine 27 on Histone 
3 (H3K27me3) and trimethylation of Lysine 9 on his-
tone (H3K9me3) are enriched on the Xi, while the his-
tone variant macroH2A, which renders transcription 
factors unable to bind DNA sites, is depleted in escapee 
genes (Changolkar et al., 2010; Goto and Kimura, 2009). 
H3K4me3 and acetylated H3 and H4 which mark active 
chromatin portions are lost in the silenced parts of the X 
chromosome but remain in the escape gene sites (Goto 
and Kimura, 2009; Jeppesen and Turner, 1993; Khalil and 
Driscoll, 2007; Marks et al., 2009). It has been also sug-
gested that the insulator protein CTCF, which blocks in-
teractions between enhancers and promoters, may also 
act as a chromatin barrier, which prevents the spread of 
heterochromatin structures, thus prevents their spread 
to the genes that escape inactivation (Filippova, 2008; 
Goto and Kimura, 2009).

The relative expression of escapee genes from the inac-
tive X-allele has been shown to be lower than their coun-
terparts on the active allele (Carrel and  Willard, 2005; 
Yang et al., 2010). This “partial” silencing may be due 
to RNA spreading over portions, but not all, of the gene 
domains thus hampering full expression.  Interestingly, 
there appears to be some sort of “differential escape” 
mechanism that only functions during certain devel-
opmental phases. For example, the murine escapee 
gene Kdm5c escapes X-inactivation in adult tissue but is 
 silenced in embryonic cells (Lingenfelter et al., 1998).

3.3 X-Inactivation in Klinefelter Patients

Whether the clinical features of KS result from the 
 altered endocrine milieu, genetic effects due to altered 
X-linked gene expression or a combination of both is still 
a matter of contention. An indicator of whether altered 
X-chromosomal gene expression could be due to incor-
rect X-inactivation is the epigenetic status of the affected 
genes. If the cytosine-guanine rich regions (CpG islands) 
located in the promoter are methylated to totality (i.e., 

100%), the gene is silenced. In the case of XIST, such a 
methylation profile would show that expression of the 
gene is lacking and hence the X chromosome remains 
active. This is the situation observed in healthy males. 
In healthy females, where one of the two X chromo-
some remains active, the corresponding profile shows 
50% methylation of the XIST promoter region. Examin-
ing blood samples in KS patients, Poplinski et al. (2010) 
found the XIST methylation pattern to be approximate-
ly 50% and comparable to healthy females and correct 
X-inactivation. In addition, the results also suggest the 
possible involvement of the Xi escapee genes in the KS 
phenotype. It is plausible that the enhanced expression 
of these genes is a normal component of the female cel-
lular environment; however, in the male they consti-
tute an aberration which has detrimental consequences 
(Nieschlag et al., 2014; Poplinski et al., 2010; Stabile 
et al., 2008; Zitzmann et al., 2015). Some credence to this 
proposition is the dosage effect on the extent of cognitive 
deficit in KS patients where the sequelae of the condition 
become more severe with increasing numbers of X chro-
mosomes (i.e., 48,XXXY and 49,XXXY; Tüttelmann and 
Gromoll, 2010).

A further example of the influence of an Xi escapee 
is the SHOX (short stature homeobox) gene, whose in-
creased expression is accommodated in females while 
in Klinefelter patients it results in increased height. This 
might be due to the escape of the SHOX gene in Kline-
felter patients and an increased gene dosage compared 
to healthy male controls. To truly gauge the influence 
of genetic factors on KS, more sophisticated and com-
prehensive investigations need to be undertaken. The 
breadth of these studies and the amount of material re-
quired is only possible with the availability of suitable 
animal models.

4 CLINICAL FEATURES OF 
KLINEFELTER’S SYNDROME

The symptoms of this complex condition are so varied 
that only a fraction of sufferers are actually diagnosed; 
those with a mild phenotype may go through life never 
knowing they have the syndrome. The majority of pa-
tients that are diagnosed are identified either when they 
attend an infertility clinic seeking help to fulfil their wish 
for a child or when asking for the treatment of endocrine 
or psychological problems (often a combination of both). 
On rarer occasions, some KS prepubertal or pubertal boys 
are identified due to the development of social or learn-
ing problems. Nevertheless, underdiagnoses remains an 
issue due to the known increased mortality and morbid-
ity and concerns the clinical community. Therefore, pros 
and cons of a neonatal screening program are currently 
intensively debated (Nieschlag et al., 2016).
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KS was acknowledged as a disease of sexual devel-
opment during the International Consensus Conference 
in 2006 (Hughes et al., 2006; Lee et al., 2006; Pacenza 
et al., 2012), a recognition that infertility is the feature of 
KS which is most ubiquitously exhibited. The reason for 
the infertility of KS patients is the massive loss of germ 
cells manifesting after puberty. However, beyond its as-
sociation with disturbed karyotype and sex chromosom-
al imbalance, little is known about the causative mecha-
nism responsible for the germ cells disappearance.

The presence of a supernumerary X chromosome is 
the most frequent genetic reason for male infertility, af-
fecting 1 in 600–1000 men (Lanfranco et al., 2004). The 
detrimental influence of an additional copy(ies) of the X 
chromosome on male reproductive function is not unex-
pected when it is taken into account that approximately 
10% of this chromosome’s genes exhibit testis specific 
expression (Ross et al., 2006). Some of which are only ex-
pressed in spermatogonia, the undifferentiated germ cell 
type that is most severely affected by the syndrome and 
the one which is central for the maintenance of a residual 
germ cell population (Wang et al., 2001).

When the KS testicular phenotype is fully established 
after puberty, it is manifest not only in the loss of germ 
cells, but also in serious perturbations of the seminifer-
ous tubules structure. First in the form of hyalinization 
which with time leads to tubules populated only by 
Sertoli cells (Sertoli cell only syndrome, SCO) and then 
finally the testes are composed of “ghost tubules” com-
prising of extracellular matrix components and Leydig 
cell hyperplasia (Aksglaede et al., 2006). As most of these 
features are not pronounced before the onset of puberty, 
the presence of KS is cloaked until later in life. Unfor-
tunately, in terms of fertility, the time of diagnosis may 
already be too late, as most, if not all of the germ cells 
may already be gone (Wikström et al., 2006a).

Despite being the most common feature of KS, it is 
not uniform in its manifestation, in that, in a proportion 
of patients a few germ cells survive and differentiate for 
periods beyond puberty. Microscopic examination of 
testicular biopsies of KS men have found that in approxi-
mately 40% of patient’s focal spermatogenesis can be de-
tected (Fullerton et al., 2010). Although overall it is  highly 
unlikely that these small areas with spermatogenic activ-
ity would be able to produce sufficient postmeiotic cells 
needed for a naturally derived pregnancy (Lanfranco 
et al., 2004), there have been two case reports demon-
strating spontaneous paternity in KS (Laron et al., 1982; 
Terzoli et al., 1992). However, these successes are so few 
that until recently the perspective for KS patients to fa-
ther a child seemed hopeless. However, novel methods 
of assisted reproductive techniques (ART), such as micro 
testicular sperm extraction (mTESE), revealed a substan-
tial percentage of KS men to exhibit small foci of intact 
spermatogenesis from which testicular sperm could be 

harvested in approximately 50% of patients and used 
to father children by intracytoplasmatic sperm injection 
(ICSI). The adoption of this combination of techniques: 
TESE followed by ICSI, then normal IVF culture and fi-
nally embryo transfer has resulted in over 100 pregnan-
cies and live births worldwide being reported for KS fa-
thers (Fullerton et al., 2010; Lanfranco et al., 2004).

The second major group of KS patients who by 
seeking medical attention diagnosed with the syn-
drome are those with various metabolic or psycholog-
ical conditions that are determined as being provoked 
by a disturbed male endocrine milieu. Consider-
ing KS’s actions on the composition and structure of 
the testis, it is not surprising that it also detrimen-
tally influences its function as a major endocrine 
organ. As a consequence, the majority of the adult 
Klinefelter men are described as having “hypergo-
nadotropic hypogonadism” (Christiansen et al., 2003; 
De Braekeleer and Dao, 1991; Kamischke et al., 2003; 
Lanfranco et al., 2004; Nielsen and Wohlert, 1991; 
Simpson et al., 2003; Yoshida et al., 1997).

When the hypothalamic-pituitary-gonadal (HPG) 
axis works normally, the levels of androgens (i.e., testos-
terone) and gonadotropins [luteinizing hormone (LH) 
and follicle stimulating hormone (FSH)] are highly syn-
chronized by a finely tuned feedback loop. Driven by the 
hypothalamic pulse generator, gonadotropin releasing 
hormone (GnRH), the pituitary produces LH and FSH 
which in turn induce the steroidogenic Leydig cells to 
produce T in the testis. FSH is necessary for the main-
tenance of the supportive functions of the Sertoli cells 
while T and FSH are required for full and complete sper-
matogenesis to occur. Beyond its testicular function, T is 
also pivotal for the maintenance of many aspects of the 
male phenotype, among others: muscle strength, deep 
voice, hair growth, and bone metabolism.

Hypergonadotropic hypogonadism is defined by 
lowered androgen levels (although serum T concen-
trations might be above the lower limit of the normal 
range) and significantly elevated levels of LH and FSH. 
To date, it is still contentious whether the endocrine 
phenotype is cause or consequence of the disturbed 
testicular situation, that is, whether it is a secondary ef-
fect of a dysfunctional gonad, due to sex chromosomal 
genetics, or a mixture of both. What is not debated is 
that the endocrine situation in KS influences metabo-
lism and is associated with decreased life expectancy 
(Bojesen and Gravholt, 2011a; Bojesen et al., 2004, 2006; 
Swerdlow et al., 2005) due to altered insulin resistance, 
gynecomastia, and dyslipidemia. Additionally, also 
the risk for some types of cancer is elevated in 47,XXY 
patients, for example, non-Hodgkin lymphoma, some 
extragonadal germ cell tumors, and male breast cancer 
(Aizenstein et al., 1997; Aguirre et al., 2006; Sokol, 2012; 
Swerdlow et al., 2005).
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Reduced diameters of arteries, cardiovascular 
problems, such as pulmonary embolism, periph-
eral vascular diseases, and altered QTc times have 
also been directly associated with the condition in a 
substantial proportion of KS men, contributing sub-
stantially to the increased morbidity and mortality 
(Foresta et al., 2012; Jørgensen et al., 2015; Nieschlag 
et al., 2014; Pasquali et al., 2013). Additionally, very 
recently, an association between an increased risk for 
thromboembolism was reported in a Swedish registry 
study (Zöller et al., 2016). We could recently demon-
strate that KS men have increased insulin resistance, 
enhanced inflammatory, and procoagulatory status, 
higher waist circumference, clinical dyshomeostasis, 
and dyslipidemia (Zitzmann et al., 2015). As they 
possess more active SHOX gene copies due to the su-
pernumerary X chromosome, the body proportions 
of KS men are altered. Specifically, they are taller in 
stature and as early as the prepubertal period, they 
have increased fat mass and a negative fat to muscle 
ratio, which may result in the aforementioned meta-
bolic disturbances (Aksglaede et al., 2006; Kamischke 
et al., 2003; Lanfranco et al., 2004). These disturbanc-
es may in turn provoke lower bone mineral density 
and the increased risk for osteoporosis (Aksglaede 
et al., 2008) seen in KS men. However, these compli-
cations may also be linked to the enhanced expres-
sion of specific genes found on the X chromosome. 
These features are not present in all KS men; they 
rather affect only certain proportions of the patient 
population (Lanfranco et al., 2004; Sokol, 2012). An-
other novel aspect of KS has been recently reported 
by Foresta et al., 2012, who found morphological dif-
ferences in the blood vessels, specifically nonmosaic 
Klinefelter men had arterial diameters significantly 
smaller than non-KS men but similar to those found 
in females. Although these alterations are yet to be 
verified, they do raise questions as to the possible 
consequences on the circulation of these patients 
(Foresta et al., 2012).

The third and only set of clinical indications that lead 
to the early diagnosis of KS are altered cognitive skills 
and behavior. Usually identified due the normal mild 
phenotype becoming manifest in learning problems or 
mild linguistic impairments around puberty, the sever-
ity of these sequelae is increased, up to complete retarda-
tion, depending upon the number of additional X chro-
mosomes present (Bruining et al., 2011). X-chromosomal 
imbalance is known to affect brain function however it 
remains to be shown whether the cognitive deficits in KS 
are due to gene expression changes only or are induced 
or at least enhanced by the disturbed endocrine milieu 
(Itti et al., 2006; Temple and Sanfilippo, 2003; van Rijn 
et al., 2006). More details of the cognitive phenotype are 
discussed later.

5 SEX CHROMOSOMAL ABERRATIONS 
IN MALE MAMMALS

As mentioned earlier, in mammals, male gender is 
generally determined by the presence of two activated 
and different sex chromosomes, a Y and X, which to-
gether with the autosomes comprise the normal karyo-
type. During meiotic division errors, such as disturbed 
separation can occur which result in chromosomal aber-
rations forming in the gametes. When these malformed 
gametes fuse with their counterparts during fertilization, 
the zygotes formed contain aberrant karyotypes, most 
of which cause severe damage impairing developmen-
tal progression and result in embryonic lethality. Only 
the few, “mild” perturbations survive into adulthood. In 
humans the most prominent are trisomy 21 (Down syn-
drome) and the sex chromosomal aberrations, Turner 
Syndrome (45,X0), KS in its various forms (i.e., the pure 
lineage or the more severe variants with more than one 
supernumerary X chromosome), 46,XX men (where the 
decisive part of the Y chromosome is translocated to one 
of the X or an autosome), and 47,XYY syndrome (de la 
Chapelle, 1972; Hager et al., 2012; Lanfranco et al., 2004; 
Stochholm et al., 2010; Vorona et al., 2007; Yencilek and 
Baykal, 2005).

The XXY karyotype is not exclusive to KS humans, in 
some mammalian species similar sex chromosomal con-
ditions have been reported and all have been found in 
a variety of animals, for example, experimental animals 
(e.g., monkeys), domestic pets (dogs, cats), zoo species 
(tiger), and farm animals (horse, cattle, pig, goat). All of 
which showed varying degrees of a disturbed male phe-
notype (Wistuba, 2010).

XXY tomcats were found to have testicular changes 
similar to the gonadal pathology of humans and also 
displayed reduced body and facial hair (Centerwall and 
Benirschke, 1975) and also a “canine Klinefelter syn-
drome” (karyotype 79,XXY, Nie et al., 1998) has been de-
scribed. For the latter, mainly the mosaic form of the sex 
chromosomal aberration was observed; however, there 
have also been some reports of animals exhibiting the 
pure lineage. These dogs displayed several features as-
sociated with their chromosomal disorder, some of which 
resembled human KS. In all cases, testicular phenotype 
was altered and the testes were small, in one animal 
there was eunuchoidal stature, lowered T and a Sertoli 
cell tumor, another was found to have a congenital heart 
disease while a dog with 79,XXY/78XY mosaicism was 
cryptorchid (Clough et al., 1970; Goldschmidt et al., 2001; 
 Meyers-Wallen, 1993; Reimann-Berg et al., 2008).

The 39,XXY karyotype in boars has been associated 
with azoospermia, small testes, and a complete loss 
of germ cells resulting in SCO syndrome. No data 
on the endocrine state of these animals is available, 
so it is impossible to discern whether they were also 
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 hypogonadal. However, their testicular interstitium 
appeared to be normal (Hancock and Daker, 1981; 
Mäkinen et al., 1998). The first bovine counterpart of 
KS was described over 30 years ago, a Hereford bull 
with 61,XXY karyotype who had markedly reduced 
testes (approximately 10% of the normal size), de-
generating tubules containing Sertoli cells only, and 
Leydig cell hyperplasia (Dunn et al., 1980). Two other 
bulls (Chianina) with the same karyotype showed sim-
ilar features: testicular degeneration which was com-
plete at 5 months of age, SCO syndrome, hyalinized 
tubular walls, and Leydig cell hyperplasia  (Molteni 
et al., 1999). As animals related to these calves were 
found to be karyotypically and phenotypically nor-
mal, the origin of the disorder was attributed to de 
novo meiotic disjunction failure.

Also for cattle, apart from the classic cytogenetic Gi-
emsa staining methods, more sophisticated sex chro-
mosome painting methods have been developed (Słota 
et al., 2003) and a Klinefelter bull was one of the first 
azoospermic animals in which germ cell transplanta-
tion was applied in an attempt to experimentally res-
cue its fertility and determine the feasibility and utility 
of the technique (Joerg et al., 2003). However, all donor 
cells transferred into this bull were rejected after a few 
months and hence no donor-derived spermatogenesis 
could be induced.

Sex chromosomal abnormalities appear to be more 
frequent and better tolerated by horses as they com-
prised more than 90% of all chromosomal disorders 
(Chowdhary and Raudsepp, 2000). To date there have 
been at least three published cases of stallions with a 
pure lineage “KS”-like karyotype of 65,XXY (Iannuzzi 
et al., 2004; Kubień et al., 1993; Mäkinen et al., 2000). 
In one, the parental origin was examined but no chro-
mosomal aberrations were found, thus suggesting that 
a de novo nondisjunction event caused the aberrant 
 karyotype. All stallions were found to be infertile due 
to azoospermia and in those analyzed histologically, the 
testes were found to have a disturbed phenotype with 
Sertoli cells only and degenerating tubules. Two animals 
were taller than comparative breed and one was report-
ed to have a relatively small penis (Iannuzzi et al., 2004; 
Mäkinen et al., 2000); features that have been well chron-
icled in human KS.

Of all the animals identified, one outstanding exotic 
case deserves mention, namely that of a 13-year-old 
“Klinefelter” Siberian tiger exhibiting a karyotype of 
39,XXY. The chromosomal aberration was detected dur-
ing a routine health check prior to the animals’ registra-
tion in a breeding program. When the tiger had to be 
killed later due to an acute disease, the testicular his-
tology revealed azoospermia and hyalinization typical 
for the presence of a supernumerary X chromosome 
( Suedmeyer et al., 2003).

As in humans, in other mammals, mosaic individu-
als occur presenting a mixture of cell lines containing 
different karyotypes. Generally, in mosaic humans, the 
sequelae are less severe. Interestingly, this is not the case 
in other species. For example, a case report on a male 
baboon (Papio hamadryas) with a 43,XXY/42,XY mo-
saic karyotype, found no spermatogonia in the testes 
 despite the animal being examined at an early age, that 
is, 175 days of gestation, the late fetal stage. This is in 
contrast to human mosaic patients who are those with 
the best chances of possessing surviving germ cells be-
yond puberty (Lanfranco et al., 2004; Dudley et al., 2006) 
and suggests that unlike humans where mosaicism 
ameliorates the effects of the syndrome, no such action 
is present in other animals. This becomes particularly 
clear when examining the effects of sex chromosomal 
mosaicism in farm animals. Apart from pure XXY karyo-
types, mosaic males (XX/XXY or XY/XXY, respectively) 
have been found in pigs, horses, and cattle, all of whom 
have exhibited phenotypes akin to pronounced “femi-
nization” (Breeuwsma, 1968; Dain and Bridge, 1978; 
 Iannuzzi et al., 2004; Pinton et al., 2011). Intersexual-
ity and true hermaphroditism have been reported in 
sex chromosomal mosaic animals, for example, rams 
(XY/XXY mosaic with ovotestes but male like behavior; 
Bunch et al., 1991) and goats (XX/XY mosaic with male 
and female parts of the reproductive tract, a testis and an 
ovary; Bongso et al., 1982).

Considering the history and importance of domes-
ticated and captive animals to humanity, it is not sur-
prising that they have been studied more intensely and 
hence provide the bulk of our knowledge regarding the 
incidence and consequences of male sex chromosomal 
disorders, which are similar to human KS. The exis-
tence and prevalence of the syndrome however is not 
restricted to these species but a wide spread throughout 
the animal kingdom. Although admittedly few, there 
is evidence of these aberrations also in wild species. 
“KS” like rodents and insectivores have been described 
(Searle and Jones, 2002). In the shrew family (Soricidae), 
XXY males from two species (Sorex araneus, Searle, 1984; 
Scuncus murinus, Rogatcheva et al., 1998) have been 
found. Interestingly they possessed small testes, absence 
of germ cells and increased numbers of interstitial cells 
similar to the testicular phenotype present in other XXY 
male animals as well as to the features described for the 
human KS.

Hauffe et al., 2010 characterized wild house mouse 
populations in which they found two XXY males, who 
were phenotypically similar to the male mice generated 
experimentally (see later) and who had small testes de-
void of all germ cells. Based on their findings and the 
data available from the literature, the authors calculated 
that the XXY karyotype in mice occurs with an incidence 
that is 5 times lower (0.04%) than that in humans.
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Comparing the clinical features of human KS and 
manifestations seen in the various animal species where 
a similar sex chromosomal aberration has been found, it 
is obvious that the condition produces common sequelae. 
Specifically, a perturbed testicular structure, frequently 
with Leydig cell hyperplasia (and thus endocrine chang-
es and hampered androgenization), massively impaired 
spermatogenesis, germ cell loss, and as a consequence, 
infertility is observed. The impact of supernumerary X 
chromosome genes that escape X-inactivation thus seem 
to have the same effect regardless of which male envi-
ronment they are found.

Because of this commonality in cause and conse-
quence, it is not surprising that most of the publications 
and case reports mentioned in the preceding section, 
suggested that the animal they describe could/should 
serve as the experimental model to study the principles 
and mechanisms underlying human KS. An experimen-
tal model is desperately needed to understand the com-
plexities and difficulties of areas, such as the molecular 
underpinnings of the condition. However, despite the 
similarities, none of the cited examples can realistically 
fulfil the requirements of an experimental animal model 
for the following reasons:

• All animals reported were infertile.
• In such cases in which the parental generation was 

examined, the abnormalities were de novo in origin.
• XXY males occurred irregularly and only 

sporadically in the breedings.

In contrast, an animal model that can be useful for re-
search has to fulfil certain criteria:

• The model animals and their matching controls have 
to be available (i.e., reproduce) in numbers that are 
sufficient for the design of experiments which are 
statistically robust.

• Animals with the target karyotype must be accessible 
on a regular basis in order to allow experimental 
designs and endpoints to being planned beforehand.

• Animals have to resemble not only the karyotype 
but also mirror as many features of the human 
phenotype as possible.

The main obstacle for the use of the animals previ-
ously described as experimental models for human KS is 
that they were “random” occurrences. Although the ob-
servations, descriptions, and analyses of these animals 
are helpful and interesting, they cannot form the basis 
for the types of investigation needed to truly under-
stand and elucidate the human syndrome. As the condi-
tion is accompanied by infertility, generation of similar 
animals is unlikely, so the identification of similarly af-
fected animal would depend upon happenstance. It is 
for this reason that the published information has been 
limited to descriptive studies of the  condition, more 

 systematic investigations of the mechanisms underlying 
the syndrome using the available examples have been 
impossible.

6 MOUSE MODELS FOR KLINEFELTER’S 
SYNDROME

Based on the observation that in many mammalian 
species, males carrying a supernumerary X chromo-
some occur and possess similar phenotypes, particularly 
anomalous testicular structure and function, as human 
KS, the possibility existed to obtain an animal model. 
The availability of such an animal would circumvent the 
limitations of experiments involving patients (e.g., ethi-
cal concerns, availability of material) and would provide 
the chance to investigate in detail pathophysiological 
consequences of the additional X chromosome.

When techniques for chromosomal manipulation 
became available, it was a logical extension to use the 
technique for the generation of chimeric mice for KS 
research. The concept being that by injecting embry-
onic stem cells with an extra X-chromosome into mouse 
blastocysts, the resultant male progeny would have an 
XXY karyotype. The approach proved to be of limited 
value, as the male animals born with a supernumerary X 
chromosome were difficult to obtain and few in  number. 
The “KS”-like males did resemble the desired phenotype 
(Lue et al., 2001); however, the line could not be main-
tained as a permanent strain necessitating the constant 
generation of chimeric females. The XXY males  derived 
from these approaches therefore only constituted a 
“transient” model, which, for the reasons mentioned 
previously, were unsuitable for involvement in complex 
experimental designs.

Twenty-five years ago, a fortuitous and remarkable 
breakthrough occurred, when male mice from the B6Ei.
Lt-Y* strain were found to carry a spontaneous mutation 
of the Y chromosome (Y* which lost the normal centro-
mere but acquired a new centromere distally; see later). 
These mice acted as progenitors in a complex, staggered, 
multigeneration breeding scheme that resulted in off-
spring with a karyotype containing a supernumerary 
X and a male phenotype (Eicher et al., 1991; Hunt and 
Eicher, 1991; Lue et al., 2005). The availability of this 
mouse line made possible the design and undertaking 
of more sophisticated experimental approaches, which 
promised to broaden the scope of investigations into the 
mechanisms of KS. It is not surprising that, to date, the 
only two mouse models that have been successfully uti-
lized for animal research on KS have been derived from 
breedings of this certain strain.

In order to understand the rationale behind the de-
velopment and research in the mouse models reported 
in the following paragraphs, one has to keep in mind 
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the major question arising from translational research, 
which uses animals to gain insights into human disease. 
Namely, what does an animal model have to provide in 
order to serve as an experimental surrogate of KS? For 
this condition, first of all, males with a supernumerary X 
chromosome but a full male phenotype must be obtain-
able on a regular base by a breeding protocol. Second, as 
we learnt from the clinical appearance of the disorder, 
such mice must present the whole gamut of features that 
we know from KS to be associated with the actions of a 
supernumerary X chromosome in a male environment. 
This is of importance, because the phenotype observed 
in patients is complex and reflects the effects of the sex 
chromosomal imbalance on different systemic levels in 
the organism. For example, T treatment on a KS adoles-
cent patient might result in improved cognitive perfor-
mance and may well treat their hypogonadism, but it 
will concurrently kill the few remaining testicular germ 
cells that the patient might have.

If such pathophysiological relationships are to be ad-
dressed experimentally, the animal model must resem-
ble as many features of the human phenotype as possible 
so that the metabolic interactions and reactions of the en-
tire organism due to experimental manipulation can be 
deciphered. So the question posed is which key features 
should an animal model for KS mimic? From the previ-
ously detailed descriptions we know that altered body 
proportions, an endocrinology of hypergonadotropic 
hypogonadism, infertility due to azoospermia, small 
firm testes in which all germ cells are lost after puberty 
at the latest, the presence of Leydig cell hyperplasia, cog-
nitive deficits, disturbed bone, and/or carbohydrate me-
tabolism are characteristic traits of the syndrome. In ad-
dition, considering the recent findings that KS patients 
have normal X-inactivation, thus raising suspicions that 
the expression of escapee genes could play a role in the 
induction of the pathophysiology, the candidate model 
should have a similar X-inactivation profile.

B6Ei.Lt-Y* males with the mutated Y* chromo-
some present a completely normal male phenotype 
 (Wistuba, 2010). However, when these mice are mated 
to normal (40,XX) females, genetically aberrant offspring 
with a wide variety of differing karyotypes were obtained 
during subsequent generations. In the progeny, the sex 
chromosomal content was altered most probably due 
to the mutated Y* chromosome inducing meiotic non-
disjunction because of its structural alterations (Eicher 
et al., 1991; Hunt and Eicher, 1991; Lue et al., 2005). This 
Y* chromosome exhibits a rearrangement at the dis-
tal part of the short arm and in the pseudoautosomal 
region where a functional centromere has been newly 
acquired and the entire region inverted in wide parts. 
Sex chromosomal recombination, albeit in an aberrant 
way, was successful in producing offspring that are able 
to survive. Resulting from the recombination processes, 

an XY* chromosome, in which the X and substantial parts 
of the Y* are linked in close attachment or a Y*X chro-
mosome is transmitted to the next generation. Female 41 
XY*X are fertile while males with the XY* (41,XXY*) are 
sterile. The fertile 41,XY*X females are used as found-
ers for subsequent generations in which, by the fourth 
generation, the male offspring have a 41,XXY karyotype 
(Eicher et al., 1991; Wistuba, 2010). Karyotypes regularly 
derived from the various generations during the stag-
gered breeding of this mouse strain include XXY, XXY*, 
XXY*Y, XY*Y, XYY*X, XYY*, XY*X (Wistuba, 2010).

When this phenomenon was reported in 1991, the im-
portance of these 41,XXY male mice was immediately 
recognized due to their potential worth for the in depth 
exploration of KS. Although time consuming, expensive, 
and difficult via this strategy, for the first time it became 
possible to obtain sufficient numbers of 41,XXY male 
mice and matched controls on a regular basis which 
would enable complex experimental designs. Unfor-
tunately, in these early animal experiments, karyotype 
could be only determined cytogenetically from dead 
males, thus making manipulative or behavioral experi-
ments impossible and limiting studies to a descriptive 
level. Nevertheless, two key criteria for a true animal 
model were fulfilled: regular production and the access 
to numbers allowing robust statistical evaluation.

The first investigation showed that physiologically, 
histologically, and morphologically, the XXY mice had 
features that resembled the pathophysiology seen in KS 
patients, giving credence to the idea that a mouse model 
was now truly available. More specifically, early testis 
differentiation in XXY male mice followed the normal 
time course, testicular architecture is morphologically 
normal containing spermatogonia and showing intact 
migration, and colonization of the genital ridge by pri-
mordial germ cells. These germ cells follow the normal 
male developmental pathway in the testicular environ-
ment. They do not enter a stage of meiotic arrest which 
would be assumed if X chromosomal reactivation was 
independent of sex differentiation (Hunt et al., 1998; 
Mroz et al., 1998, 1999). From postcoital day 12.5, there is 
a progressive loss of germ cells (Hunt et al., 1998), indi-
cating defects that impair early proliferation driving the 
mitotic spread (Hunt et al., 1998). Subsequently, germ cell 
loss continues in the postnatal period of life, resulting in 
aspermatogenic testis in adulthood with testicular tu-
bules showing predominantly the SCO phenotype (Hunt 
et al., 1998). Interestingly, when cultured, these testicular 
cells could not only be maintained and propagated in 
vitro but also retained their normal morphology. There-
fore, it has been suggested that a disturbed interaction 
between the somatic Sertoli cells and the undifferentiat-
ed germ cells might be the cause or at least enhance germ 
cell depletion in vivo (Hunt et al., 1998; Wang et al., 2001). 
The spermatogonial stem cells of XXY mice were found 
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to undergo apoptosis, while stem cells from mosaics 
(XXY/XY) survived but produced an increased number 
of aneuploid daughter cells. This indicates that XY germ 
cells exposed to a XXY testicular environment are sub-
verted to a certain extent, that is, they are at higher risk of 
meiotic aberrations. This phenomenon suggests meiotic 
errors may not to be due to the XXY testicular environ-
ment alone, but may represent a more general mecha-
nism in testes with reduced germ cell content. Against 
this background, the role of the Sertoli cells in the syn-
chronous regulatory support was shown to be of equal 
importance for the germ cell fate in the disturbed testicu-
lar phenotype (Mroz et al., 1998). Our recently published 
data also indicate an early, intrauterine starting point of 
the germ cell loss. However, at least postnatally we could 
not confirm an apoptotic cause in vivo but rather found a 
lack of proliferation of the germ cells (Werler et al., 2014). 
As a consequence of these results, many questions have 
been posed and investigative paths opened, all of which 
rely on this animal model, for example, the elucidation 
of the interaction between the germ line and the somatic 
testicular environment by transplantation approaches 
(Mroz et al., 1999). However, as stated, the limitation 
posed by the inability to karyotype living animals made 
it impossible to conduct such studies. Thus, the devel-
opment and availability of novel methods and tools, 
which were able to remove this impediment were of tan-
tamount importance. This breakthrough was achieved 
when Lue et al., 2005, 2010b) developed a fluorescence in 
situ hybridization (FISH) method for their 41,XXY mouse 
model of detecting metaphase sex chromosomes from 
fibroblast cultures derived from tail tip biopsies, while 
Lewejohann et al. (2009a) used a similar approach uti-
lizing interphase nuclei obtained from peripheral blood 
samples in the 41,XXY* mouse.

These methods allowed for the first time, the possi-
bility to identify the “target” animal and thus opening 
the way for hitherto impossible experimental designs, 
for example, evaluation of the cognitive functions 
of the males with a supernumerary X-chromosome 
(Lewejohann et al., 2009a; Lue et al., 2005). Not sur-
prisingly, this opportunity was readily accepted and a 
number of new studies were immediately undertaken.

From the earliest investigation of the 41,XXY males, it 
was recognized that during the breeding scheme anoth-
er variant male karyotype occurred regularly even in the 
first generation, the 41,XXY*. Other than being reported 
as sterile (Eicher et al., 1991), little attention was paid 
to these animals. While searching for an animal model 
for XX male syndrome, these animals were reexamined 
due to their sex chromosomal constitution of two X and 
a part of the Y chromosome. As mentioned previously, 
in the rare 46,XX testicular disorder of sex development, 
the vast majority (>90%) of patients have two X chro-
mosomes, which contain some Y chromosomal  material, 

harboring the SRY gene, which is essential for male 
sexual determination and induces the gonadal develop-
ment during the embryonic life (de la Chapelle, 1972; 
de la Chapelle et al., 1964, 1990; Hughes et al., 2006; 
Kashimada and Koopman, 2010; Vorona et al., 2007).

Compared to KS patients, these XX men exhibit some 
similarity but also differ in certain phenotypical features, 
such as clinical appearance and epigenetics (Vorona 
et al., 2007). For example, while KS patients are in gen-
eral tall, XX men are smaller than average and exhibit 
a higher incidence of gynecomastia and maldescended 
testes. The detailed analysis of the 41,XXY* males found 
them not to resemble the features of the XX males but 
rather they had characteristics that were almost identi-
cal to those of the 41,XXY mice and symptoms similar to 
human KS.

These two models (male 41,XXY and the 41,XXY*) have 
formed the basis for numerous investigations into the 
underlying mechanisms that provoke the disturbance of 
the male phenotype, for example, the endocrine, cogni-
tive, gonadal, and metabolic changes. In the next part, 
we discuss the findings of these studies in detail and re-
veal why the male mice with a supernumerary X chro-
mosome from the B6Ei.Lt-Y* strain are the most valid 
animal models available for KS (Wistuba, 2010).

7 LESSONS FROM ANIMAL EXPERIMENTS

With the availability of the earlier mentioned mice, 
the initial set of experiments that was conducted set 
out to establish their bonafides as true models for KS. 
Therefore, a complete characterization of the animals 
was the essential first step, before the design or perfor-
mance of any novel approaches could be considered. 
Without these investigations research on the animal 
model would have been restricted to descriptive stud-
ies and no deeper insights into cellular and molecular 
mechanisms of the sex chromosomal imbalance due to 
the supernumerary X chromosome in a male environ-
ment could be gained.

7.1 X-Inactivation in the 41,XXY* Mouse Model

As noted previously, there are differences in the 
X-inactivation process between mice and humans. 
However, the relatively few genes which escape 
X-inactivation in the mouse make it an interesting 
model for providing some insights into the genotype-
phenotype relation of KS. The caveat being that the 
X-inactivation process seen in the model reflects the 
findings obtained from patients, healthy men and 
women (Poplinski et al., 2010). Only then meaning-
ful conclusions could be derived that would have rel-
evance to the more complex human situation.
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In line with the study previously conducted on hu-
man Klinefelter patients (Poplinski et al., 2010), the 
X-inactivation profile in the 41,XXY* mice was deter-
mined in peripheral blood samples by assessing the Xist 
promoter region methylation profile. As expected, fe-
male mice were found to possess a Xist methylation sta-
tus of approximately 55% indicating that one of the two 
X chromosomes was inactive, while male 40,XY* mice 
had approximately 100% Xist methylation, indicative of 
a silenced Xist gene and hence an active X-chromosome. 
The 41,XXY* mice were found to possess 57% Xist meth-
ylation, significantly different from the male controls but 
consistent with the pattern seen in the healthy female 
mice (Wistuba et al., 2010). These results confirmed that 
in the 41,XXY* mouse, the Xist methylation pattern and 
as a consequence the X chromosomal inactivation status 
mimicked that seen in human KS patients. Hence, be-
yond the hormonal, phenotypic, and behavioral, these 
male mice could also provide comparable insights into 
the genetic underpinnings of the human condition.

In follow up experiments, genes escaping X-inactiva-
tion were analyzed in the animal model. It has been report-
ed that in contrast to the approximately 15% of X-linked 
genes escaping silencing in the human, only about 13 
genes do so in the mouse (Carrel and Willard, 2005). As 
only four, Kdm6a, Kdm5c, Ddx3x, and Eif2s3, are known 
to escape X-inactivation in both species, these were the 
most interesting to gauge the suitability of the 41,XXY* 
model. Kdm6a is a H3K27-demethylase, whose over-
expression  results in the decreased levels of di-and tri-
methylation of Lysine 27 on Histone 3 (Hong et al., 2007; 
Hosey et al., 2010). Ddx3x, ubiquitously  expressed by all 
cells of the testis, has an autosomal homolog which has 
been suggested to play a role in spermatogenesis (Vong 
et al., 2006). Eif2s3x encodes a subunit of eukaryotic 
translation initiation factor 2. Its expression is coupled to 
brain function and has a Y-homolog which plays a role 
in spermatogonial proliferation (Mazeyrat et al., 2001; Xu 
et al., 2006). Finally, Kdm5c, a H3K4  demethylase, is ubiq-
uitously expressed and has been associated with mental 
retardation (Iwase et al., 2007).

As it has been previously reported that the expression 
of “escapee genes” can vary among individuals as well 
as between tissues (Carrel and Willard, 2005), the expres-
sion pattern of the four genes was determined in various 
organs, namely in liver, kidney, and brain tissue.

In the liver and kidney, the mRNA transcript expression 
pattern in the 41,XXY* mice resembled that of the female 
mice and differed from that seen in the healthy males, prov-
ing that in both females and the KS model, the genes do es-
cape X-inactivation while in the healthy males they do not 
(Werler et al., 2011). These findings have been recently cor-
roborated in a study of sex differences in adiposity, which 
demonstrated that the number of X chromosomes and es-
capee gene expression may play a role (Chen et al., 2012).

In contrast, the expression pattern in the brains of 
healthy male (40,XY*) and female (40,XX) animals was 
similar—indicating that the gene expression in the brain 
is differently regulated compared to the other tissues—
while, in the 41,XXY* mice, the “escapee genes” were 
found to be upregulated (Werler et al., 2011). This finding 
is of particular interest when considering the cognitive 
deficits observed in the 41,XXY* and 41,XXY mice and in 
Klinefelter patients (Bruining et al., 2011; Lewejohann 
et al., 2009a,b; Lue et al., 2005). So far, there has been no 
explanation as to whether or how X-linked gene expres-
sion in KS can be related to the cognitive phenotype. If, as 
previously shown, the X-inactivation pattern of KS males 
is similar to that of normal females yet healthy women 
do not exhibit cognitive changes. Why should this be the 
case in KS patients? For the first time, the gene expres-
sion data obtained from the 41,XXY* mouse model sheds 
some light on a possible mechanism explaining this phe-
nomenon. The upregulation (or the missing downregu-
lation) of these particular genes suggests their possible 
involvement or even direct contribution to the altered 
cognitive phenotype observed. For example, variation 
in the expression of Kdm5c has been shown to influence 
either directly or obliquely the regulation of other genes 
involved in brain development (Iwase et al., 2007).

We also examined the expression pattern of six more 
escapee genes (i.e., Bgn, Cxorf26, Car5b, Mid1, Shroom4, 
and 1810030O07Rik) in the liver and brain of the 41,XXY* 
mouse. In humans, Bgn expression levels are reduced 
in patients with 45,X Turner Syndrome and elevated in 
patients with additional sex-chromosomes, such as KS. 
Interestingly this gene is subject to X-inactivation in hu-
mans, and only the murine form escapes inactivation 
(Geerkens et al., 1995). Cxorf26 is expressed in most adult 
brain structures, most prominently in the cerebellum 
(Lopes et al., 2011). Like Bgn, the human ortholog does 
not escape X-inactivation (Carrel and Willard, 2005). 
Similarly, the Mid1 gene, which encodes a protein that 
forms homodimers which associate with microtu-
bules in the cytoplasm (Cainarca et al., 1999; Dal Zotto 
et al., 1998; Schweiger et al., 1999). Shroom4, a regulator 
of the cytoskeletal architecture, is associated with Stoco 
dos Santos like X-linked mental retardation (XLMR), 
where affected males have severe mental retardation 
(Hagens et al., 2006; Yoder and Hildebrand, 2007). The 
functions of Car5b and 1810030O07Rik are thus far not 
completely assessed.

We found that for all six genes, the mRNA expres-
sion in the liver of 41,XXY* males to be akin to the four 
escapees previously reported, namely similar to that of 
the females and higher than in their healthy male litter-
mates (Werler et al., 2011). Interestingly, unlike Kdm6a, 
Kdm5c, Ddx3x, and Eif2s3x for which increased mRNA 
expression was found in the brain (Werler et al., 2011), 
Bgn, Cxorf26, Car5b, Mid1, Shroom4, and 1810030O07Rik 
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expression levels in the 41,XXY*, healthy males and fe-
male littermate controls were similar (Fig. 24.1). These 
new findings confirm the tissue and gene specificity of 
the escapee genes and show that the expression pat-
tern is independent of the tissue environment in which 
the genes are transcribed, that is, in the brain some are 
over expressed and some are not. When taken overall, 
the results of the mouse model experiments show that 
although escapee genes probably contribute to the phe-
notypical alterations, a general mechanism, such as a 
simple over expression in the male cellular environment 
does not exist. In contrast every gene has to be exam-
ined independently and with regard to the target organ. 
These first findings on the genetic background of KS pro-
vide tantalizing clues as to the mechanisms causing the 
manifestations of the condition. Thus far the information 
available is restricted to the transcription level. To what 
extent the regulation of these genes’ translation into the 
proteins is affected and if/how this is involved in the 

sequelae of the syndrome remains to be clarified. The 
quest for answers to these questions will be aided by the 
mouse model which—unlike its human counterparts—
presents a more homogeneous population where only 13 
genes are affected.

7.2 Testicular Architecture

Lue et al. (2005, 2010a) reported that adult 41,XXY 
mice had small, firm testes containing SCO tubules of 
decreased diameter with increased numbers of Leydig 
cells in the interstitium. These findings are identical to 
those for the alternative KS model, the 41,XXY* mouse 
(Lewejohann et al., 2009a; Wistuba et al., 2010, Fig. 24.2) 
and resemble perfectly the testicular phenotype seen in 
the vast majority of adult KS men (Fig. 24.3). Addition-
ally 41,XXY mice displayed an aberrant pattern of andro-
gen receptor (AR) expression, not observed thus far in 
KS (Lue et al., 2005).

FIGURE 24.1 Relative expression of the genes Car5b, 1810030O07Rik, Mid1, Shroom4, Bgn, and Cxorf26 in liver and brain of 40,XX (n = 3); 
40,XY* (n = 6); and 41,XXY* (n = 6) mice; * P < 0.05, **P < 0.001.
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FIGURE 24.2 Testicular phenotype of the 41,XXY* mouse model of KS. (A) Fluorescence in situ hybridization (FISH) of sex chromosomes in 
interphase nuclei obtained from peripheral blood samples of male mice of the strain B6Ei.Lt-Y*. Left side: leucocyte nuclei from 40,XY*, right side: 
leucocyte nuclei from 41,XXY* male mice. (a) Y* chromosomes (arrowheads) detected by green fluorescent mouse specific probe; (b) X chromosome 
(arrows) detected by red fluorescent mouse specific probe; (c) DAPI nuclear stain; (d) overlay of a–c. Note the two X chromosome signals in 41,XXY* 
leucocytes. One X chromosome is always situated in close association to the Y* signal. Partial overlap of these chromosomes can be detected by the 
yellowish color. (B) Comparison of bitesticular weights between adult 41,XXY* males (n = 98) and their 40,XY* littermate controls (n = 91). The germ 
cell loss in males with a supernumerary X chromosome resulted in significantly reduced testis size. Values are mean ± SEM. (C and D) Represen-
tative micrographs of testicular histology of the seminiferous epithelium. (C) 40,XY* control mouse exhibiting full spermatogenesis. (D) 41,XXY* 
mouse testis. All germ cells were depleted from the seminiferous epithelium leaving Sertoli cell only syndrome. Sertoli cells show the beginning 
of vacuolization. (E and F) Representative micrographs of testicular histology of the interstitial space. (E) In the 40,XY* control mice Leydig cells 
are normally arranged in the interstitial spaces between the tubular walls. (F) In contrast in the 41,XXY* mice, Leydig Cell number is increased, 
forming a hyperplasia. Bars represents 20 µm. Symbols: X, Sertoli cells; *, differentiating germ cells; #, Leydig cells. Staining: Hematoxylin-Eosin.
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FIGURE 24.3 Histology of human testicular tissue: Comparison of normal spermatogenesis and SCO syndrome typically observed in 
Klinefelter patients. (A, C, and E) Representative micrographs of the normal human testicular histology exhibiting full spermatogenesis. (B, D, 
and F) Representative micrographs of the testicular histology of a KS patient with SCO syndrome. (A and B) overview of tubular cross sections: 
while the control tissue shows normal distribution of interstitial and tubular areas, the SCO situation exhibits complete loss of germ cells and 
hyalinized tubular walls. The seminiferous tubules only contain Sertoli cells. (C and D) Detail of the seminiferous epithelium: In the control, all 
germ cell stages up to mature spermatozoa are present. Typically for adult KS men, all germ cells are lacking. Sertoli cells show the beginning of 
vacuolization. (E and F) Detail of the interstitial space. In the control testis, Leydig cells are normally arranged in the interstitial spaces between 
the tubular walls. In contrast in the tissue obtained from a KS patient, Leydig cell number is elevated showing typical hyperplasia. Bars represents 
20 µm. Symbols: X, Sertoli cells; *, differentiating germ cells; #, Leydig cells. Staining: Hematoxylin-Eosin.
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Sertoli cells are situated in the seminiferous tubules 
where they support spermatogenic differentiation by 
providing nourishment and mediation of endocrine 
signalling (Wistuba et al., 2007). As such any alterations 
in these essential cells profoundly influence testicular 
function. Evidence has been found for early apoptosis 
of Sertoli cells in KS, leading to the proposition that loss 
of support and communication between Sertoli cells and 
germ cells might be related to the germ cell depletion 
seen in the syndrome (Aksglaede et al., 2006; Wistuba 
et al., 2010). Sertoli cells express the androgen receptor 
(AR) and produce androgen binding protein and inhib-
in. Any perturbation of the cells therefore, might influ-
ence the amount of ITT in the interstitial spaces and, as 
a consequence, affect the endocrine feedback along the 
hypothalamic—pituitary gonadal axis. No empirically 
robust evidence on altered Sertoli cell presence, devel-
opment, and/or function could be obtained until the 
first systematic findings from the experimental models 
became available. The findings of the first studies (Lue 
et al., 2005) were of particular interest and importance 
as they showed AR was expressed in the Sertoli cells of 
adult XY control mice but not in the XXY mice. This is 
despite both animals having a similar pattern up until 
day 20 postpartum (pp), indicating that the loss of AR 
expression in the XXY mice occurs around puberty and 
suggests that in these animals, the maturation of Sertoli 
cells may be altered indicating that they may influence 
or be influenced by abnormal germ cell development. 
Some credence to this notion was provided by a his-
tological evaluation of the testes of the 41,XXY* model, 
which found the number of Sertoli cells to be decreased 
compared to controls.

The investigations performed thus far provide suf-
ficient evidence to surmise that Sertoli cells are al-
tered in males with a supernumerary X chromosome. 
To understand the underpinnings of Sertoli cell germ 
cell  interaction, Sertoli cell apoptosis, maturation, and 
 differentiation, more in depth evaluations are needed; 
studies that require substantial amounts of material and 
the chronicling of proliferation, differentiation, and mat-
uration over an extensive timeperiod. These investiga-
tions are impossible to perform in humans. Only with 
the aid of the mouse models can any meaningful explo-
ration of the changes in this crucial somatic testicular cell 
be undertaken.

It was reported that during testicular degeneration 
observed in KS also Sertoli cells degenerate over time 
(Aksglaede and Juul, 2013; Aksglaede et al., 2006), an 
 observation which is in line with data in our mouse 
model demonstrating that Sertoli cell numbers are al-
tered during postnatal development (Werler et al., 2014). 
Taken together, the altered Sertoli cell physiology needs 
more detailed analyses of this somatic cell type already 
during prenatal development. Germ line propagation 

and  differentiation is in particular affected by the con-
sequences of the chromosomal aberration. Thus, ma-
jor checkpoints and consequently processes occurring 
specifically in the germ line might be altered by the 
chromosomal imbalance, that is, the development of 
the primordial and the spermatogonial stem cell (PGC, 
SSC) system. As mentioned earlier, in vitro studies 
have shown that aneuploid undifferentiated germ cells 
died when isolated from embryonic gonads and only 
those with a randomly corrected karyotype survived 
in  culture (Hunt et al., 1998; Mroz et al., 1999). Thus, 
SSCs with an aberrant karyotype must have entered a 
default pathway during the intrauterine phase but lat-
est in the perinatal period. When only germ cells with 
a corrected karyotype survive in vitro after they were 
isolated from the embryonic gonad, while aberrant 
germ cells died over time, the question arises, why—
in vivo—the germ cell loss progresses postnatally as 
shown recently (Werler et al., 2014). Even if a few aber-
rant germ cells are still present in the perinatal testis, a 
certain proportion of those present at the time point of 
birth should be of correct karyotype and the population 
of spermatogonial cells should at least stay stable if not 
propagating. From this in part contradictory observation 
and accepting the most plausible assumption that cor-
rection by random propulsion explains the survival of 
a reduced  population of primordial germ cells (PGCs; 
Mroz et al., 1999;  Sciurano et al., 2009) and subsequently 
gonocytes into the postnatal period, some of those sur-
vivors might lose their stem cell properties already be-
fore birth. Apparently they get lost during peripubertal 
differentiation while very few can occasionally survive, 
express all relevant markers correctly and drive foci of 
spermatogenesis. Systematic evaluation of the pheno-
typic changes during development in utero is per se only 
possible in a mouse model.

The disturbance of the HPG axis, which causes the hy-
pergonadotropic hypogonadism commonly seen in KS 
patients together with the suggested increased numbers 
of Leydig cell in testicular biopsies has led to the hypoth-
esis that Leydig cell function and/or maturation might 
be affected by the sex chromosomal imbalance. Leydig 
cells are steroidogenic being the source of testosterone 
which is essential for the development of the healthy 
male phenotype and crucial for the continuance and 
completion of normal spermatogenesis.

As with the other facets of KS, the restrictive factor for 
any in depth investigation is the limited access to testicu-
lar tissue. With the availability of the 41,XXY* male mice, 
studies on Leydig cells from males with a supernumer-
ary X chromosome became feasible to investigate. Using 
this model we confirmed the presence of Leydig cell hy-
perplasia as determined by stereological microscopy and 
also found that ITT levels were similar to those in the 
control mice (Wistuba et al., 2010). This was surprising 
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considering the low serum T levels seen in KS patients 
and 41,XXY* mice alike (Lanfranco et al., 2004; Smyth 
and Bremner, 1998; Wistuba, 2010). In line with low cir-
culating T levels was the finding that once Leydig cells 
from the KS model were taken out of the testicular envi-
ronment, grown in vitro and normalized for cell number, 
their function was indeed altered. However, it was not 
impaired, as would first be thought, but hyperactivat-
ed. When the mRNA expression profiles of the marker 
genes Tsp2 (thrombospondin 2: a matricellular protein of 
fetal origin which is predominantly expressed in juve-
nile Leydig cells), Rlf (relaxin-like factor: marker of ma-
ture Leydig cells), Est (estrogen sulfotransferase: marker 
of mature Leydig cells), and LHR (LH receptor: inves-
tigated for correlation with Leydig cell stimulation ex-
periments, see later) were determined, the isolated XXY* 
Leydig cells showed a mature mRNA expression profile 
and significantly higher transcriptional activity com-
pared to controls (Wistuba et al., 2010; O’Shaughnessy 
et al., 2002). The gene expression analysis revealed an 
overall increase in expression of XXY* Leydig cell spe-
cific genes with Est expressed approximately 20-fold, Rlf 
8-fold, Tsp2 5-fold, and LHR 3-fold higher than wild-type 
Leydig cells. Stimulation of the XXY* Leydig cells in vitro 
indicated a mature LH receptor which responded even 
stronger to human Chorionic Gonadotropin (hCG, a sur-
rogate for LH) stimulation than cells from controls. Fur-
thermore, the steroidogenic activity of the XXY* Leydig 
cells was elevated, in that more T per cell was produced 
in response to hCG.

These exciting results not only lead to a new concept 
on the origin of hypergonadotropic hypogonadism but 
also demonstrate the validity of the KS mouse model, 
with its direct translational consequences for our un-
derstanding of KS patients. The results from the mouse 
model indicate that Leydig cell function is not impaired 
per se, hinting that other factors in the testicular environ-
ment are responsible for the disturbed androgen endo-
crinology seen in KS patients. In particular, as we could 
confirm also in patients that ITT values were not differ-
ent from controls (Tüttelmann et al., 2014). Possibly the 
altered testicular architecture associated with the disor-
der may hamper endocrine transport into the circulation, 
a proposition which was supported by the findings that 
KS patients also have diminished blood vessel diameter 
(Foresta et al., 2012). Taking this into account, we set out 
to find a possible “vascular” explanation for the lack of T 
release into the testicular blood stream. In testis biopsies 
from patients, reliable analysis of the vessels is, however, 
not possible because of the bias resulting from the dissec-
tion technique requiring avoidance of larger blood ves-
sels to prevent bleeding. Consequently, the blood vessel 
constitution was evaluated in whole testis sections from 
adult male 41,XXY* and 40,XY* mice.  Indeed, the blood 
vessel/testes surface ratio correcting for the smaller 

 testes of XXY* mice was significantly lower in these mice 
compared with XY* controls. In conclusion, testicular T 
production does not seem to be impaired in men with 
KS. The data from the mouse model let us speculate that 
a reduced vascular supply might be involved in lower 
release of T into the bloodstream.

7.3 Infertility in KS—A Stem Cell Disease?

Beside hypergonadotropic hypogonadism, the clini-
cal feature that is consistently present in KS is infertility. 
Caused by the degeneration of germ cells, their deple-
tion from the seminiferous epithelium occurs in a pro-
cess most likely beginning prenatally and progressing 
during infancy (Coerdt et al., 1985; Murken et al., 1974). 
The number of germ cells dramatically decreases by the 
onset of puberty and is often accompanied by a massive 
hyalinization of the seminiferous tubules (Aksglaede 
et al., 2006). As already mentioned, although the germ 
cell degeneration in patients, in general, leads to com-
plete azoospermia, small foci of full spermatogenesis 
in the testicular tissue can be found in some Klinefelter 
men (Foresta et al., 1999; Schiff et al., 2005), which with 
the aid of assisted reproductive techniques make pater-
nity possible (Denschlag et al., 2004; Kyono et al., 2007).

In patients with focal spermatogenesis, FISH evalu-
ation has shown that the premeiotic and meiotic germ 
cells still undergoing differentiation and forming normal 
haploid gametes, possess a 46,XY karyotype while the 
nurturing somatic Sertoli cells have the aberrant 47,XXY 
karyotype (Sciurano et al., 2009). These results provide 
two useful pieces of information: First, germ cells that 
survive in the KS testis are karyotypically corrected and 
second, the somatic testicular environment despite be-
ing composed of aberrant cell types is able to support 
germ cell differentiation to some extent. Taken together, 
this indicates that the germ cell communication is able 
to overcome and/or to compensate the disturbances in 
the somatic testicular components (Sciurano et al., 2009).

Focal spermatogenesis is present in a substantial pro-
portion of KS patients but was also observed to some 
extent in KS mice (Werler et al., 2014). Some 41,XXY* 
animals exhibited few tubules with differentiating germ 
cells up to late meiotic stages were observed (Fig. 24.4).

Again, the 41,XXY mouse model played an important 
role in the elucidation of these observations as it pro-
vided the experimental means which made the proof of 
principle possible. Specifically, transplantation assays in 
the mice allowed for the separate analysis of the germ 
cell line and the somatic testicular components by per-
mitting the transplantation of germ cells from KS mice 
into healthy hosts and vice versa (Brinster, 2007; Wis-
tuba and Schlatt, 2002). Lue et al. (2010a,b) transplanted 
healthy spermatogonial cells from donor mice into the 
germ cell depleted testes of 41,XXY recipient mice and 
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found that normal mature spermatozoa could be de-
rived. An experimental finding that supports the focal 
spermatogenesis observed in patients. In humans and 
mice alike, it appears that germ cells with an XXY karyo-
type are lost with only those that are corrected, very like-
ly by random expulsion of one X chromosome, able to 
survive (Sciurano et al., 2009). Furthermore, despite the 
surrounding environment being altered, it is still capable 
of providing sufficient support to nurture the few sur-
viving germ cells throughout the entire differentiating 
process and culminating in the successful production of 
mature gametes.

As material from immature and pubertal boys is ex-
tremely rare, the mouse models offer the only realistic 
means for studying the processes associated with the 
germ cell loss in KS in detail. In the 41,XXY mice, it 
was noted that at the early stages of testicular differen-
tiation, when germ cell proliferation is underway, fewer 
germ cells are present compared to littermate controls. 
Chronicling testicular formation, development and con-
tent from day 10.5 postcoitum (pc) to day 6 pp, Hunt 
et al. (1998) noted that the numbers of germ cells present 
in the genital ridges of both XXY and XY animals were 
similar. However, perinatally, around the period when 
testicular differentiation begins a marked reduction in 
the quantity of germ cells in the tubular cross sections 
of XXY animals was found. It has been suggested, that 
the cause of this impaired proliferation might be the 

 reactivation of the inactivated X chromosome when the 
XXY germ cells enter the genital ridge (Mroz et al., 1999). 
If the XXY cells are removed from their somatic environ-
ment they proliferate similarly to normal XY germ cells. 
This ability in vitro is suggestive of an error in germ 
cell-somatic cell communication (Hunt et al., 1998), a 
disturbance that afflicts spermatogonia at a very early 
undifferentiated stem cell level, possibly by interfering 
with the colonization of the stem cell niches. At present, 
the topic of germ cell loss is a matter of contention and 
debate. Hampered by the technical difficulties inherent 
in the handling of prenatal and neonatal experimental 
animals, together with the small quantity of tissue ob-
tained from such young mice, only a few studies have 
been performed. Lue et al. (2005) found decreased germ 
cell numbers as early as day 3 pp but no differences in 
the number of gonocytes at day 1 pp; findings which 
are contrary to those of Hunt et al. (1998) who assessed 
the same mouse model. We have performed a system-
atic study by the postnatal time course of germ cell loss 
in vivo. When utilizing the 41,XXY* mice, we found the 
number of undifferentiated germ cells to be reduced al-
ready from the time point of birth onward and could link 
this to altered protein expression of spermatogonial stem 
cell markers: Lin28 and Pgp9.5 expression were not de-
tected after day 3 pp and day 5 pp, respectively. Lin28 
regulation implements a network of several miRNAs of 
which we analyzed miR-125b and miR-let7g. Both miR-
NAs are normally expressed in a complementary pat-
tern in the healthy developing testis, in 41,XXY* mice we 
found this pattern to be completely disturbed (Werler 
et al., 2014). In tubules with germ cells, the expression 
of Lin28 and Pgp9.5 was corrected. Based on these find-
ings, we developed a model for prenatal germ cell loss 
in our KS mouse model (Fig. 24.5). Preliminary evidence 
suggests that also in the human the germ cell loss starts 
earlier than thought so far (Davis et al., 2015). We hypoth-
esize that a first wave of germ cell death occurs already 
in the early embryonic phase during colonization of the 
developing gonad, a second phase, when gonocytes 
propagate followed by a third phase, when germ cells 
that survived enter meiosis but fail to complete this pro-
cess except of a few germ cells which eventually can un-
dergo full spermatogenesis (Fig. 24.5, Werler et al., 2014). 
Apart from the evidence provided by our group that the 
only parameter correlating with the success of testicular 
sperm retrieval by mTESE in young KS patients is age 
(Rohayem et al., 2015), the scenario currently discussed 
in the clinical and scientific community is to offer a fer-
tility preservation option already in infantile KS boys 
by cryopreservation and -storage of immature testicu-
lar tissue for later maturation of the spermatogonia in 
vitro by methods which however, are currently still on 
the experimental level (Stukenborg et al., 2009; Van Saen 
et al., 2012; Kossack et al., 2013).

FIGURE 24.4 Focal spermatogenesis in a testis obtained from a 
41,XXY* male mouse. Histology rarely exhibits foci of spermatogen-
ic differentiation. In this testis of a 3-week-old 41, XXY* mouse a few 
 tubular cross sections show differentiation of germ cells up to meiotic 
pachytene spermatocytes. Staining: Periodic Acid Schiff (PAS), the bar 
equals 100 µm.
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Consequently, in the light of the most prominent fea-
tures of KS, the testis has to be seen as the most severely 
affected organ, thus reflecting the genotype-phenotype 
relation of this condition most strongly. Both testicular 
functions, the maintenance of the male endocrine milieu 
as well as the production of gametes are the features of 
KS which are consistently affected. Therefore, the logical 
target for the exploration of gene dosage effects is the 
analysis of gene expression and the functional response 
of testicular cell types. The availability of mouse mod-
els, the option to analyze gene expression patterns and 
somatic cell responses offers the privileged situation not 
only to study aspects of the mechanisms by which, for 
example, escapee genes provoke a complex phenotype 
but also to directly translate those findings into a clinical 
context (Nieschlag et al., 2014; Rohayem et al., 2015; Tüt-
telmann et al., 2014; Zitzmann et al., 2015).

7.4 Behavior and Cognition

New technologies in molecular biology which allow 
for the selective manipulation of genomic sequences 
have dramatically reshaped biomedical research dur-
ing the last decades. The extensive utilization of these 
techniques in mice together with the animals’ high 

 reproduction rate, small size, and low maintenance 
costs, have made it the most widely used mammalian 
model organism.

The rapid rise in the number of different mouse mod-
els available now has greatly outpaced the behavioral 
characterization of these animals as these analyses are 
complex and time-consuming. The KS mice are indica-
tive of the situation as only a minority of publications 
deal with detailed investigation of this murine model 
and report any behavioral data.

The first examination of cognitive ability of XXY mice 
was undertaken by Lue et al. (2005) in order to deter-
mine if their murine model exhibits cognitive deficits 
comparable to those found in human Klinefelter pa-
tients. To test cognitive functions, they used a Pavlov-
ian conditioning box located in a sound-attenuating 
chamber. The mice were trained to acquire a tone-food 
association by providing food rewards only while a 20-
kHz tone was presented for 20 s. Pavlovian or classical 
conditioning is based on the famous experiments con-
ducted by Ivan Petrovich Pavlov where food was pre-
sented to dogs and the amount of saliva they produced 
measured. Before presenting the food, he rang a bell (al-
though it has been questioned whether or not it was a 
bell or some other sound in the original experiment) as a 

FIGURE 24.5 A revised model of germ cell loss in mouse models for Klinefelter Syndrome. A reduced number of gonocytes is proposed 
already during the intrauterine period. Consequently, at birth, a reduced number of germ cells (GC) expressing SSC markers is present and the 
stem cell potential is lost during the mitotic propagation after birth. When the germ cells afterwards enter meiosis, they are finally depleted in the 
41,XXY* testis whereas in normal 40,XY* control mice spermatogenic differentiation starts. The exception of the rule is seen in focal  spermatogenesis 
were single germ cell clones can survive (dotted lines). Source: Modified from Werler, S., Demond, H., Ehmcke, J., Damm, O.S., Middendorff, R., Gromoll, 
J., Wistuba, J., 2014. Early loss of germ cells is associated with fading expression of Lin28, a spermatogonial stem cell marker in the 41,XXY* mouse model for 
Klinefelter Syndrome. Reproduction 147, 253–264.
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conditioning stimulus. After several repetitions the dogs 
associated the sound of the bell with food and started 
salivating regardless of whether food was present or not 
(Pavlov, 1906).

In the experiments by Lue et al. (2005), in lieu of sa-
liva, the latency to pick up a food pellet after a 20-kHz 
tone was measured. In this study a relatively low num-
ber of seven XXY and seven XY mice were tested ow-
ing to the experiments being designated as preliminary. 
The mice were adult but of varying ages ranging from 
4 to 12 months. The tone-food association was repeat-
ed 10 times a day for 4 consecutive days. Pellets were 
presented in a magazine that automatically recorded 
head dips by means of an infrared beam. Prior to test-
ing the mice were provided with 90% of the food that 
they would freely consume for 3 days in order to in-
crease motivation for a food reward. Both, XY and XXY 
mice learned the association of the tone with the food 
reward, but the XY controls proved to be faster learners. 
On the first day XY mice obtained the reward on aver-
age 6 s after the tone was presented. XXY mice took 9 s 
on average—significantly longer—to pick up the pellets 
on day 1. The latencies of picking up the reward by the 
XXY mice were also significantly longer on day 2 and 
3 but equilibrium was reached on day 4. The authors 
speculated that the delayed latency might be due to ei-
ther decreased plasma T levels, a defect of the andro-
gen receptor or increased X-linked gene expression in 
specific brain regions, such as the medial temporal lobe. 
We ourselves conducted similar experiments testing 
conditional learning in a pavlonian setting under the 
administration of testosterone enanthate (TE). Mice of 
both karyotypes (41,XXY* and 40,XY* littermates) were 
placed individually into cages which allowed for apply-
ing stimulants (acoustical signals) and rewards (food) 
in an automatized way. An animal with normal learning 
abilities should be able to respond the signal within a 
small timeframe and the more sessions applied; the bet-
ter the animal should respond until habituation sets in. 
Animals with reduced learning abilities should respond 
worse, that is, the duration until the task has been suc-
cessfully fulfilled should be longer. We aimed at inves-
tigating whether a T supplementation of 2 µg/g body-
weight prior to the experiments would improve the 
outcome of conditional learning. However, we found no 
change under TE treatment for both groups, neither for 
XY* nor for XXY* males. While the wild types show nor-
mal learning behavior with and without TE, XXY* mice 
did not benefit from the T administration, which was 
unable to compensate the worse performance of these 
animals in the setting chosen (Fig. 24.6). Thus learn-
ing behavior might be unaffected from rising androgen 
levels and thus rather due to genetic reasons, however 
other reasons as altered androgen receptor functionality 
has still to be fully excluded.

In another study (Liu et al., 2010) the social behav-
ior and sex preference of the XXY mouse model was ex-
plored to determine if they mimicked the known pecu-
liarities of KS patients’ social skills. A series of tests was 
conducted using a “choice” apparatus which comprised 
three chambers, the mice could explore. Entrance into 
the apparatus was either from a left or right compart-
ment where social partners or inanimate objects were 
presented. The preference was measured by the relative 
amount of time spent in the compartments. XXY mice 
preferred ovariectomized female mice or male mice over 
the inanimate objects. A finding that may appear incon-
spicuous until it is compared with that from the XY mice 
in this study (in contrast to the observations made by 
Ryan et al. (2008) who did not show such a preference). 
This test gauges whether the preference was based on 
social or sexual interest. When given the choice between 
an unknown male and an unknown ovariectomized fe-
male, XXY mice did not prefer the male. Furthermore, 
similar to XY mice, the XXY mice preferred the odor of 
intact females in oestrus over the odor of male conspecif-
ics indicating that the preference for males over inani-
mate objects was socially rather than sexually motivated. 
In a second step, the authors investigated whether or not 
the observed differences in social preference were relat-
ed to T. In order to match androgen exposure, castrat-
ed animals of both groups were tested before and after 

FIGURE 24.6 Conditional learning after T supplementation. Data 
points summarize ten trials each. TE administration does not improve 
conditional learning in 41,XXY* mice which are slower than their 40, 
XY* littermates. Response times of all groups remained stable under T 
supplementation indicating an underlying genetic mechanism likely 
not affected by androgen increase. B, Behavioral testing.
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T substitution. Neither castrated nor T substituted males 
of either group showed a specific preference for un-
known males over an inanimate object. Castrated XXY 
mice preferred unknown males over unknown ovari-
ectomized females in contrast to castrated XY mice that 
did not show any preference. When substituted with T 
neither group showed any partiality for unknown males 
or unknown ovariectomized females. Overall, the XXY 
mice exhibited increased rather than decreased social in-
terest in these tests which is contradictory to the initial 
hypothesis derived from observations of disturbed so-
cial skills in KS patients. Nevertheless, the fact that dif-
ferences in social behavior could be related to karyotypic 
differences is noteworthy and awaits further analysis.

The study by Lewejohann et al. (2009a) investigated 
the 41,XXY* mouse model with the intension of clarifying 
whether these mice can be used as an easier to obtain 
model to analyze the linkage between sex chromosomal 
imbalance and cognition processes. In contrast to the 
XXY model, the KS like mice were compared to XY* lit-
termates, a group of animals that was deemed suitable to 

act as controls based on their physiological and morpho-
logical similarities to XY mice.

The evaluations were based on a nonconditional test 
of recognition memory which uses an object recognition 
paradigm and measures the exploration of known ver-
sus unknown objects based on the tendency of mice to 
prefer novel objects over familiar objects. As it has been 
suggested that anxiety related behavior can bias the ex-
ploration in this test (Görtz et al., 2008), it was important 
to ensure that the preconditions for recognition memory 
were identical for both groups. Preceding the tests, a gen-
eral health check and analysis of exploration and anxiety 
like behavior was conducted. The results of testing the 
preconditions could only be briefly presented in the pa-
per. For the preparation of this chapter, we revisited the 
data in order to provide a more detailed picture of the 
XXY* model. The health check comprised the inspection 
of physical appearance and neurological testing includ-
ing acoustic startle, visual placing, grip strength, and 
reflex functions. Mice of both groups appeared healthy 
and no differences were found (Fig. 24.7A). Spontaneous 

FIGURE 24.7 Behavioral phenotyping of 41,XXY* mice. (A) Mice were subjected to a general health check including visual inspection of fur 
and whiskers as well as tests for eye sight, hearing, reflex functions, and basic motor skills. The maximal test score of 14 points was assigned as 
100%. (B) Spontaneous exploration was measured as the latency to climb over a barrier of 3 cm height dividing the test cage into two compart-
ments. (C) Percentage of arm entries into open arms of an elevated plus maze to measure anxiety related behavior. (D) Locomotor activity in a 30 
by 30 cm open field box was measured using a video based animal tracking software.
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exploratory behavior was measured by the barrier test 
using a standard cage, which was divided by a 3 cm high 
barrier into two equally sized compartments. Spontane-
ous exploration was measured for 5 min by the latency 
to climb over the barrier into the other compartment. No 
statistical difference was detectable between XXY* and 
XY* mice, indicating no difference in spontaneous ex-
ploratory behavior (Fig. 24.7B). There is evidence of a re-
duced volume of the amygdala of KS patients (Patward-
han et al., 2002; Shen et al., 2004). Since this region of the 
brain is strongly involved in emotional processing, it is 
tempting to speculate that there might also be differences 
regarding anxiety related behavior. We measured this as-
pect by calculating the proportion of open versus shield-
ed arm entries in an elevated plus-maze test. This test is 
pharmacologically validated, showing that less anxious 
mice explore open arms more frequently (Lister, 1987). 
Mice of both groups explored the open arms similarly 
and often indicating no difference between the animals 
nor severe anxiety related disturbances (Fig. 24.7C). In 
the open field test, the mice were allowed to explore 
a 30 × 30 cm2 arena for 3 min. This test assesses loco-
motor behavior by means of a video-based automated 
tracking system that calculates the path length travelled. 
The test was also included to habituate the mice to the 
arena where the object recognition task would be per-
formed. Again both groups explored the arena to a simi-
lar extent and no significant differences were detectable 
(Fig. 24.7D). However, when the objects were provided, 
the XY* male mice significantly preferred the novel ob-
ject indicating that they remembered the object that was 
presented 1 h before. In contrast, the XXY* males did not 
show a preference indicating poor recognition memory 
or less interest in novelty. For each mouse a recognition 
index was calculated by dividing the time spent explor-
ing a novel object by the total time spent exploring ob-
jects. XY* male mice had significantly higher recognition 
indices than the XXY* males. Interestingly, T concentra-
tions correlated significantly with object recognition 
memory in XY* mice but not in XXY*. These correlations 
are consistent with the findings that T substitution in 
human KS patients failed to bring about an increase in 
memory performance (DeLisi et al., 2005). We therefore 
propose that the T driven organizing effects which oc-
cur during adolescence play a vital role for memory per-
formance later in life. Adolescence is not only a period 
where secondary and tertiary sexual characters develop 
but is also the period where the behavioral responses of 
individuals changes from the juvenile to the adult phe-
notype. This phenomenon is highly conserved in mam-
mals and has been found in just about all species stud-
ied (Spear and Kulbok, 2004). The obvious changes in 
behavior are driven by processes of brain development 
and reorganization that are unique to the periadolescent 
phase of development. For example, the maturation of 

brain regions with high numbers of androgen receptors 
has been shown to be dependent upon testosterone-by-
sex interactions in humans (Bramen et al., 2012).

Determining the validity of the animal models for 
KS, 34 human KS patients were assessed for visual ob-
ject memory (Bruining et al., 2011), a task directly com-
parable to tests undertaken in the study by Lewejohann 
et al. (2009a). Indeed, the human KS subjects were found 
to have difficulties in processing visual objects as well as 
visual pattern information especially when temporal in-
formation needed to be processed and reproduced. Seven 
of the participating patients were treated with androgens 
during the time of testing, although the treatment did not 
appear to improve cognitive performance, due to the low 
number of patients receiving androgens, an affect cannot 
be entirely excluded. Overall, the cross-species compari-
son of cognitive behavior in KS is an important step in 
understanding the full spectrum of KS sequelae.

The behavioral studies of the KS mouse models pro-
vide a valuable tool for understanding social as well as 
cognitive aspects of the syndrome. There is no doubt 
that we are still at the very beginning, and a plethora 
of questions remain to be solved. In most studies ana-
lyzing behavioral phenotypes of mice, the animals are 
housed in small standard sized cages, preventing them 
from showing a variety of species specific behavior 
(Lewejohann et al., 2010). For example, anxiety-related 
behavior is usually characterized outside the home-cage 
using artificial apparatuses which investigate the mo-
tivational differences between fear and exploration by 
subjecting the mice to a challenging situation. Although 
it is acknowledged that such tests are fundamental for 
the characterization of animal models, for these behav-
ioral traits to be more comparable to the human condi-
tion, an in-depth characterization of how the day-to-day 
life of these mice is affected in their home environment is 
also needed. For example, considering the association of 
supernumerary X chromosome and social interactions, 
it would be interesting to see, whether or not, the social 
day-to-day behavior of these mice is affected including 
an analysis of social dominance hierarchies (Lewejohann 
et al., 2009b, 2010). The cognitive phenotyping of the 
murine KS models which also awaits further in depth 
analysis would possibly benefit from a similar approach 
namely tests conducted in the home cages of the mice 
(de Visser et al., 2006).

As with the previously detailed physical and physi-
ological consequences of KS, the influence of the dis-
turbed endocrine milieu, differential gene expression 
and/or the mixture of both on brain function need to 
be clarified. The murine models allow for the system-
atic study of the effect of T treatment on behavioral and 
cognitive skills, not only in adulthood, but just as im-
portantly during the early stages of life when androgens 
play a significant role in the organization of the brain.
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In addition, the behavioral phenotypes of individual 
mice are known to be affected by environmental factors 
as well as gene-environment interactions (Lewejohann 
et al., 2011). For example, cognitively stimulating environ-
ments may help to ameliorate observed cognitive deficits. 
Translational research which relates human phenotypes 
with the behavioral data obtained from the murine mod-
els will help to further facilitate the value of these models 
by increasing their face validity (Bruining et al., 2011).

7.5 Endocrinology and Metabolism

Beyond infertility, hypergonadotropic hypogonad-
ism is the condition present in almost all KS patients. 
The disturbed hormonal milieu is supposed to cause, or 
at least is involved in, many of the metabolic features 
that can accompany KS (e.g., gynecomastia, disturbed 
bone metabolism, increased diabetic risk) (Lanfranco 
et al., 2004). Cognitive deficits are also influenced by en-
docrine alterations, although experimental work using 
the mouse KS models has revealed that the hormonal 
influence on brain function is complex and multifaceted 
and that altered gene expression may play an important 
role despite the lack of T.

The most common therapeutic strategy to deal with 
the hypergonadotropic hypogonadism of Klinefelter pa-
tients is by the administration of exogenous T. Beyond 
redressing the androgen imbalance, T administration 
has been reported to have other beneficial effects, such as 
treating delayed puberty (Richmond and Rogol, 2007), 
enhancing bone metabolism (KS patients have a sig-
nificantly higher risk of developing osteoporosis), and 
circumventing the development of metabolic syndrome 
(Bojesen et al., 2010; Gravholt et al., 2011). At present one 
of the treatments suggested for KS boys suffering from 
behavioral deficits is to administer T, a strategy that is 
claimed to aid a portion of patients; however, the pur-
ported beneficial attributes of this approach have yet 
to be proven unequivocally. T treatment is not without 
risks; its use has been linked to psychiatric consequences 
(Rogol and Tartaglia, 2010) and it undermines the small 
foci of spermatogenesis that may persist in KS patients, 
in particular for pubertal boys that may have sperm, this 
treatment effectively subverts their fertility potential, as 
exogenous T administration results in lowered ITT levels 
and thereby jeopardizes spermatogenic progress, which 
requires sufficient levels of T in the surrounding testicu-
lar environment (Wistuba et al., 2007).

As both mouse models exhibit hypergonadotropic 
hypogonadism with low plasma T and high gonadotro-
pin levels, they closely mimic the endocrine profile of 
patients. This makes them ideal to the study of the true 
worth and consequences of T treatment which in turn 
may open routes for the development of novel therapeu-
tic strategies.

Two examples of such investigations illustrate the 
potential of this approach. First, the study by Liu et al. 
(2010) on androgen action and effect on adult 41,XXY 
mice where they analyzed the impact of T on the bone 
metabolism in order to separate endocrine from genet-
ic effects. In an elegant experimental design they used 
castrated 40,XY males as hypogonadal controls to assess 
solely the influence androgens on the bone phenotype. 
They treated these animals with T via silastic implants 
and monitored bone volume, trabecular thickness, and 
trabecular separation, all of which are deficient in 41,XXY 
mice. Following castration the controls’ bone metabolism 
was to such an extent altered that it was indistinguish-
able from condition seen in the 41,XXY animals, demon-
strating the importance of normal androgenization for 
the maintenance of a normal bone metabolism. Interest-
ingly, although treatment did return serum T to values 
similar to the controls, the bone volume in males with 
a supernumerary X chromosome remained reduced. 
Thus, the authors suggested that as well as disturbed 
endocrine regulation, genetic causes must contribute to 
the bone volume loss in 41,XXY mice. Meaning, that like 
disturbances in brain function, bone metabolism is also 
adversely affected by a combination of altered gene ex-
pression and endocrine changes. The clinical corollary 
of these findings is that although T replacement therapy 
can be helpful for dealing with some of the sequelae it 
is not a panacea for KS, as it is unable to overcome the 
contribution of the genetic component.

In a second study (Wistuba et al., 2010, described in 
detail earlier), our group demonstrated that Leydig cells 
from 41,XXY* mice are not impaired but rather hyperacti-
vated probably in a compensatory response to the hyper-
gonadotropic hypogonadism. Taken together with the 
normal ITT values in these animals, we proposed that 
it is not the production of T but rather its transport to/
in the circulation that is hampered, perhaps due to the 
altered testicular architecture. By supplementing these 
findings with an observation from a study of KS patients 
from the 1970s, we suggested a new hypothesis. Smals 
et al. (1974) proposed the presence of a so-called “ste-
roidogenic reserve” in Klinefelter men in an attempt to 
explain their finding that these patients responded with 
increasing serum T levels after treatment with CG. At the 
first glance, such a treatment seems to be absurd, treat-
ing hypergonadotropic patients with a gonadotropin, 
and the response paradoxical. However, our recent ex-
perimental findings that the Leydig cells in the 41,XXY* 
mouse are functionally normal provides a possible ex-
planation for Smals et al. (1974) conundrum, in that rath-
er than a “reserve” increasing gonadotropin levels might 
further enhance steroidogenic activity and hence result 
in the noted rise of serum androgen levels. This might 
open a new route for therapy, in that instead of treat-
ing—in particular boys—with exogenous T and placing 
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their remaining spermatogenesis at risk, CG administra-
tion might be considered as it also increases serum T but 
more importantly it does so via the production of the 
patient’s own testis. This is the crucial aspect as endog-
enous T is not harmful to spermatogenic progression. By 
this tack, the patients still achieve the androgenization 
state that is desired but no longer risk the loss of their 
small fertility reserve. Experimental and clinical testing 
of this hypothesis is still to be performed.

8 PERSPECTIVES—WHAT CAN BE 
EXPECTED FROM FUTURE ANIMAL 

EXPERIMENTS AND HOW TO 
RETRANSLATE EXPERIMENTAL 

FINDINGS INTO CLINICAL ROUTINE—
CONCLUSIVE REMARKS

The generation and availability of mouse models of 
KS have led to some remarkable progress in our knowl-
edge of the molecular and cellular mechanisms that 
form the aberrant male phenotype associated with this 
chromosomal disorder. On the genetic level, research on 
the mouse model has shown that X-inactivation is seem-
ingly normal providing credence to the hypothesis that 
it is the expression of “escapee” genes that differentiates 
the normal condition from that seen in male mice with a 
supernumerary X chromosome. The use of these animal 
models has allowed for the identification of this very ba-
sic molecular mechanism along which the affected phe-
notype may become manifest namely, female expression 
patterns of X chromosomal genes that escape silencing, 
when present in a male cellular environment, act either 
directly or along regulatory pathways to undermine 
fertility, endocrine status cognition, and bone metabo-
lism (Nieschlag et al., 2014; Wistuba, 2010; Zitzmann 
et al., 2015).

Some studies have already been undertaken to inves-
tigate this hypothesis and although the findings broadly 
support the proposition (Werler et al., 2011; Zitzmann 
et al., 2015), it is equally apparent that the situation is far 
more complex than first thought as some of the candidate 
genes are expressed in a tissue and gene-specific way 
and also autosomal gene expression appears to be affect-
ed by the disorder, likely downstream of the escapee ac-
tion (Zitzmann et al., 2015). Therefore, more information 
is needed before the idea of developing novel therapies 
targeting on the human homologs of these genes can be-
come a reality. Such deeper insights can only be made 
possible with the use of the animal model as they require 
experimental manipulation and functional studies.

As mentioned earlier, infertility due to the SCO phe-
notype is one of the major problems caused by KS. Un-
fortunately, primarily due to the late diagnosis of the 
syndrome, other than the cases where TESE/ICSI can 

be performed, there is little that can be done to treat 
or preserve the fertility of KS patients and as a conse-
quence, the majority of these men will never have the 
chance to father a child. In the 41,XXY* mice, the time 
course of germ cell loss was shown to occur earlier than 
thought and some studies in patients confirm at least 
partly that this is also true in human (Davis et al., 2015; 
Rohayem et al., 2015). Thus germ cell loss has likely to 
be encountered early, be it during puberty or even dur-
ing childhood. The mouse models might provide an ex-
perimental basis for the development of innovative ap-
proaches to rescue the germ line and by these possibly 
open new routes for fertility preservation. Already the 
mouse models have shown that the aberrant somatic 
cells of the testis are able to support spermatogenesis. 
The transplantation experiments performed by Lue et al. 
(2010b) demonstrated that germ cells can differentiate, 
as long as they have a corrected karyotype; an observa-
tion confirmed in patients with focal spermatogenesis by 
Sciurano et al. (2009).

Therefore, the target for novel approaches may well 
be the germ line. If it becomes possible to harvest germ 
cells and to provoke the expulsion of one X chromosome 
from the cells (e.g., by certain culture conditions) it might 
become possible to either differentiate the cells in some 
novel in vitro system or to retransplant them. At present, 
these suggestions remain speculative. However, in vitro 
differentiation of mouse germ cells in three-dimensional 
matrices has recently been shown to be able to produce 
morphologically mature spermatozoa in a culture dish 
(Abu Elhija et al., 2012; Stukenborg et al., 2008, 2009). 
For further proof of principle studies, the KS mouse 
models are the perfect model. As the in vitro differentia-
tion protocols are available for murine germ cells, im-
mature mice of the 41,XXY and 41,XXY* karyotype may 
provide undifferentiated spermatogonia which could 
be sorted for to identify those that by random expul-
sion have already corrected their karyotype or could be 
cultured under certain conditions that force high mitotic 
activity which provokes the loss of the supernumerary 
X chromosome. These corrected germ cells could then 
be brought together with somatic testicular cells and un-
dergo in vitro differentiation. Once the proof of principle 
has been provided under such an experimental design, 
then protocols might be developed for future fertility 
preservation attempts in human patients.

Male mice with a supernumerary X chromosome will 
also be useful to improve endocrine treatments for hy-
pergonadotropic hypogonadism. As both mouse  models 
possess endocrine phenotypes which are regulated along 
the HPG axis similar to humans, experiments can be de-
signed that aim at improving routine T treatment and as 
such provide greater choice, safety, and efficacy in the 
protocols devised at overcoming the hypogonadal state 
and impaired androgenization. However, as mentioned 
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earlier, T treatment also bears some risks, that is, for 
the maintenance of remaining spermatogenesis. As the 
analysis of the Leydig cell physiology of 41,XXY* mice 
has shown, there might be alternative treatments, that 
is, the administration of gonadotropins to improve the 
endocrine milieu in patients without augmenting some 
of the adverse features of KS further. The availability of 
the mouse models permits the systematic testing of such 
novel and alternative treatments.
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1 INTRODUCTION

The past decade has heralded an exponential growth 
in the number of human genomes and exomes, in large 
part due to the combination of improved technology and 
turnaround time with concomitant erosion in cost. For 
rare disorders, genes underlying >4000 Mendelian phe-
notypes have now been characterized, and account for the 
causal basis of as many as 50% of such conditions (Chong 
et al., 2015). Furthermore, genome-wide association stud-
ies (GWAS) have associated >2000 genomic loci with as 
many as 300 different complex traits (Manolio, 2013). For 
rare or common phenotypes, population-based evidence 
has been a consistent first-line argument supporting the 
implication of a locus in disease: rarity of a mutation in the 
general population supports the candidacy of novel Men-
delian alleles (Bamshad et al., 2011), while replicated asso-
ciation of a locus with a measurable trait in well-powered 

populations suggests a possible role in complex pheno-
type determinism (Altshuler et al., 2008). Although the 
community has excelled at increasing the size and ethnic 
diversity of human populations enrolled in genetic studies 
(Fu et al., 2013; Lek et al., 2016; Tennessen et al., 2012), such 
population genetic arguments often remain insufficient 
to explain causality. Furthermore, in silico tools that—in 
addition to population frequency—consider evolution-
ary constraint, protein structure, and other biochemical 
properties have only improved partially the predictive 
power of the genotype (Cooper and Shendure, 2011). Still, 
these computational approaches remain limited in their 
sensitivity and specificity (Castellana and Mazza, 2013), 
and provide a paucity of information about cellular and 
molecular basis of disease.

The overarching goals for genetic studies pertaining 
to human health can be subdivided into the following 
bench-to-bedside themes: (1) discover loci that underscore 

O U T L I N E

1 Introduction 651

2 Zebrafish in the Laboratory: A Historical  
Overview 655

3 Forward Genetics: Phenotype-Driven  
Studies of Vertebrate Development 656

4 Reverse Genetics: Testing Candidate Genes 
in Zebrafish Models 657

5 Humanizing Zebrafish to Study Human  
Genetic Variation 660
5.1 Single Gene Effects in Mendelian Disease 660
5.2 Second-Site Modifiers and Oligogenic Effects 662

5.3 Contiguous Gene Syndromes 662
5.4 From GWAS to Biology Underlying  

Complex Traits 663

6 Modeling Adult Onset Disease in Embryonic  
or Larval Stages 664

7 Therapeutic Discovery in Zebrafish Models  
of Disease 664

8 Conclusions: The Future of Zebrafish  
as a Human Genetic Disease Model 665

Acknowledgments 666

References 666



652 25. ZEBRAFISH: A MODEL SYSTEM TO STUDY THE ARCHITECTURE OF HUMAN GENETIC DISEASE 

I. GENETICS

pathology; (2) investigate the mechanistic basis of such 
genes or genomic regions as they pertain to disease; and 
(3) develop therapeutics to delay or ameliorate symp-
toms. Historically, animal studies have enhanced gene 
discovery, and have served critical roles in mechanis-
tic investigation and therapeutic avenue development 
(Aitman et al., 2011). Gene modulation in animal models, 
either through knockout approaches or knock-in of hu-
man alleles, have improved our understanding of disease 

manifestation by offering a physiologically relevant sys-
tem in which to study recapitulation of the human pheno-
type. Numerous laboratory models have been employed 
to understand the causal link between genotype and phe-
notypic trait. Each model system has its advantages and 
disadvantages including genomic conservation; anatomi-
cal and physiological similarity to humans; generation in-
terval; versatility of the molecular toolkit; and operational 
cost (Table 25.1).

TABLE 25.1  General Attributes and Similarities of Laboratory Organisms Used to Model Human Genetic Disease

C. elegans D. melanogaster D. rerio M. musculus

Percent identity with H. sapiens 43% 61% 70% 80%

Genome size 9.7 × 107 bp 1.3 × 108 bp 1.4 × 109 bp 2.5 × 109 bp

Exome size 28.1 Mb 30.9 Mb 96 Mb 49.6 Mb

Practical attributes

Husbandry demands $ $ $ $$$

Cost per animal $ $ $ $$$

Characterized inbred strains + + + ++ + +

Outbred laboratory strains + + +++ ++

Germline/embryonic cryopreservation Yes No Yes Yes

Lifespan 2 weeks 0.3 years 2–3 years 1.3–3 years

Generation interval 5.5 days 2 weeks 3 months 6–8 weeks

Number of offspring 300 larva 10–20 eggs >200 embryos/clutch 10–12 pups/litter

Embryonic development Ex vivo Ex vivo Ex vivo In utero

Molecular biology tools

Transgenesisa ++ + + +++ ++ + + +++

Gene targetinga ++ + + +++ + ++ + +

Conditional gene targeting + ++ + ++ + +

Transient in vivo assaysa +++ ++ ++ + + +

Allelic series from TILLINGa +++ +++ ++ + + ++

Affordability of large scale screensb ++ + + ++ + + +++ +

Cell biology tools

Cell lines and tissue culture + ++ + ++ + +

Antibody reagents + ++ + ++ + +

In situ probes + +++ ++ + + +++

Disease process

Birth defects + ++ ++ + + ++ + +

Adult-onset ++ + + ++ + +

Behavioral ++ ++ ++ ++

Aging +++ ++ ++ ++

Metabolic ++ ++ +++ +++

a Reverse genetics
b Forward genetics
Table adapted with permission from Lieschke, G.J., Currie, P.D., 2007. Nat Rev Genet 8, 353–367; Davis, E.E., Katsanis, N., 2014. Biochim. Biophys. Acta 1842, 1960–1970.
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Although in vitro cell culture systems or biochemical 
assays have proven utility to inform human genetic dis-
ease (James and Parkinson, 2015; Tiscornia et al., 2011), 
a broad array of laboratory animal systems have been 
harnessed to diversify and expand the spatiotemporal 
study of novel disease genes and alleles. Mammalian 
models, such as the mouse (Mus musculus) or rat (Rattus 
norvegicus) traditionally have been attractive disease 
modeling platforms due to their high degree of genomic 
orthology with human [>80%; (Gibbs et al., 2004; Mouse 
Genome Sequencing et al., 2002)]; conserved organ 
structure and function; and a broad array of gene target-
ing or transgenesis approaches to induce disease pheno-
types (for scholarly reviews see Capecchi, 2005; Devoy 
et al., 2012). However, in the context of modeling human 
genetic findings—especially for rapid clinical use—time, 
cost, and footprint represent major drawbacks for ro-
dents and most other mammalian models. By contrast, 
invertebrate models, such as the fruit fly (Drosophila me-
lanogaster) or nematode worm (Caenorhabditis elegans) are 
tractable and inexpensive alternatives. Through strong 
community efforts, these laboratory species have exten-
sive availability of RNAi resources, transgenic reporters, 
and mutant lines (Antoshechkin and Sternberg, 2007; 
Ugur et al., 2016). Nevertheless, the obvious advantages 
of fly and worm systems are accompanied by diminished 

homology with human genes [61 and 43% for fly and 
worm genomes, respectively; (Lander et al., 2001)]; and 
disparate anatomical features and molecular or cellular 
processes. The zebrafish (Danio rerio), however, is a com-
promise between mammals and invertebrates, and has 
emerged as a model system that is employed increas-
ingly to model human disease.

Here, we will provide a comprehensive overview 
of zebrafish as a model of human disease phenotypes 
(Table 25.2). Although not the panacea to the continually 
compounded challenge of interpreting human genetic 
variation, we will discuss how in vivo complementa-
tion studies in zebrafish have accelerated gene discov-
ery in rare and complex traits (Niederriter et al., 2013); 
and we will highlight successes in modeling multigene 
phenomena, such as copy number variants (CNVs) and 
oligogenic interactions. We will also summarize the cur-
rent stateofthe art in terms of zebrafish model resources, 
molecular technologies, and phenotyping approaches. 
Driven by a dedicated community whose efforts have 
built substantial zebrafish resources over the past de-
cades, the zebrafish has been adapted not only for 
research on human genetic disease, but also to toxicol-
ogy (Garcia et al., 2016), aquatic physiology (Alestrom 
et al., 2006), and tissue regeneration studies (Gemberling 
et al., 2013).

TABLE 25.2  Anatomical Comparisons Between Zebrafish and Humans

Anatomy Key similarities Key differences

Embryology •	 Cleavage,	early	patterning,	gastrulation,	
somitogenesis, organogenesis are all represented

•	 Rapid
•	 Influence	of	maternal	transcripts
•	 Nonplacental,	involves	hatching

Skeletal system •	 Ossified	skeleton	comprising	cartilage	and	bone •	 Lack	long	bone,	cancellous	bone,	and	bone	
marrow

•	 Joints	are	not	weight-bearing

Muscle •	 Axial	and	appendicular	muscle	groups
•	 Skeletal,	cardiac,	and	smooth	muscle	cell	types,	

with similar cellular architecture and machinery
•	 Fast	and	slow	skeletal	muscle	fibers

•	 Fast-	and	slow-twitch	muscle	topographically	
separate

•	 Tail-driven	locomotion	depends	on	alternating	
contraction of myotomal muscle

•	 Appendicular	muscle	bulk	is	proportionately	
small

Nervous system and behavior •	 Central	nervous	system	anatomy:	fore-,	mid-
, and hindbrain, including diencephalon, 
telencephalon, and cerebellum

•	 Peripheral	nervous	system	has	motor	and	sensory	
components

•	 Enteric	and	autonomic	nervous	systems
•	 Specialized	sensory	organs,	eye,	olfactory	system,	

and vestibular system, are well conserved
•	 Complex	behaviors	and	integrated	neural	

function: memory, conditioned responses, and 
social behaviors (e.g., schooling)

•	 Telencephalon	has	only	a	rudimentary	cortex
•	 Fish-specific	sensory	organs,	such	as	the	lateral	

line
•	 Fish	behaviors	and	cognitive	function	are	

simplified compared with human behavior
•	 Significant	difference	in	population	of	

dopaminergic neurons (telencephalic vs. 
midbrain)

•	 Some	immediate	early	genes	and	neuropeptides	
not conserved in zebrafish

(Continued)
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Anatomy Key similarities Key differences

Hematopoietic and 
lymphoid/immune 
systems

•	 Multiple	hematopoietic	cell	types:	erythrocytes,	
myeloid cells (neutrophils, eosinophils, 
monocytes, and macrophages), T- and 
B-lymphocytes

•	 Coagulation	cascade	for	hemostasis
•	 Innate	and	adaptive	humoral	and	cellular	

immunity

•	 Erythrocytes	are	nucleated
•	 Possess	thrombocytes	rather	than	platelets
•	 Kidney	interstitium	is	the	hematopoietic	site

Cardiovascular system •	 Multichamber	heart	with	an	atrium	and	ventricle
•	 Circulation	within	arteries	and	veins
•	 Separate	lymphatic	circulation
•	 Cardiac	differentiation	occurs	through	similar	

signaling pathways (e.g., nkx2.5, bmp2b)
•	 Similar	electrical	properties	and	conduction	

patterns (SA node, slow atrial conductance, AV 
node, fast ventricular conductance)

•	 Has	left–right	distinctions	in	cardiac	anatomy,	
but does not have separate left–right circulations, 
that is, the heart has only two chambers

•	 So	far	no	evidence	for	secondary	heart	field	
derivatives

•	 Lymph	nodes	have	not	been	described
•	 Embryos	are	not	dependent	on	functioning	CV	

system for larval development
•	 Atria	and	ventricles	express	different	myosin	

heavy chains during development (human 
hearts only later differentiate between atrial and 
ventricular mhc)

•	 Heart	has	high	regenerative	capacity,	even	in	
adult animals

Respiratory system •	 Cellular	gas	exchange
•	 Oxygenation	is	dependent	on	circulation	and	

hemoglobin carriage

•	 Respiration	occurs	in	gills,	not	lungs
•	 No	pulmonary	circulation
•	 Endoderm-derived	swim	bladder	(functioning	as	

a variable buoyancy device), which corresponds 
embryologically but not functionally to the lungs

Gastrointestinal system •	 Major	organs:	liver,	exocrine	and	endocrine	
pancreas, gall bladder

•	 Zonal	specializations	along	the	length	of	the	
absorptive alimentary tract

•	 Immune	cells	in	lamina	propria

•	 Lack	an	acidified	digestive	organ
•	 Have	an	intestinal	bulb	rather	than	stomach
•	 Intestinal	Paneth	cell	not	present

Renal and urinary systems •	 Glomerular	anatomy	and	function •	 Filtration	occurs	in	anterior	and	posterior	kidneys
•	 Mesonephric	rather	than	metanephric	adult	

kidney
•	 No	bladder	or	prostate	gland
•	 No	structure	in	zebrafish	homologous	to	

descending or ascending thin limb of nephron in 
mammals

Reproductive system •	 Molecular	and	embryological	biology	of	germ-cell	
development

•	 Cellular	anatomy	of	germ-cell	organs,	the	testis	
and ovary

•	 No	sex	chromosomes;
•	 Mechanism	of	sex	determination	is	uncertain
•	 Fertilization	is	ex	vivo	(no	uterus	or	the	related	

internal female reproductive organs)
•	 Oocytes	are	surrounded	by	a	chorion,	not	the	

zona pellucida, which must be penetrated by 
sperm

•	 Nonlactating;	no	breast	equivalent

Endocrine system •	 Most	endocrine	systems	represented,	including	
hypothalamic/hypophyseal axis (glucocorticoids, 
growth hormone, thyroid hormone, prolactin), 
parathyroid hormone, insulin, and rennin

•	 Differences	in	anatomical	distribution	of	glands,	
for example, discrete parathyroid glands do not 
seem to be present

•	 Prolactin	has	a	primary	role	in	osmoregulation

Skin and appendages •	 Ectodermal	derivative
•	 Pigmentation	pattern	is	due	to	neural-crest-

derived pigment cells including melanocytes

•	 Structures	unique	to	fish	that	are	specialized	for	
the aquatic environment (including elasmoid 
scales, mucous cells)

•	 Lack	appendages	(hair	follicles,	sebaceous	
glands)

•	 Additional	pigment	cell	types:	xanthophores	and	
iridophores

Table adapted with permission from Lieschke, G.J., Currie, P.D., 2007; Davis, E.E., Katsanis, N., 2014. Biochim. Biophys. Acta 1842, 1960–1970.

TABLE 25.2  Anatomical Comparisons Between Zebrafish and Humans (cont.)
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2 ZEBRAFISH IN THE LABORATORY: 
A HISTORICAL OVERVIEW

The zebrafish is a tropical teleost that has found its 
way from the freshwater rivers and streams of southeast 
Asia, to pet stores and home aquaria worldwide, and 
eventually to hundreds of research laboratories over the 
course of the past ∼50 years (Fig. 25.1). One common 
zebrafish strain, AB, actually originates from a mating 
of strain A and strain B purchased on two different oc-
casions from a pet store in Albany, Oregon (Chakrabarti 
et al., 1983; Streisinger et al., 1981; Wilson et al., 2014). 
Led in large part by University of Oregon researcher 
George Streisinger in the 1960s and 1970s, zebrafish tran-
sitioned from a household pet to a preeminent model of 
embryonic development because of a unique blend of at-
tributes. First, one pair of zebrafish adults can produce 
several hundred embryos in a single mating, and can 
be mated repeatedly every 10–14 days for a sustained 
period of several months. Second, embryos develop 
synchronously ex vivo, enabling uninhibited visualiza-
tion during early development; early organ formation is 
rapid, with major organ systems formed within the first 
few days postfertilization; and importantly, zebrafish 

embryos are optically transparent (Kimmel et al., 1995; 
Streisinger et al., 1981). Finally, zebrafish have mod-
est diet, space, and water-quality requirements, and 
the emergence of husbandry standards has improved 
consistency and ease of care in the laboratory setting 
(Lawrence, 2016).

The zebrafish has a diploid genome for which the se-
quence is publicly available, and ∼70% of human genes 
have at least one zebrafish ortholog (Howe et al., 2013b). 
The most notable structural difference of the zebrafish 
genome, and a major cause for the challenges of initial ge-
nome assembly, stems from the teleost specific duplica-
tion event (Amores et al., 1998; Meyer and Schartl, 1999; 
Postlethwait et al., 1998), which has resulted in an aver-
age of 2.28 zebrafish genes per human ortholog (Howe 
et al., 2013b). As a result of the genomic duplication, cer-
tain zebrafish gene pairs have acquired one of four dif-
ferent functional classifications: (1) redundant function; 
(2) neofunctionalization; (3) subfunctionalization; or (4) 
pseudogenization. The zebrafish orthologs of NF1, the 
genetic cause of neurofibromatosis in humans (Cawthon 
et al., 1990; Viskochil et al., 1990; Wallace et al., 1990), 
are an example of redundant function; loss of both or-
thologs is required to recapitulate Ras signaling defects 

FIGURE 25.1 Timeline summarizing landmarks in zebrafish model organism research. Over the past ∼50 years, numerous landmarks 
in resource development (bottom; purple box), forward genetic screening (top; green box), and reverse genetics approaches (middle; blue box) 
have improved our knowledge of vertebrate animal development, as well as human genetic disease through the use of zebrafish studies. ENU, 
N-ethyl-N-nitrosourea; TILLING, targeting-induced local lesions in genomes.
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and relevant neuronal and tumorigenesis phenotypes 
observed in humans (Shin et al., 2012). Subfunctionaliza-
tion is the phenomenon in which orthologous pairs of 
genes have the same function, but in discrete contexts. 
One example of subfunctionalization is the expression of 
the transcription factors pax6a and pax6b [orthologous to 
PAX6, the cause of multiple ocular disorders in humans 
(Jordan et al., 1992)]; the former is expressed primarily 
in the brain, and the latter has predominant expression 
in the pancreas (Kleinjan et al., 2008). Neofunctionaliza-
tion, less frequently documented, is the phenomenon in 
which one of the two orthologs has acquired a distinct 
function from its cognate partner. However, in some in-
stances, there is only one functional ortholog of the ze-
brafish pair of genes, termed pseudogenization (Force 
et al., 1999). In sum, the accurate characterization of the 
zebrafish genome has been critical to inform the devel-
opment of models to mimic human phenotypes.

The zebrafish genome harbors extensive variation, 
and recent application of whole genome sequencing 
(WGS) and whole exome sequencing (WES) approaches 
have elucidated the differences within and across wild-
type zebrafish strains (Leshchiner et al., 2012; Obholzer 
et al., 2012; Ryan et al., 2013). A recent WGS study com-
paring natural genetic variation across three laboratory-
reared strains (Tupfel long fin [TL]; Wild India Kolkata 
[WIK]; and EkkWill [EK]) identified an average of 5.04 
million single nucleotide polymorphisms (SNPs) per 
strain in comparison to the Zv9 reference genome, and 
uncovered population isolates that had arisen in the same 
strain maintained in independent laboratories. The SNP 
density in zebrafish, ∼7 SNPs per 1 kb of unique sequence, 
is higher than that of any human population surveyed 
to date using WGS [2.6–4.4 SNPs per 1 kb; (Genomes 
Project et al., 2010)], and is publicly accessible through the 
SNPfisher website (Butler et al., 2015). This initial char-
acterization of genetic variability and drift is not only a 
starting point toward understanding the buffering capac-
ity of the zebrafish genome, but is also a valuable resource 
that will assist with the precise development of tools that 
depend on base complementarity to target the genome.

Extensive genomic characterization, in addition to 
systematic expression studies using primarily RNA 
in situ hybridization (Thisse and Thisse, 2008), have 
motivated the generation of a repertoire of zebrafish 
mutants and transgenic reporter lines. These data are 
curated in ZFIN (the Zebrafish Model Organism Data-
base; www.zfin.org), a publicly available, searchable 
database (Howe et al., 2013a). Furthermore, zebrafish 
reagents have been centralized by ZFIN’s sister organi-
zation, ZIRC (Zebrafish International Resource Center; 
www.zirc.org), a US-government supported center that 
maintains zebrafish lines, frozen sperm, and reagents for 
redistribution to the scientific community (Carmichael 
et al., 2009; Varga, 2011).

3 FORWARD GENETICS: PHENOTYPE-
DRIVEN STUDIES OF VERTEBRATE 

DEVELOPMENT

Long before widespread access to databases or cu-
rated genomic sequencing data, zebrafish research was 
motivated primarily to answer questions about verte-
brate embryonic development (Fig. 25.1). Initial genetic 
screens in any model organism were predated by the 
practice of enthusiasts to collect animals with unusual 
traits that likely arose spontaneously. This was a well-
known practice for mice, and a series of spontaneous 
mutants with peculiar phenotypes were collected at ma-
jor facilities, such as the Jackson Laboratory; however, 
a major drawback was the investigator’s inability to 
generate a predetermined phenotype of interest for fur-
ther genetic mapping (Kile and Hilton, 2005). Random 
mutagenesis revolutionized the ability to create mutant 
animals; although zebrafish became a laboratory model 
later than the mouse, the employment of mutagens to 
conduct efficient forward genetic screening occurred 
in parallel for both species. Reviewed extensively else-
where (Lawson and Wolfe, 2011), this “phenotype-first” 
approach involves the following steps: (1) random, and 
evenly dispersed introduction of mutations throughout 
the genome; (2) generation of progeny who harbor re-
cessive mutations using informative breeding schemes; 
(3) assessment of animals for measurable phenotypic 
readouts; and (4) identification of the gene and muta-
tion underlying the phenotype. This approach involves 
significant time, space, and personnel but has served as 
an important platform to expand our understanding of 
embryonic development.

The first zebrafish screens were reported in the 1980s 
and used gamma rays to introduce recessive lethal muta-
tions. However, this resulted in substantial chromosomal 
breaks and rendered the mapping to a single causal locus 
challenging (Chakrabarti et al., 1983; Streisinger, 1983). 
This approach was replaced with a more refined meth-
od, treatment of alkylating reagents including N-eth-
yl-N-nitrosourea (ENU), resulting in less severe genomic 
lesions than that of its predecessor through introduction 
of point mutations at the rate of approximately one mu-
tation per genome (Mullins et al., 1994; Solnica-Krezel 
et al., 1994). The success of this approach motivated 
two large scale forward screening efforts in the 1990s; 
laboratories in Tübingen and Boston applied ENU to ze-
brafish, and within 2 years, their combined efforts led 
to the characterization of ∼4000 embryonic lethal phe-
notypes affecting early patterning [e.g., gastrulation 
(Hammerschmidt et al., 1996; Solnica-Krezel et al., 1996); 
somitogenesis (van Eeden et al., 1996); notochord forma-
tion (Odenthal et al., 1996)]; organogenesis [e.g., brain 
(Brand et al., 1996; Jiang et al., 1996; Schier et al., 1996); 
cardiovascular system (Stainier et al., 1996)]; and the 
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craniofacial skeleton (Neuhauss et al., 1996; Piotrowski 
et al., 1996; Schilling et al., 1996).

How did the products of forward genetic screens in-
form genetic findings from humans? The initial torrent 
of zebrafish ENU screen publications from the December 
1996 issue of Development (Driever et al., 1996; Haffter 
et al., 1996), and the ensuing characterization of such 
mutants contributed significantly to our knowledge of 
vertebrate development. However, the direct contri-
bution as models of human disease was more modest. 
There are four primary reasons for this: First, because 
most forward screen mutants display embryonic lethal 
phenotypes, many postnatal or adult phenotypes would 
likely have been missed. Second, the breeding strategy 
of forward genetics paradigms mandates a recessive 
mode of inheritance and a loss-of-function effect, ex-
cluding the possibility of capturing dominant negative 
or gain-of-function alleles. Third, the randomness of 
chemical mutagens means that the chance of recapitulat-
ing human variants of interest, especially recurrent point 
mutations present in human cohorts, is low. Finally, the 
unique structure of the partially duplicated zebrafish ge-
nome is such that a null mutation in a zebrafish locus 
corresponding to an orthologous human disease gene 
may produce a negative phenotype. Among the genes 
for which there is an identifiable human ortholog, 47% 
have a reciprocal relationship with a human counterpart 
while the remainder of zebrafish genes have complex 
one-to-many or many-to-one orthology in comparison 
to the human gene (Howe et al., 2013b). Especially prob-
lematic are zebrafish genes with redundant function; 
the wild-type duplicate might mask the effects of a null 
mutation present in only one of the two orthologs. Fur-
thermore, mutation in one of the two orthologous gene 
partners that have undergone neo- or subfunctionaliza-
tion would have imperfect recapitulation of the human 
disease phenotype, thereby confounding mechanistic 
studies of genes underscoring such human pathologies.

Nonetheless, there are notable examples in which 
ENU mutants have been successful in drawing anatomi-
cal correlates for genes implicated in human disorders 
with anatomical defects. For instance, the crusherm299 mu-
tant was identified in a craniofacial phenotyping forward 
screen, and the causal nonsense mutation was mapped 
to sec23a (Lang et al., 2006). Coincident with this discov-
ery, SEC23A mutations in humans were shown to cause 
a clinically relevant craniofacial dysmorphology, cranio-
lenticulo-sutural dysplasia, bolstering the evidence of 
causality in both species (Boyadjiev et al., 2006). Impor-
tantly, the application of WGS (Obholzer et al., 2012) and 
WES (Ryan et al., 2013), and improved mapping strate-
gies (Leshchiner et al., 2012) to zebrafish ENU mutants 
has accelerated the speed of gene discovery. As an ex-
ample, this approach has also generated mechanistic hy-
potheses for complex traits, such as inflammatory bowel 

disease (IBD). In a recent screen to identify mutants with 
defects in gut epithelium integrity (Ryan et al., 2013), 
WES of two different mutant larval progeny identified 
disruption of uhrf1 and dnmt1, both of which have been 
associated previously in GWAS for IBD risk of onset in 
humans (Franke et al., 2010). Although infrequent, the 
intersection of a zebrafish mutant with a human disease 
locus provides functional information justifying the con-
tinued use of forward genetics approaches. Furthermore, 
forward screen models will maintain an important role 
in the context human genetics by generating hypotheses 
to test in human cohorts.

4 REVERSE GENETICS: TESTING 
CANDIDATE GENES IN ZEBRAFISH 

MODELS

Forward genetic screening is a powerful method that 
involves the grouping of phenotypic anomalies and sub-
sequent dissection of the underlying gene and variant to 
inform aberrant development. However, this approach 
produces a random distribution of mutations and there 
is no certainty that targeting will occur in a specific locus 
of interest. To overcome this limitation, and to circum-
vent the cumbersome breeding strategy hallmarked by 
the approach, precise targeting of candidate genes and 
alleles can be achieved through several methods that 
have been developed (Fig. 25.1).

For early patterning and organogenesis phenotypes, 
transient gene manipulation can be achieved through 
the injection of either morpholino (MO) antisense oli-
gonucleotides (gene suppression) or capped in vitro 
transcribed mRNA (ectopic expression) into zebraf-
ish embryos. MOs are stable molecules that consist of 
a large, nonribose morpholine backbone with the four 
DNA bases pairing stably with mRNA at either the 
translation start site (to disrupt protein translation), or 
at exon–intron boundaries (to inhibit mRNA splicing) 
(Summerton and Weller, 1997). In 2000, Nasevicius and 
Ekker showed the first effective gene knockdown in ze-
brafish embryos; they injected MOs targeting five differ-
ent genes shown previously through forward genetics to 
cause embryonic lethal phenotypes, and reproduced the 
mutant defects. Further, they suppressed urod and shh 
as a proof of concept to model the human genetic dis-
orders hepatoerythropoietic porphyria and holoprosen-
cephaly, respectively (Nasevicius and Ekker, 2000). Since 
this report, thousands of studies have used this technol-
ogy to expand our knowledge of vertebrate develop-
mental mechanisms and to mimic human pathologies. 
Additionally, in vivo complementation approaches—
coinjection of MO and capped human mRNA harboring 
either wild-type or human mutant versions of a gene 
followed by statistical comparisons of rescue efficiency 
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(Fig. 25.2)—have been used to test variant pathogenic-
ity (Niederriter et al., 2013); to determine direction of 
allele effect (loss-of-function, dominant negative, or 
gain-of-function) (Niederriter et al., 2013); to dissect 
isoform-specific effects on variant pathogenicity (Borck 
et al., 2015; Sarparanta et al., 2012; Schulte et al., 2014); 
to test evolutionary genomic hypotheses, such as cis 
compensation (Jordan et al., 2015); and to test whether 
pathway-specific modulation with small molecule com-
pounds can ameliorate zebrafish phenotypes analogous 
to human pathologies (Bogershausen et al., 2015).

Some 15 years of broad MO use has propelled mul-
tiple discoveries, but it is not a panacea. There are mul-
tiple drawbacks to this reagent that include: (1) limited 
efficacy to the first 3–5 days postfertilization (Nasevicius 
and Ekker, 2000); (2) with few exceptions, injected MOs 
and mRNAs do not confer spatial or temporal specific 
activity (Shestopalov et al., 2007); and (3) MOs can pro-
duce nonspecific developmental phenotypes due to 

off-target effects (Eisen and Smith, 2008). Still, for tran-
sient studies of early developmental phenotypes, the 
MO remains a valuable reagent that can enhance human 
genetic studies, provided that appropriate experimental 
controls are employed. Such controls include: (1) direct 
demonstration of efficient gene-specific knockdown; 
this can be accomplished through either immunoblot 
for translation blocking MOs (dependent upon antibody 
availability), or RT-PCR studies for splice-blocking MOs; 
(2) significant and reproducible rescue of MO pheno-
types with coinjection of orthologous wild-type RNA; 
(3) observation of similar phenotypic outcomes when 
two or more MOs targeting different sites of the gene are 
injected independently; (4) phenotypic similarities with 
a stable mutant; and (5) when possible, demonstration 
that injection of MO into embryos harboring a null allele 
in the same target gene do not induce additional phe-
notypes (Eisen and Smith, 2008; Kok et al., 2015; Rossi 
et al., 2015).

FIGURE 25.2 In vivo complementation assay to test variants of uncertain significance. Nonsynonymous variants, in-frame insertion/dele-
tions, or truncating mutations that are not subject to nonsense-mediated decay can be assessed in zebrafish using the following approach. Briefly, 
the assay begins with (1) suppression of a gene of interest using MOs, and subsequent quantitative scoring of a phenotype relevant to the human 
pathology. If a phenotype is observed, the assay proceeds to loss-of-function tests. If the knockdown results in a phenotype that can be rescued 
similarly with (2) wild type (WT) and with (3) mutant mRNA, the allele is likely a benign variant (yellow box). If the mutant rescue is statistically 
improved from MO, but worse than WT, the allele is a hypomorph (green box); and if the MO and mutant rescue are indistinguishable, the variant 
is a functional null (green box). To recapitulate transient phenotypes, a genome-editing technology, such as CRISPR/Cas9 should be employed to 
generate founder (F0) and subsequent stable mutants (F1 and F2). For dominant tests, if the injection of (4) WT mRNA or (5) mutant mRNA do not 
yield a phenotype, this indicates that the variant is a loss-of-function or the assay may have failed (blue box). If the mutant mRNA alone results in 
a phenotype that can be titrated with increasing doses of WT mRNA to rescue the phenotype, it is likely to be a dominant negative (lavender box); 
if the titration of mutant mRNA with WT mRNA is indistinguishable from mutant mRNA alone, the allele is scored as a gain-of-function variant 
(lavender box). Stable transgenesis can be used to induce ectopic expression of human genes harboring dominant negative or gain-of-function vari-
ants; if ubiquitous expression results in embryonic lethality, tissue-specific or temporal-specific approaches can be used to study variant effects. 
Source: Figure adapted from Niederriter, A.R., Davis, E.E., Golzio, C., Oh, E.C., Tsai, I.C., Katsanis, N., 2013. In vivo modeling of the morbid human genome 
using Danio rerio. J. Vis. Exp. 78, e50338.
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Independently of MOs, the molecular techniques to 
develop germline zebrafish mutants for a gene of inter-
est have evolved substantially. Iterative refinement of ze-
brafish mutant approaches have been motivated, in part, 
by some key limitations of MOs, including phenotypic 
variability and the restriction to anatomical assessment 
in early larval stages. Targeting-Induced Local Lesions 
in Genomes (TILLING) was the first reverse genetic 
approach to produce germline mutations (Wienholds 
et al., 2002). Similar to forward screens, TILLING har-
nesses the mutagenic properties of ENU to introduce 
mutations into male zebrafish sperm, and then gener-
ate F1 families. Sperm from F1 males is cryopreserved 
while genomic lesions are screened in target genes. This 
was accomplished initially by PCR amplicon screening 
in early exons or critical protein domains, and is now 
carried out by WES to augment mutant discovery rates; 
at the initial time of publication, TILLING mutants were 
reported for ∼38% of all known zebrafish protein cod-
ing genes (Kettleborough et al., 2013). This corresponds 
to ∼60% of orthologous genes associated with a human 
phenotype in the Online Mendelian Inheritance in Man 
(OMIM; http://www.omim.org) database and has ex-
panded to >36,000 mutant alleles (www.sanger.ac.uk/
Projects/D_rerio/zmp), although it is not clear how 
many of these are genuinely recoverable to propagate 
mutant lines. While the TILLING efforts have generated 
a comprehensive resource of putative loss-of-function or 
hypomorphic models of human genetic disorders, there 
is the possibility that ENU may have introduced lesions 
at multiple sites in the genome. Therefore, it remains 
critical to obtain multiple mutant alleles in a gene of 
interest for phenotypic characterization to ensure speci-
ficity of the pathology. These guidelines also apply to 
transposon (Sivasubbu et al., 2007) or retrovirus (Wang 
et al., 2007) insertional mutants developed using similar 
reverse genetics approaches.

Neither forward ENU screens nor reverse TILLING 
approaches are experimentally tractable; fortunately 
genome-editing techniques have propelled the utility of 
zebrafish further by enabling precise and germline trans-
mittable gene targeting that does not require excessive 
downstream screening to identify mutations (Wijshake 
et al., 2014). One approach, zinc finger nucleases (ZFN), 
employs a zinc finger array to target specific genomic 
regions (usually in the early exon of a gene), and FokI 
endonuclease guides cleavage and repair at a target 
cleavage site (Urnov et al., 2010); this approach was first 
used to generate proof-of-principle models that altered 
pigment formation (gol locus); disrupted early embryo-
genesis (ntl), or resulted in aberrant vascular endothe-
lial growth (kdr) (Doyon et al., 2008; Meng et al., 2008). 
Second, transcription activator-like TAL effector nu-
cleases (TALEN) emerged as a locus-specific genome 
editing approach that has demonstrated improved 

specificity and superior germline efficacy than that of 
ZFN, accompanied by reduced technical costs (Bedell 
et al., 2012). The most recently developed genome-
editing technology involves clustered, regularly inter-
spaced, short palindromic repeats (CRISPR), which are 
bacterial type II systems that guide RNAs unique to a 
target site in the genome to drive DNA cleavage by the 
Cas9 endonuclease (Hwang et al., 2013). Subsequent re-
pair of this event will either induce small insertions or 
deletions, or accomplish knock-in of sequence with a re-
pair template. In a short period of time, multiple human 
genetic studies have reported the use of MO alongside 
CRISPR/Cas9 models to support human-driven WES/
WGS studies. Notable examples include CRISPR/Cas9 
mutagenesis of the gata5 locus mimicking the fautm236a 
zebrafish mutant and humans with congenital heart de-
fects (Chang et al., 2013; Reiter et al., 1999); recapitula-
tion of the human macrocephaly and gut phenotypes in 
humans with CHD8 mutations that were reproduced in 
one CRISPR/Cas9 founder mutant (F0) model and four 
different chd8 MO models (Bernier et al., 2014); model-
ing of mmp21 in a rare human laterality disorder with 
morphant and CRISPR/Cas9 F0s (Perles et al., 2015) 
(Fig. 25.3); and modeling of the vertebrate hedgehog 
effector PTCH1 as a candidate microphthalmia locus 
in which two MO and one CRISPR/Cas9 F0 zebraf-
ish models displayed eye size phenotypes reminiscent 
of the leprechaun mutant (Bibliowicz and Gross, 2009; 
Chassaing et al., 2016).

Although a multitude of studies have now shown 
that MOs and CRISPR/Cas9 often produce equivalent, 
or at least overlapping phenotypes, there have also been 
reports of discordance. Two publications in 2015 high-
lighted an absence of phenotype in mutant models of 
vascular development, which disagreed with clear phe-
notypes in MO-induced zebrafish models. First, Kok 
et al. (2015) selected more than 20 genes with previ-
ously published morphant phenotypes, and used ZFN, 
TALEN, or CRISPR/Cas9 to generate null mutations in 
each gene; they observed mutant phenotypes in only 
a minority of genes assessed and concluded that MOs 
produce a high false-positive rate. However, an inde-
pendent study that probed the discrepant phenotypes 
of endothelial extracellular matrix gene morphants and 
mutants corresponding to egfl7 and vegfaa, showed that 
compensatory networks can be activated in mutants 
(but not morphants) to buffer against phenotype-in-
ducing thresholds (Rossi et al., 2015). While these stud-
ies have motivated the zebrafish community to assess 
critically the best practices for transient gene suppres-
sion approaches, they have also opened the tantalizing 
possibility that genetic compensation can account for 
phenotypic differences across different strains or species 
in the context of loss of orthologous gene function. As-
sessment of additional genes with diverse functions will 
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be required to determine whether or not this is a wide-
spread phenomenon.

5 HUMANIZING ZEBRAFISH TO STUDY 
HUMAN GENETIC VARIATION

An expanding number of reports have demonstrated 
the ability of zebrafish to assist with the dissection of 
allele causality under Mendelian paradigms, as well as 
more complicated phenomena including oligogenic dis-
orders and contiguous gene syndromes. Certainly, there 
are some experimental limitations, including a lack of 
orthology for ∼30% of human genes in the zebrafish ge-
nome (Howe et al., 2013b), and the technical challenges 

associated with in vitro transcription of mRNA >6 kb in 
length (Niederriter et al., 2013). Even so, the major ben-
efits of zebrafish—experimental tractability and cross-
species structural and functional conservation—have 
been harnessed to establish: (1) physiological relevance 
of gene alteration to human pathology; (2) variant patho-
genicity, especially for nonsynonymous changes; and (3) 
direction of allele effect for a multifarious array of hu-
man genetic conditions with diverse modes of inheri-
tance, phenotypes, and ages of onset.

5.1 Single Gene Effects in Mendelian Disease

Zebrafish have been instrumental in modeling dis-
orders that segregate primarily under a recessive mode 

FIGURE 25.3 Zebrafish models of human genetic disease. In vivo assays in zebrafish can be applied to determine the physiological relevance 
of a candidate gene in various organ systems; these models can then be used to determine the direction of allele effect (i.e., loss-of-function or 
dominant negative) underlying diverse inheritance patterns. (A) Representative bright field lateral view of a 2 day postfertilization (dpf) wild-
type embryo with anatomical features highlighted with colors corresponding to each example. (B) Craniofacial anomalies (top, left): ventral view 
of cartilage structures as demarcated by automated live imaging of -1.4col1a1:egfp transgenic larvae at 3 and 4 dpf using Vertebrate Automated 
Screening Technology (VAST) as a model of a tubulinopathy caused by mutations in MAPRE2. CSC-KT, Circumferential skin crease—Kunze type. 
(C) Head size (top, center): ventral and lateral views of 2 dpf larvae; rpl10 suppression mimics the head size defect of a pedigree with X-linked 
microcephaly. (D) Renal atrophy (top, right): lateral view of 4 dpf controls and sec61al2 morphants immunostained with antiNa + /K + -ATPase 
antibody to assess renal tubular structure in a model of autosomal dominant tubululo-interstitial kidney disease; this defect was reproduced 
in CRISPR/Cas9 F0 founders. (E) Heterotaxia (bottom, left): mmp21 mutants and morphants display left-right asymmetry defects at 2 dpf as 
indicated by RNA in situ hybridization with cmlc2 to model a rare recessive heterotaxia syndrome; V, ventricle; A, atrium;. (F) Myofiber integrity 
(bottom, right): injection with mutant human DNAJB6 mRNA resulted in myofiber detachment at 2 dpf as indicated by immunostaining with 
slow myosin antibody to model adult onset limb girdle muscular dystrophy. Source: Image reproduced with permission from (B) Isrie, M., Breuss, M., 
Tian, G., Hansen, A.H., Cristofoli, F., Morandell, J., et al., 2015. Mutations in either TUBB or MAPRE2 cause circumferential skin creases Kunze type. Am. 
J. Hum. Genet. 97, 790–800. (C) Brooks, S.S., Wall, A.L., Golzio, C., Reid, D.W., Kondyles, A., Willer, J.R., et al., 2014. A novel ribosomopathy caused by 
dysfunction of RPL10 disrupts neurodevelopment and causes X-linked microcephaly in humans. Genetics 198, 723–733. (D) Bolar, N.A., Golzio, C., Zivna, M., 
Hayot, G., Van Hemelrijk, C., Schepers, D., et al., 2016. Heterozygous loss-of-function SEC61A1 mutations cause autosomal-dominant tubulo-interstitial and 
glomerulocystic kidney disease with anemia. Am. J. Hum. Genet. 99, 174–187. (E) Perles, Z., Moon, S., Ta-Shma, A., Yaacov, B., Francescatto, L., Edvardson, 
S., et al., 2015. A human laterality disorder caused by a homozygous deleterious mutation in MMP21. J. Med. Genet. 52, 840–847. (F) Sarparanta, J., Jonson, 
P.H., Golzio, C., Sandell, S., Luque, H., Screen, M., et al., 2012. Mutations affecting the cytoplasmic functions of the co-chaperone DNAJB6 cause limb-girdle 
muscular dystrophy. Nat. Genet. 44, 450–455, S451–452.
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of inheritance, especially congenital or childhood onset 
conditions with an orthologous anatomical structure. 
Through different strategies, zebrafish have provided 
layers of evidence to support the candidacy of a gene/
allele in disease. Regardless of whether the genetic evi-
dence is strong (multiple cases harboring unambiguous 
loss-of-function variants in the same gene); or exempli-
fies an “n-of-one” (ultra-rare condition in which a single 
case has rare variation that is predicted to impact pro-
tein function), a starting point in modeling recessive 
conditions is to recapitulate the disease phenotype in 
a zebrafish model. For instance, zebrafish have provid-
ed mechanistic insight into primary ciliary dyskinesia 
(PCD), a condition observed in 1/10,000 live births that 
is caused by almost exclusively null changes (nonsense, 
frameshift, or splice-site) (Praveen et al., 2015). Transient 
MO-based studies have shown that proteins of a prio-
ri unknown function including CCDC39, ARMC4, and 
ZMYND10 give rise to left–right asymmetry defects in 
zebrafish that are consistent with the situs inversus phe-
notypes observed in affected humans (Hjeij et al., 2013; 
Merveille et al., 2011; Zariwala et al., 2013). A more poi-
gnant problem in clinical genetics, however, is the chal-
lenge of supporting the candidacy of ultra-rare alleles in 
isolated cases or pedigrees. Community efforts to iden-
tify multiple rare cases with mutations in the same gene 
(Sobreira et al., 2015) can be unfruitful, necessitating the 
use of an animal model (Hieter and Boycott, 2014). This 
can be especially challenging for the clinically hetero-
geneous neurodevelopmental defects that encompass 
microcephaly, intellectual disability, autism spectrum 
disorders, and structural anomalies of the brain. One ex-
ample is the identification of a rare missense mutation in 
the 60S ribosomal protein component gene RPL10 that 
segregated with microcephaly in three males of a single 
X-linked pedigree. Suppression of the gene in zebrafish 
embryos resulted in a significant reduction in larval 
head size (Fig. 25.3), and in vivo complementation with 
mutant mRNA failed to rescue the phenotype indicating 
that the p.K78E variant shared by affected individuals 
was a loss-of-function allele (Brooks et al., 2014). Clinical 
relevance and variant pathogenicity was also determined 
in a similar fashion for a candidate pontocerebellar hy-
poplasia locus, EXOSC3, encoding exosome component 
3. Wan et al. (2012) identified nonsynonymous changes 
in four affected siblings through WES, and used zebraf-
ish assays to demonstrate that the cerebellar phenotype 
could be mimicked in zebrafish exosc3 morphants, and 
that coinjection of human mRNA harboring these chang-
es failed to rescue the neuroanatomical defect. Finally, 
the use of complementation studies have uncovered ap-
parent isoform-specific effects in recessive neurological 
disease, such as the observation that candidate missense 
changes present in both BRF1 transcripts, encoding B-
related factor involved in RNA transcription, are only 

deleterious in the short protein isoform implicating it 
specifically in cerebellar hypoplasia and intellectual dis-
ability (Borck et al., 2015).

Differing from recessive conditions, in which the vari-
ant is more likely to result in a loss of protein function, 
traits that segregate in an autosomal dominant paradigm 
could be the result of three mechanisms: (1) loss-of-
function; (2) gain-of-function; or (3) dominant negative. 
A heterozygous null variant in some pediatric-onset 
dominant diseases that segregates in multiple affected 
individuals in a multigenerational pedigree is often suf-
ficient to suggest a haploinsufficiency model; this has 
been confirmed in zebrafish through MO-induced gene 
suppression. For example, dilated cardiomyopathy is 
caused by ablation of the gene encoding heat shock pro-
tein cochaperone BCL2-associated athanogene 3 (BAG3), 
and knockdown studies in zebrafish reproduce the hu-
man cardiac defects (Norton et al., 2011). Likewise, au-
tosomal dominant tubule-interstitial kidney disease 
(ADTKD) has been modeled in zebrafish to show both 
phenotypic relevance and loss-of-function effects of 
putative causal alleles. CRISPR/Cas9 F0 mutants and 
morphants of sec61a1 displayed renal tubular atrophy 
consistent with the human phenotypes (Fig. 25.3); and 
assay of two different missense changes suggested that 
allelism at that locus was consistent with patient sever-
ity (a functional null in the syndromic ADTKD pedigree; 
a hypomorphic variant in the family with renal disease 
and anemia) (Bolar et al., 2016).

Not all dominant conditions are the result of insuffi-
cient dose, however, and injection of human mRNA bear-
ing a mutation can uncover dominant negative effects 
in developing zebrafish. One example is the transient 
functional study of the cochaperone DNAJB6, mutations 
which cause adult-onset limb girdle muscular dystrophy 
(Sarparanta et al., 2012). Coinjection of mutant DNAJB6 
mRNA in the presence of equivalent amounts of wild-
type transcript resulted in myofiber defects in zebrafish 
embryos (Fig. 25.3); injection of increasing amounts of 
wild-type mRNA with a fixed concentration of mutant 
transcript resulted in a phenotypic rescue, suggesting 
the dominant toxicity of the mutant alleles. Given the 
nature of dominant mutations (pathogenic in heterozy-
gosity), the use of zebrafish to investigate such disorders 
will likely remain restricted to transient MO, CRISPR/
Cas9 F0, or mRNA-based studies until the refinement of 
more tractable gene suppression/expression techniques 
in zebrafish has been achieved.

In addition to recessive or dominant inheritance, vari-
ants can arise de novo; these phenomena are significant 
contributors to the human mutational burden (Veltman 
and Brunner, 2012). Similar to dominant inherited disor-
ders, de novo variants can either cause haploinsufficien-
cy, novel allele function, or dominant negative effects. 
Therefore use of an unbiased approach to discern the 
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direction of allele effect is critical. For example, zebrafish 
were employed to study de novo missense mutations in 
CACNA1C, encoding the voltage-gated calcium chan-
nel Cav1.2, in Timothy syndrome (TS), a pediatric dis-
order hallmarked by cardiac arrhythmias, syndactyly, 
and craniofacial dysmorphisms. Expression of mutant 
mRNA and suppression of cacna1c in zebrafish larvae 
not only showed that the mutation confers a gain-of-
function effect, but also demonstrated a novel role for 
Cav1.2 in the nonexcitable cells of the developing man-
dible (Ramachandran et al., 2013). Taken together, these 
Mendelian examples demonstrate the diversity of zebraf-
ish as a tool to characterize diverse pathomechanisms.

5.2 Second-Site Modifiers and Oligogenic Effects

Dissection of second-site phenotype modification in 
primarily recessive human genetic disorders is a chal-
lenge, primarily due to the power limitations of small 
cohorts. However, multiple modifier and oligogenic hy-
potheses have been tested successfully in zebrafish and 
the ciliopathies epitomize this approach. Underscored 
by the structural or functional defects of the primary cili-
um, the ciliopathies have been causally linked with >100 
different loci and can give rise to a constellation of hu-
man phenotypes (Davis and Katsanis, 2012). Dissection 
of the genetic architecture of Bardet–Biedl syndrome 
(BBS), a ciliopathy characterized by retinal degeneration, 
truncal obesity, postaxial polydactyly, renal abnormali-
ties and intellectual disability, using zebrafish models 
demonstrated: (1) the pathogenic potential of >100 al-
leles identified in cases, most of which are nonsynony-
mous changes; (2) revealed an unexpected contribution 
of dominant negative variants in oligogenic pedigrees 
with BBS; (3) provided sensitivity (98%) and specificity 
(82%) metrics for the in vivo complementation assay to 
predict allele pathogenicity; and (4) has suggested that 
as many as >50% of cases have one to four additional 
heterozygous deleterious variants in BBS genes outside 
of the primary causal locus that interact either additively 
or synergistically to aggravate phenotype (Lindstrand 
et al., 2016; Zaghloul et al., 2010). Transient zebrafish 
in vivo complementation assays have similarly been 
used to support the RPGRIP1L p.A229T as a modula-
tor of retinal endophenotypes in ciliopathies (Khanna 
et al., 2009); TTC21B as a common contributor to muta-
tional burden in ciliary disease (Davis et al., 2011); RET 
as a modifier of Hirschsprung phenotypes in BBS (de 
Pontual et al., 2009); and trans-heterozygous interaction 
between DNAH5 and DNAH6 as a likely molecular ba-
sis for the heterotaxy phenotypes of some PCD cases (Li 
et al., 2016). Increased genetic resolution of oligogenic 
phenomena in disorders such as the ciliopathies offers 
a platform to test tractability thresholds in zebrafish 
(Lindstrand et al., 2016); it is unclear whether coinjection 

of more than two or three MOs will still yield meaning-
ful results.

Although the semiclosed organellar basis of the cil-
iopathies makes them a tractable model to study epista-
sis, the use of zebrafish modeling is not exclusive to this 
class of disorder. Notably, zebrafish interaction studies 
were used to support the candidacy of homozygous di-
genic mutations in OTUD4 and RNF216, encoding com-
ponents of the ubiquitin system, as the genetic basis of 
ataxia with hypogonadotropic hypogonadism (Margolin 
et al., 2013). Compared to exacerbative multigene effects, 
protective effects are even more challenging to identify 
in human genetics. For example, spinal muscular atro-
phy (SMA) is caused by mutations in SMN1, but muta-
tion-bearing unaffected individuals have been shown to 
overexpress plastin 3 (PLS3). To test the putative protec-
tive effects of PLS3 or CORO1C, another F-actin bind-
ing protein, in the absence of SMN1, these genes were 
overexpressed and suppressed in zebrafish larvae and 
phenotyped using axon length and growth measures 
(Hosseinibarkooie et al., 2016; Oprea et al., 2008).

5.3 Contiguous Gene Syndromes

Frequently arising de novo, CNVs account for a sig-
nificant proportion of the molecular basis of human ge-
netic disease (Carvalho and Lupski, 2016). This class of 
variation can range in size from a few thousand to mil-
lions of base pairs; is not identifiable by conventional 
chromosomal banding; and in the absence of specific 
depth of coverage algorithms, can also be missed by WES 
(Katsanis and Katsanis, 2013). Thus, the augmented use 
of array comparative genomic hybridization (aCGH), 
and SNP arrays in recent years has uncovered a plethora 
of CNVs, with the progressive transition to whole ge-
nome sequencing expected to enrich the catalogs of this 
mutational class further. Although genotype–phenotype 
correlations among affected individuals with either over-
lapping CNVs, or clinical comparisons of individuals 
with deleterious point mutations in genes that are en-
compassed by CNVs, can assist in narrowing specific 
genetic drivers, this class of genomic lesion has been his-
torically intractable to functional study (Lindsay, 2001). 
Until recently, the majority of reports aiming to elucidate 
human CNVs utilized the mouse, and rather than unbi-
ased systematic generation of mutants corresponding to 
each gene within the CNV, mutants are prioritized typi-
cally because of a priori biological function that could 
pertain to patient phenotype (Iyer and Girirajan, 2015). 
Some notable examples include the Rai1 null mutant or 
overexpression models that recapitulate most neurologi-
cal, body mass, and craniofacial aspects of the reciprocal 
17p11.2 CNV (Bi et al., 2005; Walz et al., 2003); or the Tbx1-/- 
mouse that has demonstrated the cardiac and craniofa-
cial anomalies associated with 22q11.2 deletion syndrome 
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(Lindsay et al., 2001). Because of their superior experi-
mental tractability in comparison to mammalian counter-
parts, zebrafish have emerged, recently, as a robust model 
to dissect both recurrent and nonrecurrent CNVs. Shown 
previously to model CNVs in malignant tumors (Ceol 
et al., 2011), one of the first reported examples to dissect 
a germline CNV in zebrafish was the systematic assess-
ment of 29 genes in the recurrent reciprocal 16p11.2 du-
plication/deletion CNV. This locus is associated with 
neurocognitive defects that include intellectual disabil-
ity, autism spectrum disorder, and epilepsy for either the 
deletion or duplication, and schizophrenia that is asso-
ciated primarily with the duplication CNV (McCarthy 
et al., 2009; Weiss et al., 2008). Using mRNA suppres-
sion and overexpression, and focusing on the mirrored 
macro- and microcephaly phenotypes as directly relevant 
and measurable readouts for the mirrored CNVs, respec-
tively, Golzio and coworkers showed that KCTD13 is the 
major driver of head size phenotypes in zebrafish. Addi-
tionally, pairwise gene modulation of KCTD13 and every 
other gene in the 16p11.2 region followed by head size 
measurement of embryo batches revealed that mitogen-
activated protein kinase 3 (MAPK3) and major vault pro-
tein (MVP) interact genetically with KCTD13 to worsen 
the phenotype (Golzio et al., 2012). In another example of 
CNV dissection, MO-induced knockdown of three genes 
orthologous to the 8q24.3 nonrecurrent deletion CNV 
showed that the loci encoding the planar cell polarity 
effector SCRIB, and the splicing factor, PUF60 were the 
major drivers of phenotype. Both genes were implicated 
synergistically in the neurological and short stature phe-
notypes; whereas SCRIB appeared to be the main contrib-
utor to the renal abnormalities and coloboma; and PUF60 
ablation was linked to the cardiac phenotypes observed 
in the five individuals harboring overlapping microdele-
tions in the genomic region on 8q (Dauber et al., 2013). 
Finally, in vivo dissection of the 17p13.1 CNV, the un-
derlying cause of a microdeletion syndrome involving 
intellectual disability, poor to absent speech, dysmorphic 
features, and microcephaly, showed that the combinato-
rial effects of at least three genes likely cause the head 
size defects in affected individuals. Dosage perturba-
tion of the nine genes localized to the minimal interval 
the 17p13.1 locus revealed that at least three transcripts 
(ACADVL, DVL2, and GABARAP) are the major drivers 
of neurodevelopment phenotypes (Carvalho et al., 2014). 
Together, these studies demonstrate how zebrafish have 
provided insight into penetrance and phenotypic vari-
ability of reciprocal CNVs. The single-gene tests and ge-
netic interaction assays have helped to classify a grow-
ing number of CNVs into recently described paradigms 
to explain clinical manifestation in cases. The 16p11.2 
CNV exemplifies the cis-epistasis simplex CNV model in 
which one or multiple genes are necessary and sufficient 
to cause phenotypes but epistasis interactions modulate 

the expressivity and penetrance of the phenotype; or the 
8q24.3 CNV typifies the cis-epistasis complex CNV mod-
el in which multiple primary driver genes are sufficient 
to cause independent or similar phenotypes (Golzio and 
Katsanis, 2013).

5.4 From GWAS to Biology Underlying 
Complex Traits

Unlike penetrant Mendelian alleles or driver genes in 
CNVs, GWAS are more likely to detect loci of modest 
effect. One consequence of this is that GWAS alone have 
been challenged to link risk loci with genes, while poor 
statistical power and scant functional data hamper the 
identification of potential epistatic interactions. Howev-
er, recent reports have indicated promise for the utility 
of zebrafish to dissect genes at or near loci that confer 
significant risk for some complex traits. Rare alleles iden-
tified after GWAS and targeted resequencing of the asso-
ciated locus are reasonably straightforward to study; the 
experimental paradigm is similar to that of Mendelian 
conditions. For example, combined in vitro analysis of 
enzyme stability with vascular integrity studies in the 
larval retina demonstrated a critical role for a rare vari-
ant in CFI, the gene encoding complement factor I, thus 
providing direct evidence supporting a loss of CFI func-
tion in age-related macular degeneration (AMD) (van 
de Ven et al., 2013). Similarly, in vivo complementation 
assays were critical to show pathogenicity for a rare mis-
sense change (p.I397V) in BBS10 shown to be associated 
with type 2 diabetes (T2D) in Finnish individuals (Lim 
et al., 2014). Importantly, this study demonstrated a phe-
notypic continuum in which loss of function of a gene 
causing a Mendelian disorder (BBS) could also contrib-
ute to a complex trait (T2D).

Zebrafish have also been employed to test the physi-
ological relevance of novel risk loci in the absence of un-
derlying rare variants. For example, functional testing 
of loci associated with platelet count in cohorts of Euro-
pean ancestry identified 11 novel genes implicated in D. 
rerio blood cell formation (Gieger et al., 2011). Addition-
ally, Liu et al. conducted a GWAS to identify risk factors 
for chronic kidney disease in African American popula-
tions. To assess the physiological relevance of candidate 
loci, they suppressed orthologous zebrafish genes sys-
tematically and analyzed glomerular filtration defects in 
zebrafish; these efforts yielded KCNQ1 as a functionally 
relevant candidate (Liu et al., 2011). In addition, zebraf-
ish have been instrumental in dissecting the relative con-
tribution of the chromosome 22q12 locus, encompassing 
APOL1 (apolipoprotein L1), and MYH9 (myosin heavy 
chain IIA), to nephropathy risk in African Americans 
with sickle cell disease (SCD). Suppression or CRISPR/
Cas9 genome-editing of apol1 and myh9 in zebrafish inde-
pendently give rise to proteinuria (Anderson et al., 2015; 
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Muller et al., 2011), and in vivo complementation with 
human mRNA harboring the common APOL1 coding 
G1 (encoding p.S342G and p.I384M in cis) or G2 (encod-
ing p.N388del:Y389del) risk alleles indicated that both 
changes are pathogenic. Importantly, a genetic interac-
tion between APOL1 and MYH9 loci could only be de-
tected in zebrafish renal models in the context of anemic 
stress, a surrogate for SCD (Anderson et al., 2015). These 
exemplars provided an entry point into biology. Fur-
ther work remains to dissect the combinatorial effects of 
multiple GWAS hits; to probe the mechanistic basis for 
promoting disease risk; and to develop tools to assess 
noncoding association loci.

6 MODELING ADULT ONSET DISEASE 
IN EMBRYONIC OR LARVAL STAGES

With some exceptions, the majority of the applica-
tions of zebrafish to study human genetic disorders 
have been focused on genes and variants identified in 
congenital and pediatric conditions. Nevertheless, there 
are multiple instances in which zebrafish have been use-
ful in the study of adult-onset disorders through either: 
(1) the ability to generate a directly related phenotype in 
zebrafish larvae that is similar/relevant to the adult-on-
set disorder; (2) assessment of a surrogate (indirectly or 
partially related) phenotype in early zebrafish develop-
ment that is relevant to the gene function of the human 
condition; or (3) development of a stable mutant (loss-
of-function) or transgenic (gain-of-function or dominant 
negative) zebrafish raised to adulthood. Adult-onset 
muscular dystrophies represent one example; most pa-
tients with DNAJB6 mutations had an age of onset rang-
ing from 20 to 60 years, yet myofiber detachment was 
detected in zebrafish larvae at 2 days postfertilization 
(Sarparanta et al., 2012). AMD was another adult-onset 
example. Although macular degeneration is not a pheno-
type that can be assessed in zebrafish embryos, vascular 
integrity is a quantitative phenotype that can be scored 
in larval stages and is relevant to AMD pathology (van 
de Ven et al., 2013). Finally, there are certain conditions in 
which adult zebrafish is the optimal model, particularly 
for adult neurodegenerative conditions, such as schizo-
phrenia, Huntington, Parkinson, and Alzheimer disease 
[reviewed extensively in (Bandmann and Burton, 2010; 
Best and Alderton, 2008)], and have involved stable mu-
tant or transgenic models. In one study that modeled 
neurodegeneration, expression of human 4-repeat Tau 
showed TAU accumulation within neuronal cell bodies 
and axons in neurons throughout the adult brain, remi-
niscent of neurofibrillary tangles (Bai et al., 2007). Some 
human phenotypes, such as the behavioral phenotypes 
diagnostic of psychiatric disease, are not immediately 
observable through anatomic or histological methods, 

making it necessary to employ more sensitive methods 
of analysis. For this purpose, memory and learning as-
says (Fernandes et al., 2016) and conditioned avoidance 
studies (von Trotha et al., 2014) can be employed in adult 
fish to detect subtle behavioral abnormalities.

7 THERAPEUTIC DISCOVERY IN 
ZEBRAFISH MODELS OF DISEASE

An ever-increasing repertoire of human disease mod-
els has been generated in zebrafish. Not only has this 
resource been useful in establishing the relevance of a 
candidate gene to human pathology, but it has also in-
formed the direction of effect of mutations. A natural 
extension of this paradigm is to use zebrafish models to 
identify novel therapeutic avenues. In addition to con-
served genomic content and physiology, zebrafish also 
has documented conservation of pharmacology and 
drug metabolism akin to that of human (e.g., function-
ing livers, blood–brain barriers, and kidneys) (Jeong 
et al., 2008; Li et al., 2011). Furthermore, the combined 
experimental tractability in which embryos will up-
take small molecules when bathed in media, combined 
with the widespread availability of well-characterized 
tool compounds or FDA-approved chemical libraries 
make zebrafish an attractive choice for high-throughput 
screening. Although reviewed extensively elsewhere 
(MacRae and Peterson, 2015; Tan and Zon, 2011; Zon 
and Peterson, 2005), there are several notable examples 
in which treatment of zebrafish disease models with 
small molecules have been successful. In some instances, 
the known function of the human disease gene is suf-
ficient to suggest a candidate therapeutic modulator in 
zebrafish; this was true for the recent identification of 
NANS, the causal gene underlying an infantile-onset se-
vere developmental delay and skeletal dysplasia disor-
der. NANS encodes the synthase for N-acetylneuraminic 
acid (NeuNAc; sialic acid). MO-induced suppression 
of the zebrafish ortholog nansa recapitulated the ab-
normal skeletal development and, crucially, could be 
rescued with exogenous treatment with sialic acid (van 
Karnebeek et al., 2016). In other examples, modulation 
of a signaling pathway with a small molecule can restore 
signaling output, and thus improve the disease pheno-
type. Mutations in RAP1A have been implicated as a mo-
lecular cause of Kabuki syndrome, a congenital disorder 
with a characteristic facial gestalt and accompanying 
intellectual disability, short stature, cardiac, and renal 
anomalies (Bogershausen et al., 2015). Suppression or 
CRISPR/Cas9 mutation of the zebrafish orthologs, rap1a 
and rap1b, reproduced the mandibular defects observed 
in patients and elucidated the involvement of known 
Kabuki syndrome genes in MEK/ERK signaling; admin-
istration of the MEK inhibitor PD184161 was shown to 
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improve relevant phenotypes in zebrafish (Bogershau-
sen et al., 2015).

In addition to candidate treatment approaches, large-
scale phenotypic screens have also shown promise in 
either uncovering repurposing opportunities for known 
drugs, or discovering novel compound classes. For ex-
ample, disruption of ACVR1 activates the bone mor-
phogenetic protein (BMP) type I receptor and causes 
fibrodysplasia ossificans progressiva (FOP), a congenital 
disorder of progressive postnatal ossification of soft tis-
sues (Shore et al., 2006). By screening a diverse chemical 
library of 7500 compounds, Yu et al. (2008) identified a 
pyrazolopyrimidine called dorsomorphin as a BMP in-
hibitor that could compensate for the overactive signal-
ing induced by ACVR1 mutations; this compound, and 
its derivatives, are currently in mammalian trials for FOP 
(MacRae and Peterson, 2015). In sum, zebrafish pheno-
type screens have potential to contribute to novel thera-
peutic development for human genetic disorders, but are 
contingent upon a robust and quantifiable phenotype 
that can be assessed in an automated fashion. Further 
work is required to characterize compound exposure in 
zebrafish, and to understand how timing and delivery in 
zebrafish is relevant to that of human. Nonetheless, the 
increasing number of phenotype screens in zebrafish is 
testament to its growing niche in drug development.

8 CONCLUSIONS: THE FUTURE OF 
ZEBRAFISH AS A HUMAN GENETIC 

DISEASE MODEL

Here, we have highlighted how the zebrafish has 
emerged as a tractable animal model system both to in-
form the architecture of human genetic phenomena, and 
also to generate hypotheses that can be tested in human 
cohorts. As genomic data from human cohorts continues 
to amass, the community will continue to grapple with 
variant interpretation, as well as establishment of direc-
tion of effect as a necessary preamble to understanding 
pathomechanism. Zebrafish represents a premier tool by 
offering the benefits of high genomic and physiological 
conservation to that of humans, while maintaining ease 
of use and low cost. To keep pace with human genom-
ics, however, further refinements are essential. These in-
clude: (1) to diversify the modulation parameters of the 
zebrafish genome in discrete spatiotemporal contexts; 
(2) to improve the resolution at which phenotypes are 
assessed, while still maintaining speed and throughput; 
and (3) to improve our ability to study noncoding regions 
of the genome. First, much of the utility of zebrafish has 
come from transient models in which MO-induced gene 
suppression or mRNA injection has been employed to 
elicit short-term, and finite effects during the first few 
days of development. Genome-editing tools, especially 

CRISPR/Cas9, have offered a rapid new reverse genetics 
approach; we anticipate further refinement of this meth-
od through the use of tight spatiotemporal regulation 
mediated by transgenic Cas9 expression driven by tis-
sue-specific promoters (Ablain and Zon, 2016). Further, 
the employment of multiplexed CRISPR/Cas9 strategies 
(Jao et al., 2013) and knock-in approaches using repair 
templates (Auer et al., 2014) will accelerate our ability 
to model human genetic conditions while also enabling 
greater precision.

Our capacity to assess measurable phenotypic differ-
ences in zebrafish is dependent upon the ability to re-
solve the anatomical structure of interest, and the time 
involved to record these data for large batches of em-
bryos. The classic methods of RNA in situ hybridiza-
tion, tissue sectioning, and histological processing are 
cumbersome and offer a mere snapshot of a single time 
point or context. New technologies have emerged to 
catalog either normal or diseased zebrafish phenotypes 
with exquisite detail down to the level of individual cells 
with microcomputed tomography (micro-CT) (Cheng 
et al., 2016); however, it will likely require augmented 
throughput capacity before it is embraced broadly by the 
community. In parallel, automated imaging technolo-
gies have been developed to overcome manual orienta-
tion challenges associated with whole-mount imaging 
(Pardo-Martin et al., 2010). One system, the Vertebrate 
Automated Screening Technology (VAST) has been 
used to acquire images of the larval craniofacial skeleton 
to model a novel tubulinopathy in humans caused by 
mutations in TUBB or MAPRE (Fig. 25.3), which is hall-
marked by dysmorphic facial features, circumferential 
skin creases, and intellectual disability (Isrie et al., 2015). 
Development of additional transgenic reporter lines 
that demarcate organ systems or cell types of interest 
will be critical to advance further the automation of live 
imaging, or indeed the defined transcriptomic profiling 
of zebrafish in specific spatiotemporal contexts (Junker 
et al., 2014).

Finally, as with all laboratory model organisms, it is 
important to be cognizant of the limitations of the ze-
brafish system. Although there is substantial conserva-
tion between zebrafish and human physiology, there are 
some organ systems that are intractable in zebrafish (e.g., 
pulmonary physiology). Furthermore, there are certain 
processes that are either divergent from human, or have 
not yet been elucidated fully in zebrafish. Notably, sex 
determination in zebrafish remains poorly understood; 
D. rerio lack heteromorphic sex chromosomes, and ge-
netic regions on chromosomes 4, 5, and 16 have been 
associated but not fine-mapped to the level of the contrib-
utory genes (Nagabhushana and Mishra, 2016; Wilson 
et al., 2014). Further, the majority of zebrafish models of 
human disease have focused on coding regions of the 
genome that have greater sequence conservation, rather 
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than regulatory regions and intergenic sequences associ-
ated with disease. Whole human genomes will continue 
to be generated, and further GWAS predicting noncod-
ing loci to confer risk for complex traits will be uncov-
ered; therefore, use of the zebrafish to study intergenic 
regions must expand. This work is possible in some in-
stances, but examples are still sparse, such as the testing 
of multiple noncoding sequences within the regulatory 
domain of IRX3, associated with obesity in humans. This 
approach identified transgenic expression of a reporter 
gene in the zebrafish pancreas; and suppression of the 
irx transcript resulted in the physiologically relevant re-
duction in the number of pancreatic beta cells (Ragvin 
et al., 2010).

In summary, D. rerio is a small fish that has had a 
large impact on informing human genetic disease. We 
expect that the continued expansion of the molecular 
toolkit; increased phenotyping throughput capacity; 
and improved resolution of anatomical and molecular 
signatures will be necessary to achieve a saturated un-
derstanding of the morbid human genome and to even-
tually elucidate novel therapeutic avenues.
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1 INTRODUCTION

Laboratory rodents are most widely used as models 
in basic biomedical research due to their high cost ef-
fectiveness, easy handling and the availability of tools 
for the genetic and environmental standardization of 
experiments to achieve valid and reproducible results. 
Obviously, mammalian genome sequences show spe-
cies-specific differences with regard to structure and 
function. Therefore, additional nonrodent mammalian 
species including pigs are increasingly used as appropri-
ate animal models for specific human diseases.

Pigs are members of the artiodactyls (cloven-hoofed 
mammals). Domestication of pigs (Sus scrofa domestica) 
from the species Sus scrofa (wild boar) that is classified 
to a number of subspecies, started about 9000 years 
ago. More than 500 different breeds are described 
worldwide, 90% of them are local breeds. Only about 60 
breeds are regional or international breeds occurring in 
more than one country. The five most common breeds 
are Large White, Duroc, Landrace, Hampshire, and Pi-
etrain, however different breeding standards are used 
by the respective national breeding organizations. The 
efforts for improving economic performance and qual-
ity of pig production resulted in hybrid breeding pro-
grams which are based on pure-bred pigs as grandpar-
ent and great-grandparent stocks. These programs use 
crosses between specialized sire and dam lines which 
have been developed through intense within-line selec-
tion of a small number of international transboundary 
breeds. The commercial interest in the efficient agricul-
tural production has also driven the scientific progress 
in the genetic and phenotypic characterization, as well 
as in the artificial genetic modification of the species 
(http://www.animalgenome.org/cgi-bin/QTLdb/
SS/index) (Food and Agriculture Organization of the 
United Nations, 2007; Frantz et al., 2016). Monogenic 
traits and diseases of pigs are collected in the “OMIA—
Online Mendelian Inheritance in Animals” database 
(http://omia.angis.org.au).

From a female domestic Duroc pig, a high-quality 
draft pig genome sequence was established using bac-
terial artificial chromosome and whole genome shot-
gun sequences. The assembly (Sscrofa10.2) comprised 
2.6 Gb assigned to chromosomes, and additionally 
more than 200 Mb in unplaced scaffolds. Predicted por-
cine protein sequences were compared with their hu-
man orthologues (http://www.ensembl.org) (Groenen 
et al., 2012). Using four 12–16-week old male and fe-
male juvenile Landrace pigs and a porcine expression 
array, a genome-wide transcriptome atlas of pig tis-
sues derived from 62 tissue/cell types was generated. 
The transcripts were grouped according to the location 
and the network with coexpressed genes (Freeman 
et al., 2012).

For biomedical research, miniature pig breeds with 
substantially decreased body size and improvement 
in the standardization of the genetic background were 
produced (Köhn, 2012). Minipig outbred stocks with 
full pedigree can be obtained from commercial sup-
pliers. Göttingen minipigs are approved by regula-
tory authorities worldwide as nonrodent models for 
pharmacological and toxicological studies (http://
www.minipigs.dk) (Bode et al., 2010). The appro-
priateness of minipigs for modeling complex physi-
ologic systems and for presenting a preclinical plat-
form to validate efficacy and safety of therapies and 
devices was compiled (Schomberg et al., 2016). Mini-
pigs inbred for many generations are also available 
(Mezrich et al., 2003; Wu et al., 2004; Yu et al., 2004). 
Whole genome sequencing of highly inbred Wuzhis-
han minipigs revealed a high level of homozygosity in 
the diploid genome combined with genomic regions 
with unexpectedly high rates of heterozygosity (Fang 
et al., 2012).

Breeding strategies (Kaneko et al., 2011), as well as 
genetic engineering techniques were used for the gen-
eration of pigs with even lower adult body weight for 
their subsequent use as genetic background for pig 
models in biomedical research. For instance, growth 
hormone receptor (GHR) gene knockout Bama minipigs 
(Li et al., 2014a), as well as transgenic Wuzhishan mini-
pigs expressing a dominant-negative porcine GHR (Li 
et al., 2015a) were established.

The reproductive performance of pigs is character-
ized by sexual maturity at the age of 6 months, a gesta-
tion period of less than 4 months, a generation interval of 
less than 1 year, parturition of about 10 piglets per litter 
and all season breeding. Their lifespan can be 15 years 
and more. In pigs, a broad spectrum of techniques neces-
sary for biomedical research are established (McAnulty 
et al., 2012; Swindle and Smith, 2015). Pig cell lines 
from kidney and other tissues are commercially avail-
able for accompanying in vitro studies (http://www.
lgcstandards-atcc.org). Environmental standardization 
of experimental pig housing regarding microbial health 
monitoring was established (Rehbinder et al., 1998; 
Schuurman, 2009). For carrying out qualitative and 
quantitative analyses with porcine biomedical models, 
detailed protocols for the determination of sampling lo-
cations and sampling numbers, as well as recommenda-
tions on the orientation, size, and trimming of samples 
from about 50 different porcine organs and tissues were 
provided (Albl et al., 2016).

Here, we first give a short description of the tech-
niques which are currently used for the produc-
tion of genetically engineered pigs. The subsequent 
chapter then summarizes the genetically engineered 
pig models that were established for specific human 
diseases.
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2 TECHNIQUES USED FOR THE 
GENERATION OF GENETICALLY 

ENGINEERED PIGS

Gene transfer into the porcine genome was first car-
ried out in 1985 via DNA microinjection into the pro-
nuclei of fertilized oocytes (Brem et al., 1985; Hammer 
et al., 1985). Subsequently, sperm-mediated gene trans-
fer, lentiviral transgenesis, somatic cell nuclear transfer 
from genetically modified cells, as well as gene editing 
techniques based on designer nucleases were used for 
the generation of mutant pig lines. Compared to the low 
efficiency of the basal DNA microinjection technique, the 
other methods have the potential of increased efficiency 
thereby leading to the use of smaller numbers of animals 
in the production of genetically engineered animals. 
Functional porcine embryonic stem (ES) cells or other 
pluripotent stem cells are not yet available (Soto and 
Ross, 2016). Chronological descriptions of the milestones 
in the development of techniques used for the genetic 
modification of pigs are published (Aigner et al., 2013; 
Dmochewitz and Wolf, 2015).

Genetic modification of animals is done by somatic 
and/or germline modification of the host genome. So-
matic modifications include the production of mosaics, 
for example, by genetic alteration of a part of the body 
cells by viral vectors, and of chimeras by insertion of 
foreign cells into an organism (Matsunari et al., 2013). 
Animals with germline modifications are used for the 
production of stable mutant lines which make the model 
permanently and reproducibly available during all de-
velopmental stages. Genetically engineered animals 
are either transgenic animals harboring experimentally 
transferred DNA sequences or genetically modified 
animals without transfer of foreign DNA into the host 
genome.

Genetically engineered animals are used for the anal-
ysis of gene function and gene regulation (functional ge-
nome analysis), for the generation of disease models, as 
well as for the production of biologically active proteins 
or modified animal products (gene farming). The aim of 
a project involving genetic engineering may be the anal-
ysis of an additional function by over- and/or ectopic 
expression of a transgene (gain of function) and/or the 
partial or complete loss of function of host genes (loss of 
function). This includes the inactivation of specific ge-
nomic sequences (knockout), defined genomic modifica-
tions (knockin), specific suppression of the synthesis of 
gene products (knockdown, gene silencing), as well as 
random mutagenesis of the host genome (insertional mu-
tagenesis). The aim of the project determines the strategy 
and the techniques used for the genetic modification of 
the respective animal models. Production of valid data 
in such a project generally requires the generation and 
analysis of several independent genetically engineered 

lines, as genetic and/or epigenetic alterations due to the 
techniques used for genetic modification may occur. If 
these alterations are not linked to the modified locus, 
they can be removed by conventional breeding.

Animal welfare issues require the systematic analysis 
of the genetically engineered lines for the occurrence of 
burden caused by the induced mutation. The interna-
tional nomenclature is described in the internet (http://
www.informatics.jax.org).

2.1 Sequence-Specific Nuclease-Mediated 
Genetic Engineering

Sequence-specific nuclease-mediated gene editing in 
pigs may be done either in primary cells followed by so-
matic cell nuclear transfer (SCNT) to generate animals, 
or in porcine embryos (mostly zygotes). Protein-guided 
zinc finger nucleases (ZFN) and transcription activator-
like effector nucleases (TALEN), as well as the RNA-
guided CRISPR-Cas9 (clustered regularly interspaced 
short palindromic repeat associated protein 9) system 
have been successfully used for the establishment of ge-
netically engineered pig lines (Tan et al., 2016).

All three systems induce sequence-specific double 
strand breaks in a targeted region of the host genome. 
DNA repair via the nonhomologous end joining (NHEJ) 
pathway often leads to insertions and/or deletions of 
variable length, potentially resulting in partial or com-
plete inactivation of the target gene. Sequence analysis of 
the novel alleles is carried out to predict their functional 
effects. Simultaneously editing two host genome loci on 
the same chromosome can also lead to the deletion of the 
DNA sequence between both loci. DNA repair via non-
homologous end joining (NHEJ) in the presence of ex-
ogenous DNA, such as an expression vector, can lead to 
transgenic cells via nonhomologous site-specific integra-
tion. Homology-directed repair (HDR) of a DNA double 
strand break can either restore the previous sequence 
or—in the presence of a targeting vector—facilitate tar-
geted integration of a DNA sequence via homologous 
recombination. This strategy can be used for multiple 
purposes including additive gene transfer, partial or 
complete inactivation, as well as defined modification 
of a specific gene. Possible unspecific off-target effects 
of the nucleases may occur in loci with DNA sequenc-
es that are highly homologous to the target locus, and 
have been found in pig projects using these techniques 
(Yang et al., 2011). Unwanted unspecific host genome 
alterations not linked to the specific mutation can be re-
moved by conventional breeding. Use of the sequence-
specific nuclease-mediated systems by microinjection 
into zygotes may give rise to a high proportion of mu-
tant founder offspring. Monoallelic or biallelic mutant 
and/or mosaic (animals harboring cells with different 
genotypes which arise either from onset of the first cell 
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division in the embryo before the induction of mutations 
or prolonged mutation induction activity after the one-
cell stage) founder animals may appear which are ana-
lyzed to detect appropriate mutations for the subsequent 
breeding of mutant lines.

In pigs, the use of sequence-specific nuclease-medi-
ated techniques started with the production of a ZFN-
induced knockout of the EGFP transgene integrated in 
transgenic primary porcine somatic cells and the subse-
quent generation of heterozygous knockout pigs with 
these mutant cells by SCNT (Watanabe et al., 2010; Whyte 
et al., 2011a). A heterozygous knockout pig was also 
achieved for the PPARG gene by using ZFN and SCNT 
(Yang et al., 2011) (see Section 3.10). In addition, ZFNs 
were used to induce a biallelic knockout of the porcine 
α1,3-galactosyltransferase (GGTA1) gene in primary por-
cine fibroblasts which were subsequently used for SCNT 
(Hauschild et al., 2011). SCNT of TALEN-modified fetal 
fibroblasts with various mutant genotypes resulted in 
Ossabaw minipigs harboring biallelic low density lipo-
protein receptor (LDLR) gene mutations. Piglets carried 
biallelic LDLR mutations which are expected to prema-
turely truncate the LDLR open reading frame, or are 
implicated in familial hypercholesterolemia in humans 
(Carlson et al., 2012) (see Section 3.11). The CRISPR-Cas9 
system was used to establish pig models for the von 
Willebrand disease which is caused by von Willebrand 
factor (VWF) gene deficiencies. By editing VWF directly 
in Bama minipig zygotes, monoallelic, as well as bial-
lelic VWF mutant piglets were born (Hai et al., 2014) (see 
Section 3.13).

2.2 Somatic Cell Nuclear Transfer

Somatic cell nuclear transfer (SCNT, cloning) in pigs 
(Betthauser et al., 2000; Onishi et al., 2000; Polejaeva 
et al., 2000) is carried out to produce mutations (knock-
out, -in) in defined loci of the porcine genome after 
using the sequence-specific nuclease-mediated tech-
niques described above or after classical gene targeting 
by homologous recombination of targeting vector and 
host genome in the nuclear donor cells. In addition, the 
method is also used for additive gene transfer by ran-
dom transgene integration in the nuclear donor cells. 
In both cases, preselection of donor cells with regard to 
the induced genetic modification, transgene expression 
and/or gender is possible. The production of genetically 
engineered animals by SCNT includes the transfection 
and selection of somatic donor cells in vitro, recovery 
and enucleation of recipient metaphase II oocytes, trans-
fer of genetically modified somatic cell nuclei into the 
cytoplasm of the enucleated oocytes, activation of the 
reconstructed oocytes, and embryo transfer to recipi-
ents. In the case that genetically modified donor cells 
are used, 100% genetically modified founder animals 

without genetic mosaicism are received. As prolonged 
in vitro culture periods of the nuclear donor cells neg-
atively influences the success of SCNT, use of pools 
of small clones of genetically modified nuclear donor 
cells rather than expansion of individual cell clones to 
high cell numbers may improve the efficiency of SCNT 
(Kurome et al., 2015).

The cloning efficiency is varying within relatively 
low values between 0.5% and 5% offspring per trans-
ferred SCNT embryos. The successful embryonic, fetal, 
and neonatal development of the transferred embryos 
derived from SCNT depends on the correct epigenetic 
reprogramming of the donor cell nuclei. Insufficient 
epigenetic reprogramming may lead to an overall low 
cloning efficiency, as well as to peri- and neonatal health 
problems of cloned mammals. Abnormal phenotypes of 
cloned pigs occur less frequently than in other mammals, 
and they normally are not transmitted to the offspring of 
the affected clones (Cho et al., 2007; Shi et al., 2003; Suzu-
ki et al., 2012). Genome-wide gene expression and DNA 
methylation profiling of different tissues in phenotypi-
cally normal cloned pigs and conventionally bred control 
pigs revealed differentially expressed genes and mod-
erate alterations in DNA methylation (Gao et al., 2011; 
Park et al., 2011). Proteomic analyses of hearts of adult 
SCNT-derived Bama minipigs compared to controls also 
identified differentially expressed proteins thereby dem-
onstrating that SCNT might result in abnormal expres-
sion of important proteins in cardiac development (Shu-
Shan et al., 2014). Thus, genetically engineered founders 
derived from SCNT may be used in experiments only 
with caution with regard to the validity and reproduc-
ibility of the results.

Various somatic cell types were successfully used in 
the cloning procedure and numerous technical variations 
were established to increase the efficiency of porcine 
SCNT (Kurome et al., 2015). Furthermore, recombi-
nant adeno-associated virus (rAAV) vectors (Rogers 
et al., 2008a), as well as modified bacterial artificial chro-
mosomes (Klymiuk et al., 2012a) were successfully used 
for efficient gene targeting in porcine cells. As minipigs 
are suitable experimental animals for biomedical re-
search, genetically modified cloned minipigs were pro-
duced by using minipigs as nuclear donors and common 
large-sized domestic farm breeds as both oocyte donors 
and recipients. This method combines the wide availabil-
ity of domestic farm breeds with the biomedical value of 
minipigs (Estrada et al., 2008; Kurome et al., 2008).

2.3 Embryo Microinjection

Embryo microinjection of sequence-specific nucleases 
with or without foreign DNA results in the generation 
of either transgenic animals harboring experimentally 
transferred DNA sequences or genetically modified 
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animals without transfer of transgenes into the host 
genome. In addition, basal microinjection of only DNA 
sequences as transgenes into the pronuclei of fertilized 
oocytes is still carried out but generally results in low 
efficiency of transgene integration, random integration 
of multiple transgene copies including rearrangement 
of the host genome around the integration site and/or 
insertional mutagenesis, high numbers of transgenic 
mosaic founders, and possible genome position effects 
on the expression of the transgene. Porcine in vivo pro-
duced embryos, as well as embryos following in vitro 
fertilization (IVF) of in vitro matured (IVM) oocytes de-
rived from ovaries of slaughtered gilts are used for the 
procedure.

2.4 Transposon Systems

Random enzyme-mediated gene transfer is done with 
DNA transposon systems derived from different species, 
for example, Sleeping Beauty (SB) or PiggyBac (PB). The 
transgene is flanked on both sides by recognition sites 
(inverted terminal repeats, ITR) of the enzyme trans-
posase. Usually comicroinjection of transgene and trans-
posase is carried out. Increased efficiency of gene trans-
fer, integration of single copies per host genome site and 
multiple segregating transgene integration sites may 
occur. Normally only small recombinations are caused 
in the surrounding host genome. However, efficiency 
of the gene transfer in vivo decreases with increasing 
length of the transgene (Ivics et al., 2009). In pigs, use of 
the Sleeping Beauty system in vitro in fibroblasts and the 
subsequent use of the transgenic cells in SCNT was car-
ried out (Carlson et al., 2011; Jakobsen et al., 2011). Single 
transgene copies are presumably less prone to transgene 
silencing than concatemeric transgene insertions. Stud-
ies with the Sleeping Beauty system suggest that Sleep-
ing Beauty rarely targets heterochromatic chromosomal 
regions for insertion, and that it is unlikely that certain 
sequence motifs in the transposon vector are recognized 
by mediators of silencing in the cell. In transgenic pigs, 
long-term observation for more than 12 months found 
no changes in the transgene expression suggesting that 
no age-related silencing of the transgene occurred (Gar-
rels et al., 2011; Ivics et al., 2014).

2.5 Inducible Transgene Expression

Conditional transgene expression can be achieved 
by using regulatory elements that can be induced or in-
activated by exogenous stimuli. The most widely used 
systems are the tetracycline-regulated Tet-On and Tet-
Off systems which consist of two parts. In mice, usually 
two genetically engineered lines are produced and then 
mated to achieve double modified offspring for the in-
duction of the transgene expression.

Due to the relatively long generation interval in pigs, 
the combination of all elements of this system, for ex-
ample, expression of the tetracycline-dependent transac-
tivator and the transactivator-dependent expression of 
the target gene, on a single construct was tested. Trans-
genic pigs were produced with a construct consisting of 
an autoregulatory bicistronic Tet-Off-based expression 
cassette, where the transactivator responsive promoter 
(PtTA) drives the cDNA for the human complement reg-
ulatory proteins CD55 (decay-accelerating factor, DAF) 
or CD59 (membrane inhibitor of reactive lysis, MIRL). 
Via a poliovirus internal ribosomal entry site (IRES), this 
was linked with a Tet-Off transactivator (tTA). Minimal 
expression of the Tet-Off transactivator promoter results 
in tTA expression and binding to the transactivator re-
sponsive promoter PtTA which initiates an autoregu-
lative loop. In the presence of exogenous doxycycline, 
the transactivator tTA is inactivated and transgene tran-
scription is silenced. Using the DNA microinjection tech-
nique, these constructs were used to produce transgenic 
pig lines expressing CD55 or CD59. Transgene expres-
sion did not affect animal health and fertility. Mosaic 
transgene expression restricted to muscle was observed 
in the transgenic lines. After crossbreeding, animals dou-
ble transgenic for CD55 and CD59 were obtained with 
tissue-independent expression of CD59, but not CD55. 
The asymmetric expression pattern correlated with dif-
ferences in methylation patterns of the integrated trans-
genes. Feeding transgenic animals with doxycycline 
for 6 days eliminated the transgene expression within 
2–6 days. Doxycycline levels in porcine plasma rapidly 
declined after termination of the application; however, 
transgene reexpression did not resume earlier than 
8 weeks later (Kues et al., 2006).

As only the use of the Tet-Off system has been pub-
lished for pigs, we established a model for the induc-
tion of the expression of transgenes on the genetic back-
ground of the Swabian-Hall breed. The Tet-On strategy 
was based on a similar principle but used the modified 
rtTA transactivator that binds to the PtTA only in the 
presence of tetracycline or derivates, such as doxycy-
cline. Binding of the doxycycline-rtTA product to PtTA 
causes transcriptional activation and, thus, expression 
of a desired gene of interest. The switch-on principle 
may reflect the requirements of transgene regulation in 
biomedical research more closely. As the Tet-On system 
requires the expression of two independent transcripts, 
and the transgene vector needs a positive selection cas-
sette for generating transgenic pigs by SCNT, we decid-
ed to place the constitutive rtTA construct and the gene 
of interest on different vectors to avoid negative influ-
ences of closely adjacent transgenes on the transcription. 
In addition, transgenic pigs with a suitable expression 
level and pattern of rtTA can be used as genetic basis for 
any PtTA-controlled expression cassette. In a first step, 
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founder pigs expressing rtTA under a ubiquitous cyto-
megalovirus enhancer/chicken β-actin (CAG) promoter 
were generated and characterized for rtTA expression 
by RT-PCR. Primary cells were prepared from all trans-
genic animals and transfected with constructs carrying 
the genes of interest, porcine soluble receptor activator 
of NF-kB ligand (RANKL) or cytotoxic T-lymphocyte 
associated antigen 4-Fc domain of immunoglobulin G1 
(CTLA4-Ig). In the absence of doxycycline, the levels of 
both proteins were below the detection limit. The induc-
tion upon administration of various concentrations of 
doxycycline was measured at protein level by ELISA for 
both regulated transgenes. The induction potential for 
RANKL and CTLA4-Ig in the cell lines grossly correlated 
to the transcriptional level of rtTA expression and identi-
fied several of the rtTA transgenic pigs as appropriate 
founder animals. Primary cells of these pigs were used 
to establish double transgenic animals carrying the con-
stitutive rtTA construct, as well as the regulated gene of 
interest, in a second round of SCNT. For both regulated 
genes, RANKL or CTLA4-Ig, the potential of the Tet-On 
system to drive transgene expression in vivo was evalu-
ated after oral administration of doxycycline (Klymiuk 
et al., 2012b).

The in vivo induction of CTLA4-Ig expression was 
limited to a 6-day feeding protocol with 25 mg/kg/day 
doxycycline to avoid impairment of the immune status. 
This was sufficient to yield detectable levels of CTLA4-Ig 
in blood serum. The serum was able to inhibit T-cell 
proliferation in a standard in vitro assay and confirmed 
the biological function of the induced transgene product. 
Thus, the induced expression of a transgene was suc-
cessfully carried out in pigs (Klymiuk et al., 2012b). The 
induction of the expression of RANKL was carried out 
in order to produce large animal models for osteoporosis 
(see Section 3.19). Successful use of the Tet-On system 
in transgenic pigs established by SCNT was also dem-
onstrated for inducible expression of enhanced green 
fluorescent protein (Jin et al., 2014) or porcine growth 
hormone (Ju et al., 2015).

Further refinements of the transgene technology in 
pigs include the Cre/loxP system for conditional trans-
genic modifications where parts of the system were 
analyzed in initial studies of transgenic pig lines (Li 
et al., 2009; Chen et al., 2010). The Cre/loxP system was 
recently used for the generation of conditional porcine 
cancer models (see Section 3.23).

2.6 Further Technical Improvements

In transgene projects, often multiple genes are re-
quired to be simultaneously modified in the animals to 
achieve the desired phenotype. This can be done by the 
production of transgenic lines harboring one transgene 
each that are subsequently used in complex breeding 

programs. On the other hand, expression of several pro-
teins from a single vector has been done by using inter-
nal ribosomal entry site (IRES) placed between the cod-
ing sequences for the respective proteins. However, in 
vectors containing the IRES sequence, the gene placed 
downstream is often expressed at a much lower level 
than the gene located upstream. The viral 2A peptide is 
used as alternative. It is about 19 amino acids long and 
contains a conserved and functional motif. Separation of 
the sequences upstream and downstream of this site is 
done through ribosomal skipping during protein trans-
lation between the last two amino acids at its C terminus 
resulting in the expression of two independent proteins 
from a single transcription event. By SCNT, transgenic 
pigs were produced uniformly coexpressing four fluo-
rescent proteins in various tissues using a single 2A pep-
tide-based double-promoter vector. Ribosomal skipping 
during protein translation results in small peptides of the 
2A peptide site fused to the upstream and downstream 
proteins. As this may interfere with intracellular local-
ization and function of the transgene-encoded proteins, 
modification of the 2A sequence has been described to 
greatly circumvent this problem (Deng et al., 2011).

The aim of standardized expression of transgenes 
from defined host genome loci was addressed in proj-
ects targeting the ROSA26 locus (Kong et al., 2014; Li 
et al., 2014b) or the H11 locus (Ruan et al., 2015) of the 
pig genome.

Additional transgenic pigs with the ubiquitous or 
tissue-specific expression of reporter genes, such as the 
green fluorescent protein (GFP) were established for the 
use in further fine tuning the techniques for precise ge-
netic modification of pigs, as well as tools in basic bio-
logical research (Matsunari and Nagashima, 2009).

3 GENETICALLY ENGINEERED PIGS AS 
MODELS FOR HUMAN DISEASES

Beneath the identification of spontaneously arosen 
mutations leading to interesting phenotypes (http://
omia.angis.org.au), transgenic pigs initially have been 
predominantly established to examine traits of livestock 
performance (growth, reproduction, disease resistance, 
product quality and safety, environmental pollution) 
and to establish bioreactors for the production of human 
proteins related to biomedical applications in various 
body fluids or tissues (Martin and Pinkert, 2002; Pursel 
and Rexroad, 1993; Whyte and Prather, 2011). Recently, 
the development of transgenic pig models for biomedi-
cal research strongly increased (Tan et al., 2016; Rog-
ers, 2016). The current state of the establishment and 
analysis of genetically engineered pigs for biomedical 
research is reviewed here (Table 26.1). This does not in-
clude the transgenic animals generated for the purpose 
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TABLE 26.1  Genetically Engineered Pigs as Disease Models

Disorder Disease Transgene/induced mutation References

Neurodegenerative Alzheimer’s disease Expression of mutant human APPsw in the 
brain

Kragh et al. (2009)

Ubiquitous expression of mutant human 
PSEN1M146I

Jakobsen et al. (2013)

Huntington’s disease Neuronal expression of mutant pig HTT (75Q) Uchida et al. (2001)

Ubiquitous expression of mutant human HTT 
(N208-105Q)

Yang et al. (2010)

Expression of mutant human HTT (N548-124Q) Baxa et al. (2013)

Parkinson’s disease Biallelic PARK7 knockout Yao et al. (2014)

Biallelic PARK2 and PINK1 knockout Zhou et al. (2015), Wang et al. (2016)

Spinal muscular 
atrophy

Heterozygous SMN knockout and expression 
of human SMN2

Lorson et al. (2011), Prather et al. 
(2013)

Amyotrophic lateral 
sclerosis

Ubiquitous expression of mutant human 
SOD1G93A

Chieppa et al. (2014), Yang et al. (2014)

Ubiquitous expression of mutant human 
TDP43M337V (TARDBP M337V)

Wang et al. (2015a)

Ataxia–telangiectasia ATM knockout Kim et al. (2014), Beraldi et al. (2015)

Retinal Retinitis pigmentosa Retinal expression of mutant pig RHOP347L or 
RHOP347S, or mutant human RHOP23H

Petters et al. (1997), Kraft et al. (2005), 
Ross et al. (2012)

Macular dystrophy Photoreceptor-specific expression of mutant 
human ELOVL4

Sommer et al. (2011b)

Cone dystrophy Cone-specific expression of mutant human 
GUCY2DE837D/R838S

Kostic et al. (2013)

Cardiovascular Vascular Endothelial overexpression of pig NOS3 
(eNOS)

Hao et al. (2006)

Expression of a modified pig NOS3 (eNOS) Whyte and Laughlin (2010)

Endothelial-specific expression of human CAT Whyte et al. (2011b)

Heterozygous PPARG knockout Yang et al. (2011)

Atherosclerosis Expression of human APOC3 Wei et al. (2012)

Ubiquitous expression of human LPA (Apo(a)) Ozawa et al. (2015), Shimatsu et al. 
(2016)

Biallelic LDLR mutations, LDLR knockout Carlson et al. (2012), Davis et al. (2014), 
Li et al. (2016)

Liver-specific expression of mutant human 
PCSK9D374Y

Al-Mashhadi et al. (2013)

Ubiquitous overexpression of pig PLA2G7 Tang et al. (2015)

Biallelic NPC1L1 knockout Wang et al. (2015b)

Cardiomyopathy Expression of human ENTPD1 (CD39) Wheeler et al. (2012)

Ubiquitous expression of TMSB4X (Tβ4) Hinkel et al. (2014)

Heterozygous mutant SCN5AE558X Park et al. (2015b)

Blood Hemophilia A Heterozygous F8 knockout Kashiwakura et al. (2012)

Von Willebrand 
disease

Biallellic VWF knockout Hai et al. (2014)

(Continued)
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Disorder Disease Transgene/induced mutation References

Respiratory Cystic fibrosis CFTR knockout (disruption of exon 10) or 
mutant pig CFTR∆F508 knockin

Rogers et al. (2008a), Rogers et al. 
(2008b)

CFTR knockout (STOP box downstream of the 
start codon in exon 1)

Klymiuk et al. (2012a)

Intestinal CFTR expression in CFTR knockouts Stoltz et al. (2013)

Muscle Duchenne muscular 
dystrophy

DMD knockout Klymiuk et al. (2013)

In-frame exon deletion in the rod domain of DMD Selsby et al. (2015)

β-cells Type 2 diabetes 
mellitus

β-cell expression of mutant dominant-negative 
human GIPRdn

Renner et al. (2010), Cheng et al. (2015)

β-cell expression of mutant pig INSC94Y Renner et al. (2013)

Type 3 of maturity-
onset diabetes of 
the young

β-cell expression of mutant dominant-negative 
human HNF1AP291fsinsC

Umeyama et al. (2009)

Liver Liver disease FAH knockout Hickey et al. (2014)

Kidney Polycystic kidney 
disease

Ubiquitous overexpression of pig PKD2 He et al. (2013)

Heterozygous PKD1 knockout He et al. (2015)

Overexpression of pig MYC in kidney Ye et al. (2013)

Bone Osteoporosis Inducible expression of porcine soluble RANKL 
(TNFSF11)

Klymiuk et al. (2012b)

Marfan syndrome FBN1 knockout Umeyama et al. (2016)

Skin Cutaneous expression of mutant human GLI2 McCalla-Martin et al. (2010)

Cutaneous expression of human ITGB1 or ITGA2 Staunstrup et al. (2012)

Biallelic MITF knockout Wang et al. (2015c)

Biallelic TYR knockout Zhou et al. (2015)

Circadian rhythm Ubiquitous expression of mutant human CRY1C414A Liu et al. (2013)

Cancer Expression of MMTV/v-Ha-ras Yamakawa et al. (1999)

Heterozygous BRCA1 knockout Luo et al. (2011)

Heterozygous mutant APC1061Stop or APC1311Stop Flisikowska et al. (2012)

Monoallelic and biallelic APC knockout Tan et al. (2013)

Heterozygous mutant TP53R167H Leuchs et al. (2012), Saalfrank et al. (2016)

Homozygous mutant TP53R167H Sieren et al. (2014)

Latent mutant KRASG12D Li et al. (2015b)

Ubiquitous expression of Cre inducible mutant 
pig KRASG12D and TP53R167H

Schook et al. (2015)

Immune system Infectious diseases Homozygous disruption of the J-region gene 
segment of the heavy chain locus

Mendicino et al. (2011), Chen et al. (2015)

Homozygous disruption of the 
immunoglobulin k light chain locus

Ramsoondar et al. (2011)

Immunodeficiency IL2RG knockout Suzuki et al. (2012), Watanabe et al. (2013)

Biallelic RAG1 or RAG2 knockout, RAG1 
knockout

Huang et al. (2014), Lee et al. (2014), 
Ito et al. (2014)

Class I MHC knockout Reyes et al. (2014)

CD1D knockout Whitworth et al. (2014)

TABLE 26.1  Genetically Engineered Pigs as Disease Models (cont.)
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of xenotransplantation that have been reviewed else-
where (Cooper et al., 2016; Ekser et al., 2015; Klymiuk 
et al., 2010).

At least some of the genetically modified pigs estab-
lished for xenotransplantation research are also used for 
basic biomedical research. One example is transgenic 
pigs ubiquitously expressing human heme oxygenase 1 
(HMOX1, HO-1) which is an inducible protein capable 
of cytoprotection by scavenging reactive oxygen spe-
cies and preventing apoptosis caused by cellular stress 
during inflammatory processes. The transgenic pigs ex-
hibited lower body weights and lower subcutaneous fat 
tissue compared to controls. Further analyses revealed 
that HMOX1 overexpression reduced adipogenesis both 
in vivo and in vitro, which makes them an interesting 
model in the research of obesity and related metabolic 
diseases (Park et al., 2015a).

In basic research, production of valid data in a proj-
ect involving genetic modification generally requires the 
production and analysis of several independent lines, as 
nontransgene-specific genetic and/or epigenetic altera-
tions may appear in all techniques used for the genera-
tion of genetically engineered animals. In addition, dif-
ferent alleles of the examined gene may cause different 
phenotypes. For the establishment of an appropriate 
animal model showing specific pathophysiological char-
acteristics of a human disease in question, selection, and 
analysis of one particular transgenic line exhibiting the 
desired phenotype stably over several generations may 
be practicable.

3.1 Alzheimer’s Disease

Several inherited neurological diseases in humans are 
caused by misfolded proteins that accumulate in neuro-
nal cells of the brain and lead to apoptosis. Transgenic 
mouse models of these diseases often fail to replicate 
apoptosis and overt neurodegeneration in the brain. Es-
tablishment of porcine models for human late-onset neu-
rodegenerative disorders, such as Alzheimer’s disease, 
Huntington’s disease, or Parkinson’s disease may solve 
the practical issue of ageing as a crucial pathogenic fac-
tor of these diseases. Specific disease phenotypes might 
eventually evolve in these pig models in 10–15 years 
which is theoretically possible, but practically and eco-
nomically impossible for scientific research and preclini-
cal investigation (Holm et al., 2016).

Alzheimer’s disease is a multifactorial neurodegener-
ative disease. Aberrant processing and clearance of amy-
loid β-precursor protein (APP) from the brain is central 
to the pathogenesis of Alzheimer’s disease. The onset 
of the disease appears after 40 years or more. In some 
families, APP mutations were identified to cause an au-
tosomal dominant disorder where the mutant APP leads 
to the increased production of distinct protein fragments 

which in turn results in neuropathy. The development of 
a pig model for Alzheimer’s disease was attempted by 
producing transgenic pigs using the human dominant 
mutant allele APPsw harboring two amino acid exchang-
es due to two neighboring nucleotide exchanges (K670N 
and M671L) which was found to cause Alzheimer’s dis-
ease. The 7.5-kb transgene was the same as already used 
in previous transgenic mouse studies. It comprises a 
1-kb platelet-derived growth factor-β (PDGFβ) promot-
er, intronic and exonic sequences of the β-globin gene, 
the cDNA encoding the mutant allele APPsw and SV40 
polyadenylation sequences. After stable transfection of 
fibroblasts of the Göttingen minipig breed, one trans-
genic cell clone was used for SCNT to produce seven 
healthy transgenic cloned pigs with normal weight gain. 
The transgenic pigs harbored a single full-length copy 
of the transgene in their genome and showed strong, 
promoter-specific expression of the transgene-encoded 
protein in brain tissues. Accumulation of the pathogenic 
protein and subsequent appearance of clinical conse-
quences were estimated to develop with increasing age 
(Kragh et al., 2009).

As memory impairment is the most striking and con-
sistent feature in human patients of Alzheimer’s disease, 
the memory of the transgenic pigs was analyzed at the 
age of 1 and 2 years using the spontaneous object rec-
ognition test which has been established for minipigs 
and is based on behavioral discrimination of familiar 
and novel objects. High interindividual variability and 
no significant difference between transgenic animals and 
controls were revealed. Positron emission tomography 
(PET) scans, as well as neuropathological analysis of a 
2-year old transgenic animal showed normal histology 
without deposition of the pathogenic protein (Sonder-
gaard et al., 2012). In further analyses, the transgene 
was shown to be expressed in relevant brain regions at 
a fairly constant level during the 5-year examination pe-
riod, but no pathological changes were revealed (Holm 
et al., 2016).

Further cleavage of APP is dependent on the function 
of the transmembrane protein presenilin 1 (PSEN1). Mu-
tations in PSEN1 are known to cause autosomal domi-
nant early-onset Alzheimer’s disease. Using recombi-
nase-mediated cassette exchange (RMCE) in Göttingen 
minipig cells and SCNT, the same group produced 
transgenic animals harboring a single transgene copy 
consisting of the cDNA of the Alzheimer’s disease-caus-
ing mutation PSEN1M146I driven by a promoter allowing 
ubiquitous expression (Jakobsen et al., 2013). The mu-
tant human PSEN1 protein was expressed in the porcine 
neurons, but no Alzheimer’s disease-like pathological 
changes were revealed over a period of 3 years. Current-
ly, double transgenic Göttingen minipigs exhibiting the 
combined expression of mutant human APP and PSEN1 
genes are under study (Holm et al., 2016).
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3.2 Huntington’s Disease

Huntington’s disease is an autosomal dominant, pro-
gressive neurodegenerative disorder leading to the pre-
mature loss of specific neurons. It is associated with an 
expansion of a CAG trinucleotide repeat in the 5’ region 
of the huntingtin (HTT) gene that results in a elongated 
polyglutamine (polyQ) tract of the protein. The CAG 
repeat number is polymorphic and ranges from 6 and 
35 units in normal alleles and from 36 and 120 units in 
alleles associated with Huntington’s disease. Several 
mouse models of Huntington’s disease were extensively 
studied, but none of them showed robust neurodegen-
eration as observed in the brains of patients of Hunting-
ton’s disease.

The 12.8-kb HTT transcript of Göttingen minip-
igs codes for a 345-kDa protein (3139 amino acids) 
(Matsuyama et al., 2000). A transgenic pig model was 
generated by DNA microinjection of an 8.2-kb transgene 
into minipig embryos consisting of the 4-kb rat neuron 
specific enolase (Nse) promoter, a 3.3-kb 5’ minipig hun-
tingtin cDNA which was mutated by insertion of 75 CAG 
repeats into the triplet region of exon 1, and a 0.9-kb SV40 
polyadenylation signal. Five transgenic founder pigs 
were produced each harboring 1–3 different integration 
sites with variable copy numbers and indication of ge-
netic mosaicism (Uchida et al., 2001). To date, no follow-
up publication describing mutant phenotypes appeared.

Another transgenic pig model for Huntington’s dis-
ease was established with Tibetan minipigs as genetic 
background. As transgenic mouse models showed that 
N-terminal huntingtin fragments with expanded poly-
glutamine tracts cause more severe neurological symp-
toms than full-length mutant huntingtin (3144 amino 
acids), two expression vectors were constructed. They 
included the cytomegalovirus enhancer and chicken 
β-actin (CAG) promoter and human N-terminal (208 
amino acids) mutant HTT with two different expanded 
polyglutamine tracts (105Q or 160Q). Transfected cell 
clones were used for SCNT. The transfer of about 2000 
reconstructed embryos for each transgene yielded the 
birth of five pigs transgenic for mutant HTT N208-105Q, 
but none was born that was transgenic for mutant HTT 
N208-160Q. It was concluded that the transgene with 
the longer polyQ repeat is more toxic and did not al-
low the early development of transgenic pigs. The HTT 
N208-105Q transgenic pigs were derived from different 
transgenic cell clones showing multicopy transgene loci 
with the insertion in estimated 3–4 sites. The five piglets 
appeared normal at birth, but three were weak and died 
within the first 3 days after birth. A fourth piglet died 
within the first month, and the fifth pig showed no ob-
vious symptoms after 4 months after birth. Expression 
analysis of the transgene-derived protein and its de-
graded product showed that the fifth animal showed the 

lowest expression, and the fourth animal also showed 
lower expression compared to the three animals which 
died very early. Thus, the expression level of mutant 
HTT may negatively contribute to the life span of the 
transgenic pigs. For comparison purposes, two trans-
genic FVB mouse lines were generated with the same 
transgene which also expressed the transgene in the 
brain. Typical apoptotic neurons with nuclear DNA 
fragmentation were found in the brains of the four dead 
transgenic pigs whereas transgenic mice showed no 
apoptotic neurons. Compared to the transgenic mouse 
brains, a higher number of neurons with activated cas-
pase-3 was found in transgenic pig brains resulting from 
caspase activation and reflecting early apoptotic events 
(Yang et al., 2010).

A further transgenic pig model for Huntington’s dis-
ease was generated by using lentiviral-based transgenes 
carrying a human minimal HTT gene promoter driving 
either a 548-amino acid or full length (3144 amino acids) 
human HTT cDNA containing 145 repeats of a mixed 
CAG/CAA sequence. Transgenic founder pigs harbor-
ing one copy of the human HTT transgene encoding 124 
glutamines due to polyglutamine contraction (N548-
124Q) were born and bred for three generations. Mutant 
HTT mRNA and protein fragments were detected in 
brain and peripheral tissues. No aggregate formation in 
brain up to 16 months was seen. No developmental or 
gross motor deficits were observed up to 40 months of 
age. Compared to controls, 1-year old transgenic boars 
showed reduced fertility including reduced sperma-
tozoa and oocyte penetration (Baxa et al., 2013). In ad-
dition, work is described to be underway at Exemplar 
Genetics (Sioux City, IA) to generate a knockin model 
of Huntington’s disease in minipigs (Morton and How-
land, 2013).

3.3 Parkinson’s Disease

Parkinson’s disease is a progressive neurodegenera-
tive movement disorder that is characterized by the de-
generation of dopamine neurons in the substantia nigra 
and the intracytoplasmic inclusion of Lewy bodies. By 
far the most cases are sporadic, but several causative 
mutations have been identified in patients of familial 
Parkinson’s disease, including mutated PARK7 (DJ-1). In 
Large White pig fibroblast cells, TALEN-mediated edit-
ing of PARK7 resulted in monoallelic and biallelic mu-
tations of PARK7. Use of mixed PARK7 mutant colonies 
for SCNT obtained one monoallelic and two biallelic 
live-born PARK7 knockout piglets. All three piglets died 
in the first days after birth presumably due to cloning 
defects. Western blot analysis confirmed the absence of 
PARK7 in these pigs (Yao et al., 2014).

Mutations of PARK2—encoding parkin, a component 
of the multiprotein E3 ubiquitin ligase complex—and 
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PINK1 (PARK6)—encoding PTEN induced putative ki-
nase 1, a mitochondrial serine/threonine-protein ki-
nase—are also known to cause autosomal recessive 
early-onset Parkinson’s disease in humans. Using the 
CRISPR-Cas9 system, combined PARK2 and PINK1 ho-
mozygous knockout cell clones of Banna minipigs and 
Bama minipigs were produced by editing the first exon 
region following the start codon of each gene, and fur-
ther used for SCNT. Viable, normally developing, com-
bined PARK2 and PINK1 homozygous knockout pigs 
were generated harboring various types of mutations at 
both target loci corresponding to the respective donor 
cells. Expression of PARK2 and PINK1 in brain cortex 
sections was undetectable in these animals. No typical 
Parkinson symptoms were detected up to 7 months of 
age (Zhou et al., 2015).

In addition, one homozygous triple biallelic knockout 
piglet affecting the genes PARK2, PARK7 and PINK1 was 
produced using the CRISPR-Cas9 system by simultane-
ous coinjection of two adjacent single guide RNAs tar-
geting one locus for each gene in Bama minipig one-cell 
stage embryos. A second piglet showed biallelic modifi-
cations of the genes PARK7 and PINK1 and a monoallelic 
mutation of the PARK2 gene. Absence of PARK7 protein 
and highly decreased mRNA levels of PARK2 and PINK1 
were found in the triple biallelic knockout pig. Whole-
genome sequencing of the parents and the triple biallelic 
knockout pig was carried out to assess the degree of mu-
tagenesis across the entire genome. No significant off-
target cleavage of the CRISPR-Cas9 system was found. 
The two piglets remained healthy with a normal growth 
rate. Typical symptoms of Parkinson’s disease were not 
observed in the study period up of 10 months p.p. (Wang 
et al., 2016).

3.4 Spinal Muscular Atrophy

Spinal muscular atrophy (SMA) is an autosomal re-
cessive neurodegenerative disease that is characterized 
by the progressive degeneration of spinal motor neurons 
and muscle atrophy leading to various clinical severities. 
It is caused by mutations of the survival motor neuron 1 
(SMN1) gene. The nearly identical gene SMN2 is pres-
ent only in humans and works as a disease modifier as 
increasing SMN2 copy number decreases the severity 
of the disease. Mutations in SMN2 have no clinical con-
sequence if SMN1 is functional. Several mouse models 
have been developed to study SMN function and SMA 
disease pathology, but they show limitations in testing 
the efficacy of therapeutics. Deletion of Smn in mice, as 
in all mammals but humans, results in embryonic lethal-
ity; however, the lethality can be rescued by transgenic 
expression of the human SMN2. Analogously, the pre-
requisite for the successful production of genetically en-
gineered pigs with functional knockout of SMA is that 

human SMA2 is functional as a transgene in porcine 
cells. Therefore, it was shown in vitro that splicing of hu-
man SMN1 and SMN2 as transgenes in porcine cells is 
consistent with splicing in human cells. Next, gene tar-
geting of porcine SMN (Lorson et al., 2008) was carried 
out via homologous recombination in fetal fibroblast 
cells of Large White pigs leading to the deletion of es-
sential functional domains of SMN encoded by the ex-
ons 2b, 3, and part of exon 4, and to a further disruption 
of the reading frame. Cells harboring the heterozygous 
SMN knockout were used for SCNT. Phenotypically nor-
mal, healthy pigs heterozygous for the SMN knockout 
were produced. No significant reduction in SMN RNA 
between heterozygous mutant and control animals was 
detected which is consistent with the results in humans 
and transgenic mice (Lorson et al., 2011). For the second 
step of the production of a genetically engineered pig 
model of SMA, heterozygous SMN knockout primary 
cells were used for transfection of a 35.5-kb fragment car-
rying the human SMN2 gene and its promoter sequence. 
Multiple positive clones expressing SMN from SMN2 
were obtained and used for SCNT (Prather et al., 2013).

3.5 Amyotrophic Lateral Sclerosis

Amyotrophic lateral sclerosis (ALS) is a fatal neurode-
generative disease which is characterized by progressive 
selective degeneration of motor neurons, leading to mus-
cle weakness and atrophy and evolving to complete pa-
ralysis. It occurs in two clinically indistinguishable forms, 
the sporadic and the familial form. The familial form is 
linked to several gene mutations, mostly heritable in a 
dominant manner. One of the mutant genes is the Cu/
Zn superoxide dismutase 1 (SOD1) gene. A transgene 
consisting of the cDNA of the mutant human SOD1G93A 
sequence, a mutation found in human ALS patients, 
driven by the ubiquitous pCAGGS promoter (CMV-IE 
enhancer and chicken β-actin promoter) was transfected 
into Yucatan minipig cells, and different transgenic cell 
clones showing high expression were used for SCNT. 
Five transgenic pigs derived from various transgenic cell 
clones survived and developed normally reaching adult-
hood. Since Yucatan minipigs live up to 13–15 years, pigs 
with high expression of human SOD1G93A are expected to 
show ALS symptoms in 3–4 years (Chieppa et al., 2014).

Another group also generated transgenic pigs express-
ing mutant human SOD1G93A using the cytomegalovirus 
promoter in the genetic background of Tibetan minipigs. 
The transgenic pigs derived from various transgenic cell 
clones grew normally and did not show obvious body 
weight differences compared to controls. Different trans-
genic lines were produced from the founders. The oldest 
transgenic pigs were studied for about 2 years. The trans-
genic pigs developed movement disorders by showing 
hind limb motor defects, skeletal muscle atrophy and 
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motor neuron degeneration in a transgene expression 
level- and age-dependent manner. In addition, transgen-
ic pigs showed neuronal intranuclear inclusions, which 
were not found in brains of corresponding transgenic 
ALS mouse models. The findings indicated that higher 
expression or rapid accumulation of mutant SOD1 in 
motor neurons of the spinal cord usually induced a more 
severe disease phenotype (Yang et al., 2014).

The same workgroup analogously generated transgen-
ic pigs expressing mutant human TDP43M337V. TAR DNA 
binding protein 43 (TARDBP, TDP43) is a multifunctional 
nuclear protein that binds RNA to regulate RNA process-
ing. Mutant TDP43M337V is redistributed in the neuronal 
cytoplasm in human patients of both amyotrophic lateral 
sclerosis (ALS) and frontotemporal lobar degeneration 
(FTLD). In both diseases, the key pathological change 
is accumulation of pathogenic TDP43 in the cytoplasm 
and formation of cytoplasmic aggregates. In mutant hu-
man TDP43M337V transgenic Tibetan minipigs, TDP43M337V 
was also distributed in the cytoplasm of neuronal cells in 
the spinal cord and brain. Histological analysis revealed 
neurodegeneration in transgenic pig brains. Newborn 
transgenic pigs appeared normal. Compared to SOD1G93A 
transgenic pigs, the transgenic pigs expressing human 
TDP43M337V showed a more severe phenotype. This in-
cluded reduced body weight gain from 3 months after 
birth, a loose and wrinkled appearance of the skin, pro-
gressive weakness, and limb movement defects associ-
ated with markedly reduced muscle fiber size, and early 
death starting at the age of 4–5 months. A high number of 
the transgenic pigs died within 1 year. Further analyses 
aimed at the examination of the interaction of TDP43 and 
further factors of RNA processing (Wang et al., 2015a).

3.6 Ataxia Telangiectasia

Ataxia telangiectasia is a recessive autosomal disor-
der associated with pleiotropic phenotypes, including 
progressive cerebellar degeneration leading to motor 
impairment. It is caused by mutations in the Ataxia 
telangiectasia mutated (ATM) gene (65 exons, 350-kDa 
protein). ATM is a ubiquitously expressed protein in-
volved with many cell cycle checkpoints and functions 
as a DNA damage response protein. The Atm mutant 
mouse models did not fully reproduce the hallmark neu-
ropathological phenotype of Purkinje cell loss. A target-
ing vector was used in Minnesota minipig cells to dis-
rupt exon 59 where the kinase activity is encoded. Using 
SCNT, five heterozygous ATM knockout founders were 
produced. Studies of the phenotype were not described. 
In addition, heterozygous ATM mutations are suggested 
to predispose to breast cancer in human patients. Thus, 
disruption of exon 59 which is suggested to result in a 
truncated ATM protein, may also model this disease 
(Kim et al., 2014).

Another workgroup developed homozygous ATM 
knockout pigs with a targeting vector disrupting exon 
57 of ATM which encodes a significant portion of the 
ATP binding region within the kinase domain, and sub-
sequent SCNT. Homozygous ATM knockout Yucatan 
minipigs were born with the expected Mendelian in-
heritance ratio after mating heterozygous mutants. ATM 
kinase domain, kinase activity, as well as truncated pro-
teins were not detectable in the homozygous mutants. 
Unlike in the mouse models, the homozygous ATM 
knockout pigs showed early cerebellar lesions including 
loss of Purkinje cells and altered Purkinje cell architec-
ture, as well as growth retardation and gait/motor co-
ordination deficits. In addition, an increased number of 
chromosomal breaks were found in fibroblasts derived 
from the homozygous mutants when compared to con-
trols (Beraldi et al., 2015).

3.7 Retinitis Pigmentosa

Retinitis pigmentosa comprises a group of inherited 
retinal diseases leading to the most frequent cause of he-
reditary visual loss in humans. It causes night blindness 
early in life due to loss of rod photoreceptors. The re-
maining cone photoreceptors slowly degenerate leading 
ultimately to blindness. Over 200 mutations in 45 genes 
have been identified as causative in various monogenic 
forms of retinitis pigmentosa. Both transgenic and knock-
out rodent models of retinal dystrophy contributed to 
the analysis of disease mechanisms. Compared to hu-
mans, rodent models are limited by two disadvantages, 
the small number and different distribution of photore-
ceptors in the retina and the small eyes (Gregory-Evans 
and Weleber, 1997).

Mutations in the rhodopsin (RHO) gene are known 
causes for retinitis pigmentosa in humans. Transgenic 
pigs expressing mutant porcine rhodopsin (RHOP347L or 
RHOP347S) were produced by additive gene transfer. A 
12.5-kb porcine genomic DNA containing 4-kb 5′ flank-
ing sequences, the coding sequences for the 348 amino 
acid protein and 2.9-kb 3′ flanking sequences of the por-
cine RHO gene was used including the mutation CCA 
(Pro) to CTA (Leu) or TCA (Ser) at codon 347. DNA mi-
croinjection of the expression vectors for mutant rhodop-
sin resulted in the generation of transgenic lines. Retinal 
mRNA expression of the mutant transgene exceeded 
the expression of the wild-type endogenous gene. Like 
human patients with the same mutation, the transgenic 
pigs showed early and severe loss of rod photoreceptors, 
and the surviving cone photoreceptors slowly degener-
ated. The phenotypes of mutant RHO transgenic pigs 
and of patients of retinitis pigmentosa are comparable. 
Therefore, this pig model is intensely used for studying 
the pathogenesis of retinitis pigmentosa and for preclini-
cal treatment trials (Petters et al., 1997; Kraft et al., 2005).
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The stability of the mutant phenotype in the RHO-
P347L transgenic pigs was analyzed after maintaining the 
model for nine generations on a heterogeneous genetic 
background. In each generation, hemizygous transgenic 
boars were mated to unrelated nontransgenic sows. The 
sows used were composites of the Yorkshire, Landrace, 
and Large White breeds to minimize inbreeding and the 
negative consequences thereof in the transgenic line. As-
sessment of the photoreceptor degeneration in transgen-
ic animals after nine generations showed a phenotype 
similar to that of the first description of the transgenic 
animals. Thus, the RHOP347L transgenic pigs exhibited a 
stable phenotype after multiple generations of outcross-
ing (Sommer et al., 2011a).

The rhodopsin mutation RHOP23H underlies the most 
common form of human autosomal dominant retinitis 
pigmentosa. Therefore, in another project transgenic 
pigs were produced on the genetic background of NIH 
inbred minipigs with a 17.5-kb human genomic RHOP23H 
sequence including 4.2 and 8.4 kb of 5’ and 3’ sequences, 
respectively. After SCNT, the retinal function of trans-
genic founders was analyzed from 3 months up to 2 years 
after birth. The transgenic animals showed progressive 
rod and cone photoreceptor dysfunction and degenera-
tion. The animals were classified to a moderately and a 
severely affected group. mRNA analysis in a severely af-
fected line found that 80% of total RHO mRNA was mu-
tant RHOP23H mRNA (Ross et al., 2012). The pathogenesis 
of the disease in this pig model was analyzed in detail in 
further prenatal and early postnatal studies using hybrid 
progeny of a cross of the transgenic NIH inbred minip-
igs and domestic pigs (Fernandez de Castro et al., 2014; 
Scott et al., 2014).

3.8 Macular Dystrophy

The macula is the central region of the retina and in-
cludes the fovea centralis which is essential for sharp vi-
sion in conditions of bright light. Stargardt-like macular 
dystrophy type 3 (STGD3) is an autosomal dominant 
disease leading to macular degeneration. Three different 
mutations in the photoreceptor-specific gene elongation 
of very long chain fatty acids, such as 4 (ELOVL4) were 
found to cause the disease. ELOVL4 encodes a 314-amino 
acid protein that harbors an endoplasmic reticulum re-
tention sequence at the C terminus which is eliminated 
in all three STGD3 mutations. ELOVL4 belongs to the 
elongase family of enzymes and catalyzes the synthesis 
of very long chain fatty acids. The disease-associated 
C-terminally truncated proteins mislocalize to nonen-
doplasmic reticulum juxtanuclear aggregates and exert 
a dominant-negative effect on the wild-type protein. In 
addition to transgenic mice which develop rapid retinal 
degeneration due to the expression of human truncat-
ed ELOVL4 sequences, transgenic pigs were produced 

as further disease models. Two transgenes were used 
harboring human truncated ELOVL4 sequences driv-
en by the Rho4.4 photoreceptor-specific promoter. For 
DNA microinjection into zygotes (breed not stated), an 
ELOVL4 coding sequence with a 5-bp deletion, resulting 
in a protein lacking the last 51 amino acids, was used. 
For transfection of cells to be used for SCNT, an expres-
sion vector with an ELOVL4 270 stop mutation and an 
N-terminal EYFP fusion was used. Transgenic pig lines 
were produced with both transgenes. Transgene expres-
sion and mislocalization in the retina, as well as abnor-
mal retinal morphology were found for both mutations. 
Thus, new disease models for STGD3 were established 
(Sommer et al., 2011b).

3.9 Cone Dystrophy

Cone(-rod) dystrophy (CORD) is caused in some 
patients by dominant-negative mutations of the gua-
nylate cyclase 2D (GUCY2D) gene which is involved 
in the regulation of calcium influx in rods and cones. 
Thus, a lentiviral vector was constructed with 0.7 kb of 
the cone-specific pig arrestin 3 (ARR3) promoter and 
the human cDNA coding for the double mutant allele 
GUCY2DE837D/R838S. Using microinjection into zygotes of 
Large White pigs, a number of transgenic founders were 
produced harboring 1–6 copies of the transgene and ex-
pressing the transgene in the retina. On a gross level, 
transgenic founders were indistinguishable from con-
trols both physiologically and behaviorally. Functional 
analysis of the retina by electrophysiological and behav-
ioral tests, as well as histological analysis of the retina at 
different ages revealed a range in the severity of retinal 
alteration in the transgenic founders (Kostic et al., 2013).

3.10 Cardiovascular Diseases

Endothelial cell nitric oxide synthase 3 (NOS3, eNOS) 
regulates vascular function by releasing nitric oxide 
(NO) (Huang, 2009). Transgenic pigs were produced 
for the analysis of the cardiovascular function by eNOS. 
The 7.3-kb transgene consisted of the 3.6-kb Yucatan pig 
eNOS cDNA and a V5 epitope and polyhistidine tag (V5-
His tag) to discriminate between endogenous and trans-
genic eNOS. Endothelial cell-specific expression of the 
transgene was driven by 2-kb TIE2 promoter sequences 
and 1.7-kb TIE2 intron/enhancer elements. After addi-
tive gene transfer into Yucatan pig fetal fibroblasts, SCNT 
of transgene-positive cells resulted in four cloned trans-
genic pigs. They expressed the fusion protein which was 
localized to the endothelial cells of placental vasculature 
from the conceptuses. The same localization was shown 
for the endogenous eNOS. Compared to the size of en-
dogenous eNOS (133 kDa, 1205 amino acids), the pre-
dicted size of the recombinant eNOS (1242 amino acids) 
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was 138 kDa. Localization of endogenous and transgenic 
eNOS revealed the expression in the endothelium. The 
transgenic pigs are further used to analyze the function 
of eNOS in the regulation of muscle metabolism and in 
the cardiorespiratory system (Hao et al., 2006). In addi-
tion, the expression of a modified porcine eNOS in cloned 
fetuses was described as a valuable tool for understand-
ing the relationship between placental growth, vascular 
nutrient exchange and cloning efficiency (Whyte and 
Laughlin, 2010).

Endothelial hydrogen peroxide (H2O2) plays a key 
role in vasomotor control mechanisms and stimulates 
the upregulation of eNOS. Enzymes including catalase 
(CAT) tightly regulate H2O2 levels in vascular tissue. 
Therefore, transgenic pigs were produced using a 15-
kb human CAT transgene whose expression was driven 
to endothelial cells by TIE2 regulatory sequences. Ear-
lier, transgenic mice have been produced with the same 
transgene. In pigs, one clone of transgenic NIH Yucatan 
minipig cells was used for SCNT and yielded transgen-
ic offspring. Expression of human catalase mRNA and 
overall elevated catalase protein were found in isolated 
umbilical endothelial cells, and the endothelial local-
ization of the protein was confirmed. In vitro tests of 
transgenic endothelial cells also revealed significantly 
reduced levels of H2O2 suggesting increased enzymatic 
activity of catalase (Whyte et al., 2011b).

The peroxisome proliferator activated receptor γ 
(PPARG, PPARγ) is another factor that plays an impor-
tant role in cardiovascular diseases. Selective ligands 
of PPARG, such as thiazolidinediones (TZDs) may be 
analyzed for their function as insulin sensitizers for the 
treatment of type 2 diabetes. To establish a large animal 
model for these purposes, ZFN editing of the PPARG 
gene was done in fibroblast cells of Tibetan minipigs. 
PPARG mutant cell clones were isolated and genotyped, 
and a cell clone with a premature stop codon in exon 1 
was further used for SCNT. This resulted in pigs harbor-
ing a heterozygous knockout of the PPARG gene. PPARG 
protein expression seemed to be decreased in the hetero-
zygous knockouts. Analysis of ZFN off-target cleavage 
sites was done using bioinformatics tools. Sequencing of 
the most likely off-target sites revealed two unspecific 
mutation events in segregating, noncoding genomic re-
gions of the genetically modified pigs (Yang et al., 2011).

The purposes for the generation of transgenic pig 
models are not strictly separated. One example is the 
modification of the fatty acid composition of meat prod-
ucts beneficial to human health by additive gene transfer 
of the fatty acid desaturation 2 gene for a ∆12 fatty acid 
desaturase from spinach (Saeki et al., 2004), by expressing 
a humanized Caenorhabditis elegans gene, Fat-1, encoding 
a n-3 fatty acid desaturase (Lai et al., 2006) or by expres-
sion of omega-3 fatty acid desaturase (sFat-1) from Cae-
norhabditis briggsae (Pan et al., 2010) in transgenic pigs. 

The transgenic animals may also provide large animal 
models for studying the role of unsaturated fatty acids in 
the prevention and treatment of clinical conditions, such 
as cardiovascular disease and immune-mediated disor-
ders or cancer.

3.11 Atherosclerosis

Hypertriglyceridemia is an independent risk factor 
for cardiovascular disease, and high levels of apolipo-
protein CIII (APOC3) are often correlated with hypertri-
glyceridemia. APOC3 acts as an inhibitor of lipoprotein 
lipase activity and interferes with the receptor-mediated 
endocytosis of lipoprotein particles. Mature APOC3 is a 
79-amino acid glycoprotein which is found in chylomi-
crons, very low-density lipoproteins, and high-density 
lipoproteins. Mutant APOC3 has been found to directly 
affect plasma lipid profiles, whereby people with defi-
ciencies in APOC3 generally show lower plasma triglyc-
eride levels. Apoc3 knockout mice have reduced levels of 
plasma triglyceride-containing lipoproteins, and over-
expression of human APOC3 in transgenic mice leads 
to hypertriglyceridemia. As the lipoprotein metabolism 
and the functional consequences thereof in mice differ 
greatly from those in humans, transgenic minipigs were 
produced which express human APOC3. A 10-kb human 
genomic APOC3 sequence including 5’ and 3’ sequences 
was used as transgene, and one positive cell clone was 
used for SCNT. Transgenic founders were born, part 
of them showed early postnatal death, and from the 
remaining five healthy grown transgenic pigs, all but 
one died at various ages up to 4 months p.p. The cause 
for this was not identified. The transgenic pigs showed 
expression of human APOC3 in the liver and intestine, 
and increased plasma triglyceride levels, but normal to-
tal cholesterol and high-density lipoprotein levels. They 
had delayed triglyceride absorbance and clearance. The 
plasma lipoprotein lipase amount was increased but the 
activity was significantly reduced. Thus, hypertriglycer-
idemic human APOC3 transgenic minipigs were estab-
lished. For comparative analyses, the same transgenic 
model was generated in rabbits which also showed hy-
pertriglyceridemia (Wei et al., 2012).

High lipoprotein a levels of more than 50 mg/dL in 
humans are a major risk factor for the development of 
atherosclerosis. Apolipoprotein a [LPA, Apo(a)], the 
unique component of lipoprotein a, is described to be 
found only in Old World monkeys and humans. Anal-
ogous to human Apo(a) transgenic mice and rabbits, 
human Apo(a) transgenic pigs were generated using a 
transgene with the cDNA of human Apo(a) under the 
control of the β-actin promoter and cytomegalovirus 
enhancer (CAG promoter). Clawn minipig cells stably 
expressing and secreting human Apo(a) into the culture 
medium were used for SCNT. The transgenic offspring 
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expressed human Apo(a) in all tissues examined includ-
ing blood plasma. Compared to the low plasma concen-
trations of lipoprotein a in Apo(a) transgenic mice and 
rabbits (<10 mg/dL), the human Apo(a) transgenic pig 
line showed high plasma levels (>400 mg/dL) of lipo-
protein a without a significant change in plasma total 
cholesterol, low-density lipoprotein cholesterol (LDL-C), 
high-density lipoprotein cholesterol (HDL-C) or triglyc-
eride levels. Studies of spontaneous or induced athero-
sclerosis in this novel animal model were not yet done 
(Ozawa et al., 2015). Using the same transgene, human 
Apo(a) transgenic pigs were also generated in the genetic 
background of NIBS (Nippon Institute for Biological Sci-
ence) minipigs (Shimatsu et al., 2016).

In humans, loss-of-function mutations in the low-
density lipoprotein receptor (LDLR) gene lead to fa-
milial hypercholesterolemia. The heterozygous mutant 
patients typically show twice the normal plasma LDL 
levels and a significantly increased risk for atheroscle-
rosis. Individuals with both LDLR alleles defective 
face early-onset atherosclerosis. Pigs with spontane-
ous familial hypercholesterolemia have been described 
harboring the mutation LDLRR84C that reduces receptor 
binding (Hasler-Rapacz et al., 1998). As a model of fa-
milial hypercholesterolemia, Ossabaw minipigs harbor-
ing biallelic LDLR mutations were produced by SCNT 
of TALEN-modified fetal fibroblasts with various mu-
tant genotypes. Piglets carried biallelic LDLR mutations 
which are expected to prematurely truncate the LDLR 
open reading frame, or are implicated in familial hyper-
cholesterolemia (Carlson et al., 2012).

Another workgroup used gene targeting by homolo-
gous recombination to disrupt the porcine LDLR gene 
and SCNT to produce Yucatan minipigs with the mu-
tation LDLRC128X. Homozygous LDLRC128X mutants pro-
duced no functional LDLR protein. Breeding of hetero-
zygous mutants resulted in the expected Mendelian ratio 
of homozygous mutant, heterozygous mutant and wild-
type offspring. When fed a standard swine diet (low fat, 
no cholesterol), heterozygous mutant LDLRC128X pigs ex-
hibited increased total and low-density lipoprotein cho-
lesterol levels, whereas homozygous mutant LDLRC128X 
pigs showed highly elevated levels. The severe hyper-
cholesterolemia in homozygous mutant animals result-
ed in atherosclerotic lesions. When fed a diet containing 
high fat and high cholesterol, hypercholesterolemia and 
atherosclerosis developed faster and more severe in the 
mutant pigs (Davis et al., 2014). The LDLRC128X mutant 
pig model was subsequently used to analyze the effects 
of statins on the hypercholesterolemia and atherosclero-
sis phenotype (Amuzie et al., 2016).

The same strategy (gene targeting by homologous 
recombination to disrupt exon 4 of the porcine LDLR 
gene and subsequent SCNT) was used in the genetic 
background of Landrace × Large White crossbred pigs, 

and homozygous mutant LDLR pigs were produced by 
mating heterozygous mutant LDLR pigs. The mutant pig 
model was also used to analyze the effects of statins on 
the hypercholesterolemia and atherosclerosis phenotype 
(Li et al., 2016).

Atherosclerosis is a low-grade inflammatory disease 
of the arterial wall caused primarily by cholesterol-con-
taining low-density lipoprotein particles in the blood. 
Mouse models are missing central features of human 
atherosclerosis. Proprotein convertase subtilisin/kexin 
type 9 (PCSK9) is an important regulator of low-density 
lipoprotein cholesterol by binding hepatic low-density 
lipoprotein receptors and targeting them to lysosomal 
degradation. The human gain-of-function mutation 
PCSK9D374Y increases affinity of this binding, which 
causes a severe form of autosomal dominant familial hy-
percholesterolemia. Using Sleeping Beauty DNA trans-
position and SCNT, transgenic Yucatan minipigs were 
created to express mutant human PCSK9D374Y under the 
control of the liver-specific human α1 antitrypsin pro-
moter and a hepatocyte control region from the apoli-
poprotein E gene. Transgenic pigs with high transgene 
expression fed on a low-fat diet showed higher plasma 
low-density lipoprotein cholesterol levels compared to 
controls. A high-fat, high-cholesterol diet induced severe 
hypercholesterolemia in these animals, as well as acceler-
ated development of atherosclerosis that has human-like 
lesions (Al-Mashhadi et al., 2013). Diabetes is associated 
with an increased risk of atherosclerotic cardiovascular 
disease. Mutant human PCSK9D374Y expressing Yucatan 
minipigs were fed a cholesterol-enriched, high-fat diet 
and injected with streptozotocin to generate a model of 
diabetes. Stable hyperglycemia was achieved in the dia-
betic minipigs, while the plasma total cholesterol, low-
density lipoprotein cholesterol and creatinine levels were 
unaffected. Diabetes failed to increase atherosclerosis in 
any of the vessels examined (Al-Mashhadi et al., 2015).

Lipoprotein-associated phospholipase A2 (PLA2G7), 
also known as platelet-activating factor acetylhydrolase 
(PAFAH) circulates in human blood predominantly in 
association with low-density lipoprotein cholesterol and 
hydrolyses oxidized phospholipids into proinflammato-
ry products. Increased circulating levels or elevated ac-
tivity of PLA2G7 are associated with the risk of vascular 
disease. However, in the mouse circulation, it predomi-
nantly binds to high-density lipoprotein cholesterol and 
exhibits antiinflammatory properties. Therefore, trans-
genic Beijing minipigs ubiquitously overexpressing pig 
PLA2G7 were generated using a transgene with the pig 
PLA2G7 cDNA driven by the translation elongation fac-
tor 1a promoter. Three transgenic founders derived by 
SCNT were examined and showed a more than fivefold 
PLA2G7 RNA expression and an around twofold in-
creased enzymatic activity in the blood compared to con-
trols. The body weight of transgenic pigs did not differ at 
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birth or at 6 months of age compared to controls. The ac-
tivity of PLA2G7 did not interfere with the feeding state. 
Inflammatory gene mRNA levels in the peripheral blood 
mononuclear cells of transgenic pigs were significantly 
elevated. Transgenic pigs did not exhibit increased total 
cholesterol, low-density lipoprotein cholesterol or high-
density lipoprotein cholesterol levels. Triglyceride levels 
during the fasting state also were not different between 
transgenic pigs and controls. However, in the fed state, 
the triglyceride levels of transgenic pigs were signifi-
cantly elevated compared to the fasting state which was 
not seen in the controls (Tang et al., 2015).

NPC1L1 (Niemann Pick C1 Like 1) is highly ex-
pressed in small intestine and plays a critical role in both 
dietary cholesterol absorption and biliary cholesterol 
reabsorption thereby influencing cardiovascular and 
metabolic pathways. Using the CRISPR-Cas9 system by 
directly editing exon 2 of NPC1L1 in zygotes, live bial-
lelic NPC1L1 knockout Bama minipigs exhibiting differ-
ent kinds of indels in NPC1L1 were generated. The se-
quence data revealed more than two different knockout 
genotypes in some pigs, suggesting that cleavage had 
occurred multiple times and resulted in mosaicism of the 
modification. Analysis of the mutant phenotype was not 
described (Wang et al., 2015b).

3.12 Cardiomyopathy

Myocardial infarction and heart failure are severe 
causes for death in humans. Extracellular nucleotides 
(ATP and ADP) released at the site of myocardial dam-
age induce thrombosis, apoptosis and necrosis. ENTPD1 
(ectonucleoside triphosphate diphosphohydrolase 1, 
CD39) rapidly hydrolyzes ATP and ADP to AMP. An 
in vivo myocardial ischemia/reperfusion injury test in 
transgenic mice expressing human CD39 resulted in a 
decrease of the infarct size. The same transgene includ-
ing the human CD39 cDNA driven by the murine MHC 
class I gene H-2Kb promoter was used for the generation 
of transgenic pigs via SCNT. Expression of human CD39 
was detected on circulating blood cells and in myocar-
dial tissue of the transgenic animals. After in vivo induc-
tion of myocardial ischemia/reperfusion injury, a reduc-
tion of the myocardial injury analogous to the results in 
the transgenic mice was found (Wheeler et al., 2012).

Thymosin β4 (TMSB4X, Tβ4) is the most abundant 
G-actin binding peptide of the cytosol and is a potent 
proangiogenic factor. The role of myocardin-related 
transcription factors (MRTF) and serum response factor 
(SRF) for this function was examined in experimentally 
induced prolonged ischemic myocardium areas of trans-
genic pigs ubiquitously and constitutively overexpress-
ing Tβ4 driven by the cytomegalovirus promoter. Upon 
induction of a reversible loss of cardiomyocyte function 
which is amenable to therapeutic neovascularization, 

transgenic pigs did not experience a significant loss of 
perfusion nor myocardial function at rest or under rapid 
pacing. Functional vascular regeneration by induced 
capillary growth and maturation was found in the trans-
genic pigs (Hinkel et al., 2014).

The pore-forming subunit of the cardiac sodium chan-
nel Nav1.5 encoded by SCN5A is a critical determinant 
of myocardial excitability and conduction. Loss-of-func-
tion mutations in SCN5A can clinically manifest as pro-
gressive cardiac conduction disorders or as arrhythmic 
syndromes, such as Brugada syndrome. In addition to 
electrophysiological dysfunction, SCN5A mutations are 
also associated with myocardial fibrosis manifesting as 
global cardiomyopathy. In a 10-year old child exhibiting 
Brugada syndrome, the mutation SCN5AE555X was dis-
covered. Therefore, cardiac sodium channelopathy pig 
models were generated by homologous recombination 
in the genetic background of outbred Yucatan minipigs 
via SCNT exhibiting the orthologous porcine heterozy-
gous mutation SCN5AE558X. The heterozygous mutant 
animals were viable and fertile, and showed no sudden 
death over a 2-year monitoring period. They showed re-
duced SCN5A protein expression, which resulted in di-
minished total sodium conductance. The heterozygous 
mutant hearts showed slowed conduction and increased 
susceptibility for ventricular arrhythmias in the absence 
of structural defects of the myocardium or specialized 
conduction system. In total, a novel animal model was 
established for understanding the mechanisms linking 
sodium channel dysfunction to cardiac pathophysiology 
(Park et al., 2015b).

3.13 Blood Disorders

Human hemophilia A is a common X chromosome-
linked genetic bleeding disorder caused by abnormali-
ties in the coagulation factor VIII (F8) gene. F8 works as 
heterodimer of a heavy and light chain processed from 
the 2351-amino acid precursor (256 kDa). Hemophilia A 
patients suffer from bleeding diathesis. Using a targeting 
vector for the disruption of exon 16 of F8, thereby refer-
ring to the targeting vector used to generate hemophilia 
A mice, and two rounds of SCNT, four heterozygous F8 
knockout Large White pigs were born exhibiting severely 
decreased F8 levels to less than 1% compared to controls. 
The hemophilia A pigs showed a severe bleeding ten-
dency upon birth leading to the early loss of the animals 
(Kashiwakura et al., 2012). Already some years before, 
transgenic pigs were established as bioreactors which 
produced human F8 in the milk (Paleyanda et al., 1997).

Von Willebrand factor (VWF) gene deficiency in hu-
man causes severe von Willebrand disease. Using the 
CRISPR-Cas9 system for editing exon 5 of VWF, which 
encodes the first trypsin inhibitory-like domain, directly 
in Bama minipig zygotes, monoallelic, as well as biallelic 
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VWF mutant piglets were born. Plasma VWF protein ex-
pression was largely reduced in monoallelic mutant pigs, 
and was nearly undetectable in biallelic mutant pigs. As 
in human patients, homozygous VWF knockout pigs 
showed a severe bleeding tendency and a decreased 
plasma level of coagulation factor VIII, but no signifi-
cant differences in other parameters of the hematological 
analysis compared to controls (Hai et al., 2014). Already 
some years before, transgenic pigs were established as 
bioreactors which produced recombinant human von 
Willebrand factor in the milk (Lee et al., 2009).

3.14 Cystic Fibrosis

Alterations of the cystic fibrosis transmembrane con-
ductance regulator (CFTR, 1480 amino acids) were iden-
tified to cause the autosomal recessive cystic fibrosis 
(CF) which still remains incurable. Loss of CFTR func-
tion causes pancreatic insufficiency, focal biliary cirrho-
sis, infertility, and chronic airway infections. In addition, 
up to 20% of babies with CF are born with meconium il-
eus. Mutant mice have been established harboring a dis-
rupted Cftr gene, but they failed to develop the lung and 
pancreatic disease causing most of the morbidity and 
mortality in human patients (Cohen and Prince, 2012). 
Mutant pigs were produced using SCNT and fetal fibro-
blasts with the CFTR gene either disrupted or contain-
ing the most common cystic fibrosis-associated mutation 
(∆F508). Therefore, recombinant adeno-associated virus 
(rAAV) vectors were used to target CFTR in male fetal fi-
broblasts of outbred domestic pigs. The 4.5-kb knockout 
gene construct disrupted exon 10 encoding a portion of 
nucleotide-binding domain 1 with a stop codon at posi-
tion 508 (F508X) followed by a floxed neomycin resis-
tance gene driven by the phosphoglycerate kinase (PGK) 
promoter, whereas the ∆F508 knockin gene construct 
harbors the 3-bp deletion in exon 10 leading to ∆F508 
followed by a floxed neomycin resistance gene driven 
by the PGK promoter in the downstream intronic region. 
Using successfully targeted cells without viral vector 
sequences for SCNT, heterozygous mutant male piglets 
were generated with each mutation. Newborn piglets 
with a targeted disruption of both CFTR alleles exhib-
ited similar defects as seen in newborn human patients, 
that is, meconium ileus, exocrine pancreatic destruction, 
and focal biliary cirrhosis (Rogers et al., 2008a; Rogers 
et al., 2008b). The analysis of the CF pigs provided de-
tailed insights into the pathology of affected organ sys-
tems, such as the respiratory tract and the gastrointesti-
nal organs (Cohen and Prince, 2012).

We produced an independent CF pig model on the 
genetic background of the Landrace breed by sequen-
tial BAC targeting of the CFTR locus. CH242-248P18, a 
BAC containing parts of the CFTR gene was modified by 
placing a STOP box adjacent to the CFTR start codon to 

suppress CFTR mRNA translation. Using two rounds of 
targeting by homologous recombination and SCNT, ho-
mozygous knockout piglets were produced. In general, 
the observed CF phenotype closely reflects the human 
situation, as well as that of the previously published CF 
piglets (Rogers et al., 2008b). Most prominent and in ac-
cordance to the previously published CF piglets (Rogers 
et al., 2008b), our homozygous knockout piglets showed 
100% penetrance of a severe meconium ileus. Efforts to 
overcome this fatal complication by surgical or conser-
vative treatment were not successful leading to the death 
or euthanasia of the animals within the first days after 
birth (Klymiuk et al., 2012a).

To overcome the appearance of the severe meconium 
ileus, CFTR knockout pigs were produced with the intes-
tinal expression of wild-type CFTR. In analogy to experi-
ments in rats, pig CFTR knockout cells were transfected 
with a transgene harboring 1.8 kb of the rat intestinal 
fatty acid binding protein (iFABP) promoter and the 
porcine CFTR cDNA. Using five different cell clones for 
SCNT, different pig lines with various intestinal expres-
sion levels of CFTR were produced. In three transgenic 
lines, intestinal CFTR expression improved the intesti-
nal phenotype. In all transgenic lines, a similar degree of 
pancreatic destruction, microgallbladder, and focal bili-
ary cirrhosis as previously reported in newborn CFTR 
knockout pigs was observed. They also showed reduced 
weight gain and lung disease (Stoltz et al., 2013).

3.15 Duchenne Muscular Dystrophy

Duchenne muscular dystrophy (DMD) is caused by 
loss-of-function mutations in the X-linked dystrophin 
(DMD) gene leading to progressive muscle weakness and 
wasting. DMD is among the largest genes in the mam-
malian genome with a length of more than 2 Mb. DMD 
is mostly caused by deletions in the DMD gene, but point 
mutations and duplications also appear. Pigs with the 
spontaneous mutation DMDR1958W in exon 41 were identi-
fied and phenotypically characterized as a natural porcine 
model of DMD insufficiency (Nonneman et al., 2012).

Using SCNT, pigs with a deletion of exon 52 of the 
DMD gene which is a frequent mutation in human DMD, 
were produced resulting in a frame shift in the tran-
script. DMD mutant pigs exhibited absence of DMD in 
skeletal muscles, increased serum creatine kinase levels, 
progressive dystrophic changes of skeletal muscles, im-
paired mobility, muscle weakness, and a maximum life 
span of 3 months due to respiratory impairment. Unlike 
human DMD patients, some DMD knockout pigs died 
shortly after birth. The development of muscular dys-
trophy in DMD knockout pigs appears in an accelerated 
manner when compared with human patients, and was 
further analyzed in genome-wide transcriptome studies 
of muscle tissue (Klymiuk et al., 2013, 2016).
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Another workgroup announced the development of a 
DMD minipig model harboring an in-frame exon deletion 
in the rod domain of DMD and their subsequent pheno-
typic characterization (Selsby et al., 2015). Information re-
garding a third porcine DMD model is available through a 
patent of Exemplar Genetics. The minipigs possess a dele-
tion of exon 52 and show pathological alterations consis-
tent with the human DMD phenotype (Selsby et al., 2015).

3.16 Diabetes Mellitus

Diabetes mellitus is a group of chronic metabolic dis-
orders characterized by hyperglycemia resulting from 
defects in insulin secretion, insulin action or a combi-
nation of both. In the majority of cases diabetes melli-
tus is diagnosed too late, namely when considerable 
pathological alterations of the pancreatic β-cells are 
manifest. Changes in insulin secretion, glucose homeo-
stasis, and insulin sensitivity occur many years before 
clinical manifestation of diabetes. Therefore biomarkers 
indicating early stages of β-cell dysfunction and mass 
reduction would allow early therapeutic intervention. 
For the search of biomarkers animal models resembling 
β-cell dysfunction in the prediabetic state are needed (re-
viewed in Renner et al., 2016a).

Transgenic pigs expressing a dominant-negative re-
ceptor for the incretin hormone glucose-dependent in-
sulinotropic polypeptide (GIPRdn) were established by 
our group (Renner et al., 2010). The incretin hormones 
glucose-dependent insulinotropic polypeptide (GIP) 
and glucagon-like peptide-1 (GLP-1) are secreted by en-
teroendocrine cells and are responsible for the so-called 
incretin effect, the phenomenon that an oral glucose load 
elicits a higher insulin response compared with an iso-
glycemic intravenous glucose infusion. Inactivation of 
incretins takes place via enzymatic cleavage by the en-
zyme dipeptidyl peptidase–4 (DPP-4). In type 2 diabetic 
patients the incretin effect was found to be highly dimin-
ished which is related to a reduced insulinotropic action 
of GIP. Nearly sustained insulinotropic action of GLP-1 
in type 2 diabetic patients revealed its therapeutic po-
tential and initiated the ongoing development of GLP-1 
receptor agonists, as well as DPP-4 inhibitors. Variation 
in the GIPR gene, desensitization of the GIP/GIPR axis 
or downregulation of the GIPR on the β-cell have been 
discussed as possible reasons for the reduced insulino-
tropic action of GIP (reviewed in Renner et al., 2016b).

GIPRdn transgenic pigs were generated by lentiviral 
gene transfer to mimic the reduced insulinotropic effect 
of GIP. The dominant-negative GIPR has an 8-amino acid 
deletion (amino acid position 319–326, nucleotide posi-
tion 955–978), and two additional point mutations (ami-
no acid position 340, nucleotide position 1018–1020) lead-
ing to an amino acid exchange from alanine to glutamic 
acid (Ala → Glu) in the third intracellular loop which is 

known to be essential for further signal transduction. 
The ligand GIP can bind the GIPRdn with nearly the same 
binding affinity compared with the endogenous GIPR, 
albeit binding the GIPRdn does not lead to any further sig-
nal transduction. As a result, competition of the GIPRdn 
and endogenous GIPR for the ligand GIP leads to a re-
duced insulinotropic action of GIP (Herbach et al., 2005).

GIPRdn transcription was detected in isolated islets 
of Langerhans. GIPRdn transgenic pigs developed nor-
mally and did not show any difference in body weight 
gain compared to littermate controls. Young, 11-week old 
GIPRdn transgenic pigs exhibited reduced oral glucose 
tolerance due to delayed insulin secretion. However, the 
overall insulin secretion considering the complete dura-
tion of the oral glucose tolerance test (120 min following 
oral glucose load), as well as the intravenous glucose tol-
erance was found to be unaltered compared to controls. 
Also, both groups showed similar β-cell mass at this age. 
With increasing age glucose control deteriorated so that 
5-month old GIPRdn transgenic pigs showed reduced oral 
glucose tolerance due to reduced insulin secretion. At 
the age of 11 months, intravenous glucose tolerance was 
also impaired and insulin secretion diminished. Quanti-
tative-stereological analyses of the pancreas of 5-month 
old transgenic and control pigs revealed a reduction of 
35% of the total β-cell volume in GIPRdn transgenic pigs 
while an even more pronounced reduction of 58% of the 
total β-cell volume was detected in 1–1.4-year old GIPRdn 
transgenic pigs compared to controls (Renner et al., 2010).

GIPRdn transgenic pigs show progressive deterioration 
of glucose control and reduction of β-cell mass, but fasting 
normoglycemia, thus providing a unique opportunity to 
study metabolic changes during the prediabetic period. 
We used plasma samples from intravenous glucose tol-
erance tests of 2.5- and 5-month old GIPRdn transgenic 
pigs for a targeted metabolomics approach. Additionally, 
a holistic transcriptome analysis of liver samples from 
5-month old GIPRdn transgenic pigs and controls was 
performed to evaluate if plasma metabolite alterations 
are accompanied by expression changes of targets within 
corresponding pathways (Renner et al., 2012).

GLP1R agonists represent a promising group of in-
cretin-based therapeutics for type 2 diabetes. Liraglutide 
is approved for the use in adult type 2 diabetic patients 
and was shown to reduce body weight and improve 
glycemic control. Therefore, we studied the effects of 
liraglutide in adolescent 2-month old GIPRdn transgenic 
pigs exhibiting a prediabetic condition including dis-
turbed glucose tolerance, reduced insulin secretion, and 
progressive reduction of functional β-cell mass, by daily 
injections for 90 days. Although plasma liraglutide lev-
els of adolescent transgenic pigs treated in our study 
were higher compared to human trials, proproliferative 
effects on the endocrine or exocrine pancreas were not 
observed (Streckel et al., 2015).
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Another workgroup also generated mutant human 
GIPRdn transgenic pigs exhibiting human GIPR that is 
modified in the region of the third intracellular loop by 
a single amino acid exchange (A340E) and a deletion of 
eight amino acids (residues 319–326) essential for sig-
nal transduction. In the transgenic pigs established by 
SCNT, GIPRdn was expressed under the control of rat 
Ins2 promoter in the pancreas. In summary, GIPRdn trans-
genic pigs exhibited impaired glucose metabolism and 
β-cell function (Cheng et al., 2015).

Heterozygous missense mutations in the insulin (INS) 
gene have been identified to cause permanent neonatal 
diabetes mellitus in humans. To establish a large animal 
model of permanent neonatal diabetes mellitus, we gen-
erated INSC94Y transgenic pigs which correspond to the 
human INSC96Y mutation and the Ins2C96Y mutation of 
the Akita mouse. INSC96Y disrupts one of the two inter-
chain disulfide bonds of INS. The mutant insulin leads 
to impaired trafficking of normal proinsulin, accumula-
tion of misfolded insulin in the endoplasmic reticulum 
(ER), and ER stress which finally triggers β-cell apopto-
sis. The transgene harboring porcine INSC94Y with its es-
sential regulatory elements was transduced in pig cells, 
and SCNT was used to generate transgenic founder pigs. 
A line expressing high levels of INSC94Y mRNA (70–86% 
of the wild-type INS transcript level) exhibited elevated 
blood glucose soon after birth but unaltered β-cell mass 
at the age of 8 days. At 4.5 months, INSC94Y transgenic pigs 
exhibited 41% reduced body weight, 72% decreased β-
cell mass, and 60% lower fasting insulin levels compared 
with littermate controls. β-cells of INSC94Y transgenic pigs 
showed a marked reduction of insulin secretory granules 
and severe dilation of the endoplasmic reticulum. Cata-
ract development was already visible in 8-day old INSC94Y 
transgenic pigs and became more severe with increasing 
age. Diabetes-associated pathological alterations of kid-
ney and nervous tissue were not detected during the ob-
servation period of 1 year. INSC94Y transgenic pigs can be 
propagated by conventional breeding when treated with 
insulin. However, the costs for maintenance of diabetic 
pigs are high (Renner et al., 2013).

Effects of maternal diabetes mellitus on embryos, fe-
tuses, and offspring are another attractive research topic 
which can be addressed using this model. In a prelimi-
nary study we observed that both transgenic and wild-
type offspring of diabetic INSC94Y transgenic sows mat-
ed to a wild-type boar exhibited reduced absolute and 
relative weights of most organs when compared to the 
offspring of matings with INSC94Y transgenic boars and 
wild-type sows, which emphasizes potential develop-
mental effects of maternal diabetes in this model (Wolf 
et al., 2014).

In addition, we previously established a mutant 
mouse line showing diabetes which was caused by a 
point mutation in the insulin 2 (Ins2) gene. The point 

mutation leads to the amino acid exchange C95S and the 
loss of the A6-A11 intrachain disulfide bond of the in-
sulin. Male heterozygous Ins2C95S mutant mice develop 
progressive diabetes mellitus with strong reduction of 
the total pancreatic islet volume and the total β-cell vol-
ume together with severe alterations of the β-cell struc-
ture (Herbach et al., 2007). Therefore, we established a 
transgenic pig model expressing mutant porcine insulin 
analogous to the mutant mouse insulin by additive gene 
transfer for the subsequent study of β-cell dysfunction in 
diabetes mellitus. Using SCNT, transgenic founder pigs 
were established with normal development and unal-
tered fasting blood glucose levels, but disturbed intra-
venous glucose tolerance and reduced insulin secretion 
(unpublished own data).

Another transgenic porcine diabetes model was pro-
duced for type 3 of maturity-onset diabetes of the young 
(MODY3) which is caused by dominant mutations of the 
hepatocyte nuclear factor 1α (HNF1A) gene. The effect 
of the dominant-negative mutation used was previously 
verified in transgenic mice. The transgene consisted of 
the 1.2-kb chicken β-globin insulator, the 0.4-kb enhanc-
er for the immediate-early gene of the cytomegalovirus 
followed by the 0.7-kb porcine insulin promoter, a 2.3-kb 
mutant human hepatocyte nuclear factor 1α cDNA with 
the most common mutation (P291fsinsC), the 0.1-kb SV40 
polyadenylation signal, and the 1.2-kb chicken β-globin 
insulator. A transgenic cell clone with ten copies of the 
transgene was used for SCNT. Twenty two live transgen-
ic cloned pigs were produced. Most of them died within 
2 weeks after birth. The transgene-derived protein was 
detected in pancreas, heart and kidney. Persistent diabe-
tes with nonfasting blood glucose levels over 200 mg/dL 
was observed in four transgenic pigs with longer living 
time. Histological analysis revealed abnormal pancreatic 
islet morphogenesis and pathological alterations of the 
kidneys, such as glomerular hypertrophy and sclerosis 
(Umeyama et al., 2009). Transgenic pigs were continu-
ously treated with insulin to allow for normal growth 
to sexual maturity. Sperm quality of transgenic boars in 
in vitro fertilization experiments was lower compared to 
controls but live transgenic offspring were produced by 
in vitro fertilization with cryopreserved sperm (Umeya-
ma et al., 2013).

3.17 Liver Disease

Hereditary tyrosinemia type I is a severe, autosomal 
recessive disease caused by a deficiency in the enzyme 
fumarylacetoacetate hydrolase (FAH) that catalyzes the 
last step of tyrosine metabolism. The absence of FAH 
causes accumulation of the toxic metabolite fumarylace-
toacetate in hepatocytes and renal proximal tubules, the 
two major cell types that express FAH. This results in 
hepatic failure, cirrhosis, and hepatocellular carcinoma 
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early in childhood. For targeting porcine FAH, a similar 
approach as for the generation of Fah knockout mice was 
used. An in-frame stop codon and a neomycin resistance 
cassette were inserted into exon 5 of the porcine FAH 
gene, and the knockout construct was delivered to fe-
tal pig fibroblasts with a recombinant adeno-associated 
virus (rAAV) vector. Heterozygous knockout cells were 
used for SCNT, and viable and healthy heterozygous 
FAH knockout pigs were generated. The heterozygous 
knockouts were phenotypically normal, showed normal 
tyrosine metabolism and histologically normal livers. 
Compared to controls, transcript, and protein expres-
sion of FAH, as well as the enzyme activity were reduced 
(Hickey et al., 2011). After mating heterozygous FAH 
knockout Large White and Landrace pigs, no homozy-
gous FAH knockout piglets were born. FAH deficiency in 
mice does not produce an in utero lethal defect and mice 
are born, albeit with severe liver damage. Further anal-
yses indicated robust FAH protein expression in wild-
type pigs at day 30 of gestation and in utero lethality of 
the homozygous FAH knockouts prior to day 35 of ges-
tation. As human patients are successfully treated with 
a low-tyrosine diet combined with the administration 
of the potent inhibitor of 4-hydroxyphenylpyruvate di-
oxygenase NTBC, heterozygous FAH knockout females 
were treated with NTBC prior to conception with hetero-
zygous FAH knockout boars and for the duration of the 
pregnancy. This treatment rescued the in utero lethality 
of FAH deficiency as healthy homozygous FAH knock-
out piglets were born within the predicted Mendelian 
ratio. Animals treated with NTBC were phenotypically 
normal at birth, however, withdrawal of NTBC resulted 
in rapid clinical decline including multiple biochemi-
cal abnormalities, dysmorphic kidney morphology and 
death due to progressive liver injury without showing 
other major abnormalities (Hickey et al., 2014).

3.18 Kidney Disease

Autosomal dominant polycystic kidney disease (ADP-
KD) is a common human chronic genetic disease. It is char-
acterized by the progressive formation of cysts in bilateral 
kidneys and numerous extrarenal manifestations includ-
ing hepatic and pancreatic cysts, intracranial aneurysms, 
and abnormalities in cardiovascular systems. The progres-
sive growth of cysts in kidneys eventually leads to renal 
failure in 50% of patients, and there is currently no effective 
treatment. Mutations in PKD1 and PKD2 are responsible 
for autosomal dominant polycystic kidney disease, which 
represent about 85% and 15% of patient cases, respective-
ly. Polycystin 2 encoded by PKD2 is a calcium-permeable 
cation channel that plays a role in many aspects of cell 
function. Transgenic mice or rats overexpressing cDNA 
or genomic sequences of PKD1 and PKD2 show typical 
cystic kidneys, and the severity of the disease is positively 

correlated with the copy number and the expression level 
of the transgenes. Porcine PKD1 and PKD2 are highly 
similar to the human orthologs. Using full-length porcine 
PKD2 cDNA driven by a ubiquitous cytomegalovirus en-
hancer/promoter, four transgenic Chinese experimental 
minipigs (CEMP) were generated by SCNT. The trans-
genic pigs showed approximately 10 insertion events and 
PKD2 was more highly expressed in transgenic pigs than 
in wild-type controls. Blood urea nitrogen and serum cre-
atinine levels were continuously measured up to 1 year 
of age to assess the pig kidney function. The transgenic 
pigs showed no significant alteration in kidney function, 
and there were no cystic manifestations by 1 year of age in 
this model. It is estimated that more than 2 years may be 
required for manifestation of renal cystogenesis in these 
pigs (He et al., 2013).

Subsequently, the same workgroup produced hetero-
zygous PKD1 knockout Chinese experimental minipigs 
(CEMP) by editing exon 5 of PKD1 in porcine cells by 
ZFN. PKD1 is ubiquitously expressed in various organs. 
Using various edited cell clones in SCNT, pigs with 
various monoallelic indels in PKD1 were achieved and 
showed a lower PKD1 expression at both the transcrip-
tional and translational level. Breeding to wild-type pigs 
revealed the germline transmission of the mutant alleles 
according to the Mendelian ratio. In the heterozygous 
PKD1 knockouts, no macroscopic or microscopic cysts 
appeared in the kidneys 48 h p.p., but renal cysts ap-
peared as early as 3 months after birth without affecting 
the whole kidney in the early stage of the disease. Most 
renal cysts were derived from the proximal tubules and 
collecting ducts and grew progressively. In addition, re-
nal fibrosis was associated with disease progression, and 
liver cysts were found (He et al., 2015).

The protooncogene c-Myc is overexpressed in cystic 
kidneys, and transgenic mouse models of autosomal 
dominant polycystic kidney disease overexpressing 
c-Myc in kidney tissue exist. Therefore, the same work-
group generated transgenic Chinese experimental mini-
pigs (CEMP) by SCNT using the porcine MYC-b cDNA 
driven by the cytomegalovirus enhancer and the mouse 
cadherin 16 promoter. The transgenic founders each 
had multiple integrated copies of the transgene vector 
and exhibited overexpression of MYC in kidney tissues. 
Blood urea nitrogen and serum creatinine levels were 
measured up to 6 months of age, but no obvious abnor-
malities were detected (Ye et al., 2013).

3.19 Osteoporosis

Transgenic mice overexpressing the soluble receptor 
activator of NF-kB ligand (RANKL, TNFSF11) in the liver 
after birth showed hyperactivation of osteoclasts result-
ing in resorptive osteoporosis. In humans, inhibition of 
RANKL by monoclonal antibodies is a current approach 
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in osteoporosis therapy. For generating a large animal 
model with osteoporosis, the spatio-temporally regulated 
or inducible expression of RANKL is required, since mice 
overexpressing RANKL ubiquitously from the early de-
velopmental stage died at the late fetal stage. Therefore, 
the Tet-On system was used and double transgenic pigs 
were generated by SCNT for the inducible expression 
of RANKL by administration of doxycycline (Klymiuk 
et al., 2012b) (see Section 2.5). One living double transgen-
ic founder pig and a double transgenic offspring on the 
genetic background of the Swabian-Hall breed were ana-
lyzed. In the absence of doxycycline, the RANKL protein 
level was below the detection limit. The oral administra-
tion of increasing concentrations of doxycycline revealed 
a minimal dose of 25 mg/kg/day to detect significantly 
increased RANKL levels after 6 days. The RANKL levels 
were further increased with higher doses of doxycycline, 
but induction with 25 mg/kg/day was sufficient not only 
to induce RANKL but also to increase the levels of endog-
enous cathepsin K, a marker for activation of osteoclasts. 
This confirmed the biological function of the induced 
transgene expression for osteoporosis. Future studies will 
clarify whether induced overexpression of RANKL in the 
pig results in osteoporosis (Klymiuk et al., 2012b).

3.20 Marfan Syndrome

Fibrillin 1 (FBN1) is the principal structural compo-
nent of extracellular microfibrils in the connective-tissue 
matrix of the body. Heterozygous mutations resulting in 
the abnormal formation of the extracellular matrix cause 
the Marfan syndrome. Human patients experience poor 
quality of life caused by skeletal disorders and cardio-
vascular impairment. Using the ZFN system in porcine 
Large White/Landrace × Duroc fetal fibroblasts, a het-
erozygous FBN1 mutant cell clone (Glu433AsnfsX98) 
was established encoding a truncated FBN1 protein 
caused by a new stop codon at amino acid residue 531. 
By SCNT, heterozygous FBN1 mutant founder pigs were 
generated from one single line of nuclear donor cells 
but showed no homogenous phenotype, as Marfan-like 
skeletal symptoms occurred in only a part of the het-
erozygous mutant founders. Various expression of the 
pathological phenotype due to differences in genetic 
and epigenetic factors has been also observed both in 
human patients and heterozygous Fbn1 mutant mouse 
models. Generation of heterozygous G1 mutants by mat-
ing founder animals to wild-type pigs resulted in the ap-
pearance of the similar pathological phenotype in the 
founder and their progeny. After mating heterozygous 
mutants, homozygous mutants appeared showing typi-
cal symptoms of the Marfan syndrome and a survival 
time up to 28 days of age. Neonatal lethality has been 
also described in homozygous Fbn1 mutant mouse mod-
els (Umeyama et al., 2016).

3.21 Skin Disease

In the Sonic hedgehog signaling pathway (SHH-GLI), 
the soluble protein SHH activates the transmembrane 
protein smoothened (SMO) allowing the subsequent ac-
tivation of the transcriptional regulators GLI1, GLI2, and 
GLI3. Normal hair follicle and sebaceous gland develop-
ment is tightly regulated by SHH-GLI signaling. GLI2 
has both repressor and activator functions including in 
the oncogenic hedgehog signaling. Gli2 knockout mice 
show multiple developmental abnormalities in the skin. 
Basal cell carcinoma is associated with constitutive sig-
naling of the Shh-Gli pathway. In contrast to mice, the 
skin of pigs is very similar to that of humans.

Transgenic pigs (breed not specified) were produced 
to analyze the constitutive expression of the hedgehog 
transcriptional activator GLI2 in porcine skin. The trans-
gene K5-hGLI2∆N consists of the 5.3-kb bovine keratin 
5 (K5) promoter and a c-Myc tagged N-terminal trun-
cated form of the human GLI2 gene, which has only ac-
tivator function and shows 30-fold more activity than 
endogenous GLI2 in vitro. After transfection of fibro-
blasts, four different transgenic cell clones were used 
for SCNT to produce transgenic animals. Nontransgenic 
controls were produced in the same litters by using non-
transgenic fibroblasts. The transgenic animals showed 
the keratinocyte-specific expression of the transgene in 
the stratum basale and the outer follicular root sheath 
of the skin at different levels. SHH-GLI target genes and 
endogenous c-Myc, as well as the immature keratinocyte 
markers K5, K14, and K17 were upregulated. This result-
ed in the development of a hyperproliferative and im-
mature epidermis. Expression of genes associated with 
differentiation, adhesion, and signal transduction was 
normal. Histological analysis showed generalized epi-
dermal abnormalities including epidermal hyperplasia 
and hyperkeratosis, as well as sebaceous gland hyper-
plasia. The transgenic animals developed skin infections 
soon after birth progressing to deep alterations at ex-
posed skin areas. The animals died or were euthanized 
within few weeks after birth. The transgenic animal with 
the lowest expression of the transgene was alive for 
6 months of age. The same transgene has been used to 
produce transgenic mice. The mice showed epithelial al-
terations resembling basal cell carcinomas and advanced 
neoplastic development (Roessler et al., 2005). In con-
trast to the transgenic mice, the transgenic pigs showed 
no gross signs of cutaneous tumors 2 weeks after birth, 
but diffuse epidermal changes and susceptibility to cuta-
neous infections were observed. The phenotype resem-
bled those described for some forms of human psoriasis. 
Association between psoriasis and activated hedgehog 
signaling is discussed (McCalla-Martin et al., 2010).

The development of transgenic pigs as a model for 
cutaneous inflammation was the aim of another project. 
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Integrins are transmembrane signaling receptors that 
are important for cell growth and differentiation, as well 
as inflammatory responses in the skin. Transgenic mice 
showing the subrabasal expression of the human integ-
rins α2 (ITGA2) and/or β1 (ITGB1) in the epidermis de-
veloped hyperproliferation and aberrant differentiation 
of keratinocytes and a phenotype resembling psoriasis. 
Using SCNT and the transposon system, transgenic Göt-
tingen minipigs were produced with transgenes analo-
gous to the mouse project. The subrabasal expression in 
keratinocytes was driven by the involucrin promoter, 
followed by the first intron of the involucrin gene and 
the coding sequences of human β1 or α2 integrin. For 
human β1 integrin, six transgenic pigs living more than 
2 weeks were produced. All of them arose from differ-
ent donor cell clones, and most of them showed several 
transgene integration sites. The transgene-derived pro-
tein was found to be correctly processed after translation 
in in vitro cultured transgenic porcine keratinocytes. No 
apparent differences in skin morphology between the 
transgenic pigs and controls were visible over an exami-
nation period of 14 months. For human α2 integrin, three 
living transgenic pigs were produced. The transgene-de-
rived integrin was observed in the plasma membrane of 
transgenic keratinocytes. In addition, lower amounts of 
transgenic mRNA were also detected in all other tissues 
analyzed. Again, no visible epidermal abnormalities 
or psoriasis-like phenotypes were detected. However, 
markers of perturbed skin homeostasis in keratinocytes 
and of chronic inflammatory phenotype in the skin were 
identified (Staunstrup et al., 2012).

Microphthalmia-associated transcription factor 
(MITF) is a master regulator of melanocyte development 
and an important oncogene in melanoma. Mutations in 
the human MITF gene have been found in patients of 
the Waardenburg syndrome showing hypopigmentation 
and deafness. Cytoplasmic injections of the CRISPR-
Cas9 system into zygotes editing exon 8 of the porcine 
MITF, which encodes part of the basic helix-loop-helix 
leucine zipper domain and is essential for MITF DNA-
binding, achieved two live-born piglets showing no 
pigmentation over its entire body. RFLP and sequence 
analysis found biallelic mutations in both piglets, and 
Western blot analysis of tail skin tissues showed that 
MITF was completely absent in the two mutant piglets 
(Wang et al., 2015c).

In addition, using the CRISPR-Cas9 system and 
SCNT, biallelic tyrosinase (TYR) knockout pigs in the 
genetic background of Banna minipigs and Bama mini-
pigs were produced. They harbored various types of 
mutations in the first exon region following the start 
codon corresponding to the respective donor cells. The 
TYR knockouts showed typical albinism with complete 
absence of melanin production in skin and eyes (Zhou 
et al., 2015).

3.22 Circadian Rhythm Disorder

The homeostasis of circadian rhythms in both central 
and peripheral tissues is pivotal for numerous biologi-
cal processes. Transgenic mice expressing the mutant 
human cryptochrome 1 (CRY1C414A) revealed disturbance 
of the circadian rhythm, as well as signs of type 2 dia-
betes, such as hyperglycemia and polydipsia. Therefore, 
an analogous Bama minipig model was produced with a 
transgene harboring the mutant human CRY1C414A cDNA 
driven by the cytomegalovirus early enhancer and 
chicken β-actin (CAG) promoter and SCNT. Twenty-one 
transgenic founder piglets originating from two differ-
ent donor cell clones and expressing the transgene re-
mained healthy and gained normal weight under con-
trolled external factors (light, food). Core circadian clock 
and proinflammatory cytokine gene expression were 
analyzed in ex vivo derived, cultured fibroblasts, and 
altered expression patterns were found compared to 
controls (Liu et al., 2013).

3.23 Cancer

For the development of an animal model for the study 
of human tumors, transgenic pigs were generated with 
a 4.8-kb fragment containing the long terminal repeat 
(LTR) of mouse mammary tumor virus (MMTV) and the 
activated v-Ha-ras sequence. The carcinogenic effect of 
the transgene has been proven in transgenic mice. DNA 
microinjection of fertilized oocytes was carried out on 
the mixed genetic background of the Landrace, Large 
White, and Duroc breeds. One female transgenic founder 
was produced which gave rise to hemizygous transgenic 
offspring. The expression analysis detected transgene-
specific RNA in various tissues of the founder. Tumor 
development was not found in the transgenic founder 
and its transgenic offspring during the observation peri-
od for 30 months and 1–8 months, respectively. Breeding 
of G1 transgenic pigs to nontransgenic pigs confirmed 
their fertility. Reasons for the absence of tumor develop-
ment might be low transgene expression levels, the lack 
of cofactors for the tumorigenesis, and/or tumor devel-
opment in older ages which were not included in this 
study (Yamakawa et al., 1999).

Inactivating mutations of the breast cancer 1 (BRCA1) 
gene predispose to breast cancer and are often correlat-
ed to familiar breast and/or ovarian cancer. More than 
1200 BRCA1 variants have been found, often leading 
to functional inactivation and predisposition to cancer. 
The BRCA1 gene contains 22 coding exons encoding a 
nuclear protein of 1863 amino acids in humans and pigs, 
and 1812 amino acids in mice. Compared to the human 
BRCA1 protein, porcine BRCA1 showed 74% identity, and 
mouse BRCA1 showed 58% identity. Transgenic mouse 
models carrying targeted disruptions of Brca1 revealed 
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the crucial role of the gene in embryonic development 
and cell proliferation regulation. Homozygous knock-
out mice lacking exon 11 died during the second half of 
the gestation. Developing tumors in the Brca1 transgenic 
mouse models showed varying degrees of similarity to 
their human counterparts. Heterozygous Brca1 knockout 
mice are developmentally and reproductively normal. 
Without exogenous stress factors, they showed no pre-
disposition to breast cancer at an advanced age whereas 
heterozygosity for BRCA1 mutations in humans strongly 
increase the risk of developing breast cancer at an older 
age. Somatic loss of heterozygosity (LOH) of the remain-
ing wild-type allele is frequently found in human breast 
cancer cells but not in mice.

Most of the disease-related mutations have been 
found in exon 11, therefore this exon was used for gene 
targeting via homologous recombination by using re-
combinant adeno-associated virus (rAAV)-mediated 
gene targeting. Heterozygous BRCA1 knockout cells of 
Yucatan minipigs with the deletion of large parts of exon 
11 were used for SCNT giving rise to the birth of eight 
piglets, and seven of them were identified as heterozy-
gous BRCA1 mutants. Compared to control animals, 
the heterozygous BRCA1 mutants showed decreased 
BRCA1 mRNA in isolated fibroblasts, but no significant 
differences were observed with respect to the BRCA1 
protein levels. Unexpectedly, all heterozygous BRCA1 
knockout piglets died within 18 days after birth while 
the wild-type littermate was still alive after half a year. 
The causes for the perinatal mortality remained unclear 
but may be the result of the SCNT technique used. Vi-
ability problems of other transgenic or nontransgenic 
Yucatan minipigs cloned by SCNT were frequently ob-
served. To examine the role of the genetic background 
for the phenotype, the same knockout is intended to 
be produced with Göttingen minipigs where both the 
pregnancy rate and the number of piglets referring to 
the number of transferred embryos are higher in SCNT. 
Also the creation of a conditional pig model harboring 
a mammary-specific BRCA1 knockout is intended. In 
addition, high efficiencies in gene targeting by using re-
combinant adeno-associated virus (rAAV) vectors were 
obtained in this project. This might allow the correct de-
sign of mutant cells without selection procedures based 
on drug resistance in the future (Luo et al., 2011).

Familial adenomatous polyposis (FAP) is character-
ized by foci of dysplastic growth in the colon and rectum 
that develop to adenomatous polyps and adenocarci-
noma. Germline mutations in the adenomatous polypo-
sis coli (APC) tumor-suppressor gene are responsible 
for familial adenomatous polyposis, and somatic APC 
mutations are found in most sporadic colorectal tumors 
at the earliest stages. Using mesenchymal stem cells of 
Landrace/Pietrain or Landrace pigs for SCNT, gene-
targeted pigs carrying translational stop signals in the 

APC gene at codons 1061 and 1311, that is orthologous 
to common germline mutations (APC1061 and APC1309) 
in human familial adenomatous polyposis, were gener-
ated. Mutation at human codon 1309 is associated with 
a particularly severe phenotype with early onset and 
prolific polyposis when compared to mutation at codon 
1061 which causes less severe polyposis. A 1-year old 
heterozygous APC1061Stop mutant pig showed no evidence 
of polyposis, whereas a heterozygous APC1311Stop mutant 
pig of the same age showed aberrant crypt foci, as well 
as low-grade and high-grade dysplastic adenomas in 
the large intestine, which is similar to the precancerous 
lesions that develop in patients with familial adenoma-
tous polyposis. Thus, the mutant pig exhibited the well-
characterized precancer phenotypic sequence leading to 
adenomas in the large intestine, replicating early-stage 
human familial adenomatous polyposis which is not the 
case for Apc mutant mice (Flisikowska et al., 2012).

Another workgroup used TALEN-stimulated muta-
genesis to generate knockout alleles of the APC gene by 
short indels in Ossabaw pig fibroblasts which were used 
to produce monoallelic and biallelic APC mutant pigs by 
SCNT to model colon cancer. Phenotypic data were not 
yet published (Tan et al., 2013).

The tumor suppressor gene TP53 encoding p53 is the 
most commonly inactivated gene in sporadic human 
cancers. Most of the TP53 somatic mutations occur be-
tween codons 125 and 300 including the DNA binding 
region. The dominant-negative mutation TP53R175H is the 
most frequent missense mutation in many sporadic hu-
man cancers. Using porcine mesenchymal stem cells of 
Landrace pigs, a latent oncogenic mutant porcine TP53 
gene was constructed by insertion of a floxed transcrip-
tional termination signal (LSL cassette) in the first intron 
and a point mutation encoding the oncogenic activation 
mutation R167H (that is equivalent to human R175H) 
in exon 5. The allele TP53LSL-R167H was predicted to lack 
TP53 expression, whereas Cre recombinase-mediated re-
moval of the LSL cassette generates the allele designated 
TP53L-R167H. Fifteen viable heterozygous mutant TP53LSL-

R167H piglets were produced by SCNT, all of them were 
free of any apparent abnormality (Leuchs et al., 2012). To 
determine whether pigs carrying the latent TP53LSL-R167H 
mutation in heterozygous or homozygous form would 
spontaneously develop tumors, animals were regularly 
analyzed for alterations in health and well-being. Nine 
heterozygous knockout pigs with an age up to 32 months 
were examined by necropsy. There was no evidence of tu-
mors or other abnormalities in animals up to 16 months. 
Of the five older animals, four had tumors, and one ani-
mal had disseminated calcifying, ossifying lesions but no 
identifiable primary tumor. Lesions from three pigs were 
determined by histology as osteoblastic osteosarcomas. 
Osteosarcoma is a relatively rare solid tumor but the most 
common primary bone cancer, and is highly malignant 
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with bad prognosis. In addition, two G2 generation 
homozygous TP53LSL-R167H knockout pigs were examined. 
Both animals grew more slowly than wild-type and het-
erozygous mutant controls, and revealed multiple large 
osteosarcomas at the age of 7–8 months which indicates 
accelerated tumor development in the homozygous p53 
mutants (Saalfrank et al., 2016).

The human mutation TP53R175H (corresponding to 
R167H in pigs) is also found in the germline of Li-Frau-
meni patients who are strongly predisposed to devel-
oping multiple types of cancers. Gene targeting via ho-
mologous recombination in Yucatan minipig fibroblasts 
and subsequent SCNT obtained heterozygous TP53R167H 
mutant founders. Mating of the heterozygous mutants 
revealed the expected ratio of Mendelian inheritance in 
the offspring. No tumors were detected via in vivo im-
aging or necropsy in the heterozygous TP53R167H mutant 
pigs over 30 months of observation. All homozygous 
TP53R167H mutant pigs that reached sexual maturity de-
veloped neoplastic lesions, including lymphomas and 
osteogenic tumors, thereby recapitulating the tumor 
types observed in mice and humans expressing ortholo-
gous TP53 mutant alleles (Sieren et al., 2014).

Activating mutations in the protooncogene KRAS ini-
tiate pancreatic adenocarcinoma and nonsmall-cell lung 
cancer and occur in many other human cancers with 
KRASG12D as the most common mutation. Using mesen-
chymal stem cells of Landrace pigs, a latent oncogenic 
mutant porcine KRAS gene was constructed by inser-
tion of a floxed transcriptional termination signal (LSL 
cassette) and a point mutation encoding the oncogenic 
activation mutation KRASG12D. In the intact form, the 
mutant allele does not express mutant KRAS. Expres-
sion can be induced by Cre-mediated excision of the LSL 
cassette, generating the allele designated KRASL-G12D. By 
SCNT, viable gene-targeted pigs carrying a latent mu-
tant KRASG12D allele were produced that can be activated 
by Cre recombination (Li et al., 2015b).

Analogously, a Cre recombinase inducible porcine 
transgene ubiquitously expressing both KRASG12D and 
TP53R167H was constructed, and transgenic pigs were 
generated with Minnesota minipig fibroblasts cells and 
SCNT. A transgenic pig line harboring a single copy of 
the transgene was further analyzed. Local expression 
of Cre by adenoviral administration of Cre at different 
sites in three transgenic pigs (intramuscularly in the legs, 
intratesticularly, or subcutaneously in the ear, neck, or 
abdomen) inevitably resulted in the development of tu-
mors at the injection sites (Schook et al., 2015).

3.24 Infectious Diseases

Multiple lines of B-cell and T-cell deficient mice have 
been used for the study of B-cell (humoral) and T-cell 
(cellular) responses for many diseases. Compared 

to humans, pigs are often infected by closely-related 
viral and bacterial pathogens. They can serve as zoo-
notic reservoirs for human pathogens. For major en-
teropathogens, mouse models do not reproduce the 
tropism and immunopathology of the corresponding 
human infections. Thus, experiments in pigs may con-
tribute to the study of the basic immune response to 
a pathogenic challenge, as well as to discriminate cel-
lular and humoral protective immunity to infectious 
agents.

Rodents and humans can utilize 4–6 functional join-
ing gene segments (JH) of the heavy chain locus, whereas 
pigs only possess one functional JH locus. Targeting the 
single functional joining region (JH) of the heavy chain 
locus in porcine fibroblasts of the Large White breed 
was carried out by homologous recombination with a 
knockout vector removing the single functional JH se-
quences. SCNT using one targeted cell clone produced 
heterozygous knockout animals which were mated to 
produce homozygous knockout piglets. The homo-
zygous knockouts appeared in the litters with the ex-
pected Mendelian ratio. mRNA analysis in spleen and 
mesenteric lymph nodes, as well as protein analysis by 
flow cytometry detected that homozygous knockout 
piglets did not show mature B cells and antibodies of 
any isotype. No circulating IgM+ B cells were observed 
in the homozygous knockouts, showing that VDJ rear-
rangement is impaired. Functional VDJ rearrangement 
at the heavy chain locus has been shown to be required 
for B-cell development. No transcription or secretion of 
immunoglobulin isotypes were observed in blood and 
secondary lymphoid tissues. No lymph node follicles 
were found. The findings were consistent to published 
results in B-cell deficient mice and humans. Heterozy-
gous knockouts showed IgM+ B cells of more than half 
of the amount of wild-type controls. In contrast, T-cell 
receptor (Tcr)β transcription and T cells appeared large-
ly unaffected in homozygous knockouts.

The homozygous knockout pigs were convention-
ally reared by allowing them to suckle until weaning 
4 weeks after birth. In the suckling period they remained 
healthy, however, thereafter they were severely suscep-
tible to bacterial infections leading to a wasting-like syn-
drome and the impossibility to conventionally maintain-
ing them longer than a few weeks after weaning. Thus, 
gnotobiotic facilities have to be used for maintaining 
the homozygous knockouts. These antibody- and B-cell 
deficient pigs may be used as the first step in the gen-
eration of heavy chain knockout pigs for the subsequent 
complete replacement of the porcine immunoglobulin 
loci with the human homologous genomic sites. These 
genetically engineered animals in the future might also 
serve as a source of pathogen-specific human polyclonal 
antibodies thereby alleviating both the supply and spec-
ificity issues as polyclonal antibodies harvested from 
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human donors by plasmapheresis are of broad specific-
ity and the supply is limited (Mendicino et al., 2011).

Therefore, the next step for this aim was carried out. 
The porcine k light chain immunoglobulin locus is in the 
megabase range and comprises multiple families of vari-
able (Vk) genes, five joining (Jk) regions and—as found 
for most common mammals including the mouse—a 
single constant (Ck) gene. To inactivate the pig k locus, 
the single Ck gene offered the best option, as this strat-
egy has been proven successful in the mouse. Therefore, 
targeted deletion of the most part of the porcine k light 
chain constant (Ck) region was carried out in pig primary 
fetal fibroblasts. By SCNT, heterozygous knockouts were 
produced with one mutant cell clone. Heterozygous 
knockouts were bred together to generate homozygous 
knockouts at a ratio close to that expected by the Mende-
lian inheritance. Peripheral blood mononuclear cells as 
circulating B cells and secondary lymphoid organs, such 
as mesenteric lymph nodes—which contain follicles that 
consist of a dense population of B cells—from homozy-
gous knockouts were devoid of k-containing immuno-
globulins. Furthermore, there was an increase in λ light 
chain expression when compared to that of wild-type 
littermates. Tcrβ rearranged gene transcription was not 
altered.

Even though there are two light chain loci (k and λ), 
usage is unequal among mammals. In mice >95% of the 
light chain used by mature B cells are k while >90% of 
immunoglobulins in ungulates, such as sheep, horses, 
and cattle use λ. In contrast, k:λ usage in the pig is al-
most equal and corresponds to what is found in humans. 
The phenomenon of allelic exclusion, whereby any given 
mature B cell can express only one Ig heavy chain and 
one Ig light chain allele even though there are two al-
leles at each of the three Ig loci, is also true for the pig 
(Ramsoondar et al., 2011).

After the homozygous disruption of the J-region gene 
segment of the heavy chain locus (Mendicino et al., 2011) 
and of the porcine k light chain (Ramsoondar et al., 2011), 
the targeted disruption of λ light chains was described to 
be underway (Mendicino et al., 2011).

Subsequently, another workgroup edited the func-
tional JH region of the IgM heavy chain locus in porcine 
fibroblasts using the CRISPR-Cas9 system. Piglets with 
biallelic IgM heavy chain gene mutation were produced 
after SCNT. The piglets also showed no antibody-pro-
ducing B cells which resulted in a B-cell deficient pheno-
type (Chen et al., 2015).

3.25 Immunodeficiency

Techniques for the production of genetically engi-
neered animals were used to establish porcine models 
of severe combined immunodeficiency (SCID) primarily 
not to further examine analogous human SCID diseases, 

but mainly to use these immune deficient pigs as tools 
for reconstitution experiments related to the immune 
system, human cancer studies, allograft and xenograft 
transplantation studies, regenerative medicine, and the 
evaluation of stem cells for clinical therapy.

X-linked interleukin-2 receptor γ chain gene (IL2RG) 
was disrupted in fetal fibroblasts by removing exon 6, 
which were used for SCNT to generate IL2RG mutant 
pigs on the genetic background of Landrace × Large 
White animals. Heterozygous IL2RG mutant females 
were healthy, whereas IL2RG mutant males were athy-
mic and exhibited markedly impaired immunoglobulin 
and T- and NK-cell production, mirroring the situation 
in human SCID. Further, the model was validated by 
engraftment of allogeneic bone marrow transplants 
(Suzuki et al., 2012).

Another workgroup also generated male IL2RG 
knockout pigs which lacked thymus and were deficient 
in T and NK cells. The ZFN-mediated mutation in exon 
1 consisted of both a 3-bp substitution and an 86-bp dele-
tion spanning the major transcription start point and the 
start codon (ATG) of IL2RG which leads to the lack of 
IL2RG protein expression (Watanabe et al., 2013).

In addition, the recombination activating genes 1 
(RAG1) and 2 (RAG2) were disrupted to produce im-
mune deficient pigs. RAG1 and RAG2 are two adjacent 
genes, and their encoded enzymes function synergisti-
cally as a protein complex. If either of the two genes is 
disrupted, VDJ recombination is compromised and the 
B- and T-cell development is arrested in an immature 
status. In humans, mutations in RAG1 or RAG2 result 
in the complete absence of both B and T cells. TALEN 
were constructed to edit either RAG1 or RAG2 in Bama 
minipig cells. Using SCNT, live piglets with monoallelic 
or biallelic frameshift mutations in either RAG1 or RAG2 
were generated therefore producing a nonfunctional 
RAG1 or RAG2 enzyme. Piglets with biallelic muta-
tions in either RAG1 or RAG2 exhibited hypoplasia of 
immune organs, failed to perform VDJ rearrangement, 
and lacked mature B and T cells. RAG1 or RAG2 biallelic 
knockout pigs showed slower weight gain than controls 
and did not survive for more than 1 month under con-
ventional housing conditions because of the deficient 
immune function. Heterozygous RAG1 or RAG2 mu-
tants were healthy and grew normally under the same 
conditions (Huang et al., 2014).

Another workgroup also produced biallelic RAG2 
knockout pigs. Using the TALEN system editing a 
functionally essential domain in exon 2 and subse-
quent SCNT, biallelic knockout Minnesota minipigs 
were established with a SCID phenotype lacking ma-
ture B and T cells but possessing NK cells and macro-
phages. They showed normal birth weight, but lower 
weight gain, and all either died or were euthanized be-
fore reaching 1 month of age under standard housing 
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environment. Pigs raised in a clean environment were 
healthier. The biallelic RAG2 knockout pigs had no or 
an underdeveloped thymus, and the spleen was also 
smaller with a markedly hypoplastic white pulp com-
pared to controls. Injection of human induced plurip-
otent stem cells (iPSC) resulted in efficient teratoma 
formation in biallelic RAG2 knockout pigs. They also 
tolerated grafts of allogeneic porcine stem cells (Lee 
et al., 2014). In addition, another workgroup produced 
RAG1 knockout Duroc pigs using SCNT after success-
fully targeting exon 2 (Ito et al., 2014). Two homozy-
gous RAG1 knockout neonatal piglets were established 
and showed phenotypical defects which are compa-
rable to those described in the reports of Huang et al. 
(2014) and Lee et al. (2014).

Recently, direct injection of the CRISPR-Cas9 system 
into in vitro fertilization-derived Yorkshire cross breed 
zygotes and subsequent embryo transfer resulted in the 
generation of biallelic double knockout founder pigs for 
both IL2RG and RAG2 exhibiting a SCID phenotype. 
Near-term founder pigs were derived via hysterectomy 
and maintained under germ-free condition in isolators. 
Various gnotobiotic double knockout founders were 
used for the evaluation of the infection with human nor-
ovirus (Lei et al., 2016).

The major histocompatibility complex (MHC) is 
pivotal to the function of the immune system in health 
and disease. As the function of human class I MHC in 
infection is already understood in great detail, the de-
velopment of class I MHC deficient pigs will more aid 
to the species-specific response to infectious diseases in 
the agricultural industry, as well as allograft and xeno-
graft rejection studies. The class I region of swine MHC 
contains the three classical class I swine leukocyte anti-
gen (SLA) 1, 2, and 3 genes. Exon 4 has limited genetic 
variability in these genes and, therefore, was edited 
using CRISPR-Cas9 in porcine cells with known class 
I SLA alleles. After two rounds of SCNT, viable pigs 
were produced which were negative for class I SLA cell 
surface expression due to frameshifts arising from in-
dels in the class I SLA genes. The SLA deficient animals 
showed a significant reduction in CD3+/CD8+ mature 
T lymphocytes and an increase in CD3+/CD4+ T cells. 
The class I MHC knockout pigs were observed to be 
healthy and grow well up to sexual maturity (Reyes 
et al., 2014).

CD1 molecules are a family of highly conserved anti-
gen presenting glycoproteins. In humans, the CD1 fam-
ily comprises five members encoded by CD1A to CD1E. 
CD1D is predominantly found on hematopoietic cell 
types, is considered a nonclassical major histocompat-
ibility complex protein and is involved in presentation 
of lipid antigens to invariant natural killer T cells. Large 
White crossbred pigs deficient in this gene were pro-
duced with the CRISPR-Cas9 system. SCNT of edited 

pig cells resulted in piglets containing either the biallelic 
or homozygous mutation of CD1D. In addition, embryo 
transfer of CRISPR-Cas9 injected in vitro-derived zy-
gotes also led to the production of pigs with mutations 
in CD1D (Whitworth et al., 2014). CD1D knockout pigs 
failed to develop invariant natural killer T cells, where-
as other leukocyte populations remained intact. In anal-
ogous mouse models, CD1d and NKT cells have been 
shown to be involved in shaping the composition of the 
commensal microbiota. However, no such effects were 
observed in CD1D knockout pigs (Yang et al., 2015).

4 CONCLUSIONS

Biomedical research requires nonrodent model or-
ganisms for the confirmation and translation of novel 
results for the pathogenesis and therapy of human dis-
eases that have been found in classical rodent models. 
Genetically modified and/or transgenic pigs were pro-
duced and analyzed for their potential as appropriate 
animal models for specific human diseases. Some pub-
lished projects up to now only showed the first steps 
in the development of the final disease model and/or 
only included the analysis of founder animals and/or 
few genetically modified animals. Apart from intrinsic 
problems in the use of large animals where the number 
of individuals and the use of aged animals in the ex-
perimental groups is practically limited, the outcome to 
date varies between the different projects. Some geneti-
cally modified pigs covered pathophysiological char-
acteristics of the respective human disease which were 
not seen in the analogous genetically modified mouse 
models. In particular genetically modified pig projects, 
no pathologic phenotypes occurred that are similar to 
those seen in the respective human disease. This may 
be caused by project-specific parameters, as well as by 
species-specific differences in the respective pathway 
between humans and pigs. Analogous to rodent species, 
attempts for increasing the genetic, environmental, and 
experimental standardization of the studies may further 
increase the success in the work with genetically modi-
fied pigs.

Acknowledgments
Our studies on the development of large animal models are supported 
by the German Research Council (FOR 535 “Xenotransplantation,” 
FOR 793 “Mechanisms of Fracture Healing in Osteoporosis,” FOR 
1041 “Germ Cell Potential”), by the Federal Ministry for Education 
and Research (Leading-Edge Cluster “m4—Personalised Medicine 
and Targeted Therapies”), the Bavarian Research Council (FORZebRA, 
Az. 802-08), and by the Mukoviszidose Institut gemeinnützige Gesell-
schaft für Forschung und Therapieentwicklung mbH. The authors are 
members of COST Action BM1308 “Sharing advances on large animal 
models—SALAAM.”



I. GENETICS

 REFERENCES 697

References
Aigner, B., Kessler, B., Klymiuk, N., Kurome, M., Renner, S., Wünsch, 

A., et al., 2013. Genetically tailored pig models for translational bio-
medical research. In: Conn, P.M. (Ed.), Animal Models for the Study 
of Human Disease. Academic Press, London, pp. 785–809, first ed. 

Albl, B., Haesner, S., Braun-Reichhart, C., Streckel, E., Renner, S., Seeli-
ger, F., et al., 2016. Tissue sampling guides for porcine biomedical 
models. Toxicol. Pathol. 44, 414–420. 

Al-Mashhadi, R.H., Sorensen, C.B., Kragh, P.M., Christoffersen, C., 
Mortensen, M.B., Tolbod, L.P., et al., 2013. Familial hypercholes-
terolemia and atherosclerosis in cloned minipigs created by DNA 
transposition of a human PCSK9 gain-of-function mutant. Sci. 
Transl. Med. 5, 166ra1. 

Al-Mashhadi, R.H., Bjorklund, M.M., Mortensen, M.B., Christoffersen, 
C., Larsen, T., Falk, E., et al., 2015. Diabetes with poor glycaemic 
control does not promote atherosclerosis in genetically modified 
hypercholesterolaemic minipigs. Diabetologia 58, 1926–1936. 

Amuzie, C., Swart, J.R., Rogers, C.S., Vihtelic, T., Denham, S., Mais, 
D.E., 2016. A translational model for diet-related atherosclerosis: 
effect of statins on hypercholesterolemia and atherosclerosis in a 
minipig. Toxicol. Pathol. 44, 442–449. 

Baxa, M., Hruska-Plochan, M., Juhas, S., Vodicka, P., Pavlok, A., Juha-
sova, J., et al., 2013. A transgenic minipig model of Huntington’s 
Disease. J. Huntingtons Dis. 2, 47–68. 

Beraldi, R., Chan, C.H., Rogers, C.S., Kovacs, A.D., Meyerholz, D.K., 
Trantzas, C., et al., 2015. A novel porcine model of ataxia telangiec-
tasia reproduces neurological features and motor deficits of human 
disease. Hum. Mol. Genet. 24, 6473–6484. 

Betthauser, J., Forsberg, E., Augenstein, M., Childs, L., Eilertsen, K., 
Enos, J., et al., 2000. Production of cloned pigs from in vitro sys-
tems. Nat. Biotechnol. 18, 1055–1059. 

Bode, G., Clausing, P., Gervais, F., Loegsted, J., Luft, J., Nogues, V., 
et al., 2010. The utility of the minipig as an animal model in regula-
tory toxicology. J. Pharmacol. Toxicol. Methods 62, 196–220. 

Brem, G., Brenig, B., Goodman, H.M., Selden, R.C., Graf, F., Kruff, B., 
et al., 1985. Production of transgenic mice, rabbits and pigs by mi-
croinjection into pronuclei. Zuchthygiene 20, 251–252. 

Carlson, D.F., Garbe, J.R., Tan, W., Martin, M.J., Dobrinsky, J.R., Hack-
ett, P.B., et al., 2011. Strategies for selection marker-free swine trans-
genesis using the Sleeping Beauty transposon system. Transgenic 
Res. 20, 1125–1137. 

Carlson, D.F., Tan, W., Lillico, S.G., Stverakova, D., Proudfoot, C., 
Christian, M., et al., 2012. Efficient TALEN-mediated gene knock-
out in livestock. Proc. Natl. Acad. Sci. USA 109, 17382–17387. 

Chen, L., Li, L., Pang, D., Li, Z., Wang, T., Zhang, M., et al., 2010. Con-
struction of transgenic swine with induced expression of Cre re-
combinase. Animal 4, 767–771. 

Chen, F., Wang, Y., Yuan, Y., Zhang, W., Ren, Z., Jin, Y., et al., 2015. Gen-
eration of B cell-deficient pigs by highly efficient CRISPR/Cas9-
mediated gene targeting. J. Genet. Genomics 42, 437–444. 

Cheng, J., Wang, Y., Zhang, Z., Jin, Y., Li, Q., Want, R., et al., 2015. Domi-
nant-negative inhibition of glucose-dependent insulinotropic poly-
peptide impairs function of beta cells in transgenic pigs. J. Biomed. 
Res. 29, 512–514. 

Chieppa, M.N., Perota, A., Corona, C., Grindatto, A., Lagutina, I., Val-
lino Costassa, E., et al., 2014. Modeling amyotrophic lateral scle-
rosis in hSOD1 transgenic swine. Neurodegener. Dis. 13, 246–254. 

Cho, S.K., Kim, J.H., Park, J.Y., Choi, Y.J., Bang, J.I., Hwang, K.C., et al., 2007. 
Serial cloning of pigs by somatic cell nuclear transfer: restoration of 
phenotypic normality during serial cloning. Dev. Dyn. 236, 3369–3382. 

Cohen, T.S., Prince, A., 2012. Cystic fibrosis: a mucosal immunodefi-
ciency syndrome. Nat. Med. 18, 509–519. 

Cooper, D.K., Ekser, B., Ramsoondar, J., Phelps, C., Ayares, D., 2016. 
The role of genetically engineered pigs in xenotransplantation re-
search. J. Pathol. 238, 288–299. 

Davis, B.T., Wang, X.J., Rohret, J.A., Struzynski, J.T., Merricks, E.P., 
Bellinger, D.A., et al., 2014. Targeted disruption of LDLR causes hy-
percholesterolemia and atherosclerosis in Yucatan miniature pigs. 
PLoS One 9, e93457. 

Deng, W., Yang, D., Zhao, B., Ouyang, Z., Song, J., Fan, N., et al., 2011. 
Use of the 2A peptide for generation of multi-transgenic pigs 
through a single round of nuclear transfer. PLoS One 6, e19986. 

Dmochewitz, M., Wolf, E., 2015. Genetic engineering of pigs for the creation 
of translational models of human pathologies. Anim. Front. 5, 50–56. 

Ekser, B., Tector, A.J., Cooper, D.K.C., 2015. Special Issue: Xenotrans-
plantation. Int. J. Surg. 32 (Part B), 197–326. 

Estrada, J.L., Collins, B., York, A., Bischoff, S., Sommer, J., Tsai, S., et al., 
2008. Successful cloning of the Yucatan minipig using commercial/
occidental breeds as oocyte donors and embryo recipients. Cloning 
Stem Cells 10, 287–296. 

Fang, X., Mou, Y., Huang, Z., Li, Y., Han, L., Zhang, Y., et al., 2012. The 
sequence and analysis of a Chinese pig genome. Gigascience 1, 16. 

Fernandez de Castro, J.P., Scott, P.A., Fransen, J.W., Demas, J., De-
Marco, P.J., Kaplan, H.J., et al., 2014. Cone photoreceptors develop 
normally in the absence of functional rod photoreceptors in a trans-
genic swine model of retinitis pigmentosa. Invest. Ophthalmol. Vis. 
Sci. 55, 2460–2468. 

Flisikowska, T., Merkl, C., Landmann, M., Eser, S., Rezaei, N., Cui, X., 
et al., 2012. A porcine model of familial adenomatous polyposis. 
Gastroenterology 143, 1173–1175. 

Food and Agriculture Organization of the United Nations, 2007. The 
state of the world’s animal genetic resources for food and agricul-
ture. FAO, Rome.

Frantz, L., Meijaard, E., Gongora, J., Haile, J., Groenen, M.A., Larson, 
G., 2016. The evolution of suidae. Annu. Rev. Anim. Biosci. 4, 61–85. 

Freeman, T.C., Ivens, A., Baillie, J.K., Beraldi, D., Barnett, M.W., Dor-
ward, D., et al., 2012. A gene expression atlas of the domestic pig. 
BMC Biol. 10, 90. 

Gao, F., Luo, Y., Li, S., Li, J., Lin, L., Nielsen, A.L., et al., 2011. Compari-
son of gene expression and genome-wide DNA methylation profil-
ing between phenotypically normal cloned pigs and convention-
ally bred controls. PLoS One 6, e25901. 

Garrels, W., Mates, L., Holler, S., Dalda, A., Taylor, U., Petersen, B., 
et al., 2011. Germline transgenic pigs by Sleeping Beauty transposi-
tion in porcine zygotes and targeted integration in the pig genome. 
PLoS One 6, e23573. 

Gregory-Evans, K., Weleber, R.G., 1997. An eye for an eye: new models 
of genetic ocular disease. Nat. Biotechnol. 15, 947–948. 

Groenen, M.A., Archibald, A.L., Uenishi, H., Tuggle, C.K., Takeuchi, Y., 
Rothschild, M.F., et al., 2012. Analyses of pig genomes provide in-
sight into porcine demography and evolution. Nature 491, 393–398. 

Hai, T., Teng, F., Guo, R., Li, W., Zhou, Q., 2014. One-step generation 
of knockout pigs by zygote injection of CRISPR/Cas system. Cell 
Res. 24, 372–375. 

Hammer, R.E., Pursel, V.G., Rexroad, Jr., C.E., Wall, R.J., Bolt, D.J., Eb-
ert, K.M., et al., 1985. Production of transgenic rabbits, sheep and 
pigs by microinjection. Nature 315, 680–683. 

Hao, Y.H., Yong, H.Y., Murphy, C.N., Wax, D., Samuel, M., Rieke, A., 
et al., 2006. Production of endothelial nitric oxide synthase (eNOS) 
over-expressing piglets. Transgenic Res. 15, 739–750. 

Hasler-Rapacz, J., Ellegren, H., Fridolfsson, A.K., Kirkpatrick, B., Kirk, 
S., Andersson, L., et al., 1998. Identification of a mutation in the low 
density lipoprotein receptor gene associated with recessive familial 
hypercholesterolemia in swine. Am. J. Med. Genet. 76, 379–386. 

Hauschild, J., Petersen, B., Santiago, Y., Queisser, A.L., Carnwath, J.W., 
Lucas-Hahn, A., et al., 2011. Efficient generation of a biallelic knock-
out in pigs using zinc-finger nucleases. Proc. Natl. Acad. Sci. USA 
108, 12013–12017. 

He, J., Ye, J., Li, Q., Feng, Y., Bai, X., Chen, X., et al., 2013. Construction 
of a transgenic pig model overexpressing polycystic kidney disease 
2 (PKD2) gene. Transgenic Res. 22, 861–867. 



698 26. GENETICALLY TAILORED PIG MODELS FOR TRANSLATIONAL BIOMEDICAL RESEARCH 

I. GENETICS

He, J., Li, Q., Fang, S., Guo, Y., Liu, T., Ye, J., et al., 2015. PKD1 mono-
allelic knockout is sufficient to trigger renal cystogenesis in a mini-
pig model. Int. J. Biol. Sci. 11, 361–369. 

Herbach, N., Goeke, B., Schneider, M., Hermanns, W., Wolf, E., Wanke, 
R., 2005. Overexpression of a dominant negative GIP receptor in 
transgenic mice results in disturbed postnatal pancreatic islet and 
beta-cell development. Regul. Pept. 125, 103–117. 

Herbach, N., Rathkolb, B., Kemter, E., Pichl, L., Klaften, M., Hrabé de 
Angelis, M., et al., 2007. Dominant-negative effects of a novel mu-
tated Ins2 allele causes early-onset diabetes and severe beta-cell 
loss in Munich Ins2C95S mutant mice. Diabetes 56, 1268–1276. 

Hickey, R.D., Lillegard, J.B., Fisher, J.E., McKenzie, T.J., Hofherr, S.E., 
Finegold, M.J., et al., 2011. Efficient production of Fah-null het-
erozygote pigs by chimeric adeno-associated virus-mediated 
gene knockout and somatic cell nuclear transfer. Hepatology 54, 
1351–1359. 

Hickey, R.D., Mao, S.A., Glorioso, J., Lillegard, J.B., Fisher, J.E., Amiot, 
B., et al., 2014. Fumarylacetoacetate hydrolase deficient pigs are a 
novel large animal model of metabolic liver disease. Stem Cell Res. 
13, 144–153. 

Hinkel, R., Trenkwalder, T., Petersen, B., Husada, W., Gesenhues, F., 
Lee, S., et al., 2014. MRTF-A controls vessel growth and maturation 
by increasing the expression of CCN1 and CCN2. Nat. Commun. 
5, 3970. 

Holm, I.E., Alstrup, A.K., Luo, Y., 2016. Genetically modified pig mod-
els for neurodegenerative disorders. J. Pathol. 238, 267–287. 

Huang, P.L., 2009. eNOS, metabolic syndrome and cardiovascular dis-
ease. Trends Endocrinol. Metab. 20, 295–302. 

Huang, J., Guo, X., Fan, N., Song, J., Zhao, B., Ouyang, Z., et al., 2014. 
RAG1/2 knockout pigs with severe combined immunodeficiency. J. 
Immunol. 193, 1496–1503. 

Ito, T., Sendai, Y., Yamazaki, S., Seki-Soma, M., Hirose, K., Watanabe, 
M., et al., 2014. Generation of recombination activating gene-1-defi-
cient neonatal piglets: a model of T and B cell deficient severe com-
bined immune deficiency. PLoS One 9, e113833. 

Ivics, Z., Li, M.A., Mates, L., Boeke, J.D., Nagy, A., Bradley, A., et al., 
2009. Transposon-mediated genome manipulation in vertebrates. 
Nat. Methods 6, 415–422. 

Ivics, Z., Garrels, W., Mates, L., Yau, T.Y., Bashir, S., Zidek, V., et al., 
2014. Germline transgenesis in pigs by cytoplasmic microinjection 
of Sleeping Beauty transposons. Nat. Protoc. 9, 810–827. 

Jakobsen, J.E., Li, J., Kragh, P.M., Moldt, B., Lin, L., Liu, Y., et al., 2011. 
Pig transgenesis by Sleeping Beauty DNA transposition. Transgenic 
Res. 20, 533–545. 

Jakobsen, J.E., Johansen, M.G., Schmidt, M., Dagnaes-Hansen, F., Dam, 
K., Gunnarsson, A., et al., 2013. Generation of minipigs with target-
ed transgene insertion by recombinase-mediated cassette exchange 
(RMCE) and somatic cell nuclear transfer (SCNT). Transgenic Res. 
22, 709–723. 

Jin, Y.X., Jeon, Y., Lee, S.H., Kwon, M.S., Kim, T., Cui, X.S., et al., 2014. 
Production of pigs expressing a transgene under the control of a 
tetracycline-inducible system. PLoS One 9, e86146. 

Ju, H., Zhang, J., Bai, L., Mu, Y., Du, Y., Yang, W., et al., 2015. The trans-
genic cloned pig population with integrated and controllable GH 
expression that has higher feed efficiency and meat production. Sci. 
Rep. 5, 10152. 

Kaneko, N., Itoh, K., Sugiyama, A., Izumi, Y., 2011. Microminipig, a 
non-rodent experimental animal optimized for life science research: 
preface. J. Pharmacol. Sci. 115, 112–114. 

Kashiwakura, Y., Mimuro, J., Onishi, A., Iwamoto, M., Madoiwa, S., 
Fuchimoto, D., et al., 2012. Porcine model of hemophilia A. PLoS 
One 7, e49450. 

Kim, Y.J., Ahn, K.S., Kim, M., Kim, M.J., Park, S.M., Ryu, J., et al., 2014. 
Targeted disruption of Ataxia-telangiectasia mutated gene in min-
iature pigs by somatic cell nuclear transfer. Biochem. Biophys. Res. 
Commun. 452, 901–905. 

Klymiuk, N., Aigner, B., Brem, G., Wolf, E., 2010. Genetic modification 
of pigs as organ donors for xenotransplantation. Mol. Reprod. Dev. 
77, 209–221. 

Klymiuk, N., Mundhenk, L., Kraehe, K., Wuensch, A., Plog, S., Em-
rich, D., et al., 2012a. Sequential targeting of CFTR by BAC vec-
tors generates a novel pig model of cystic fibrosis. J. Mol. Med. 
90, 597–608. 

Klymiuk, N., Bocker, W., Schonitzer, V., Bahr, A., Radic, T., Frohlich, T., 
et al., 2012b. First inducible transgene expression in porcine large 
animal models. FASEB J. 26, 1086–1099. 

Klymiuk, N., Blutke, A., Graf, A., Krause, S., Burkhardt, K., Wuensch, 
A., et al., 2013. Dystrophin-deficient pigs provide new insights into 
the hierarchy of physiological derangements of dystrophic muscle. 
Hum. Mol. Genet. 22, 4368–4382. 

Klymiuk, N., Seeliger, F., Bohlooly, Y.M., Blutke, A., Rudmann, D.G., 
Wolf, E., 2016. Tailored pig models for preclinical efficacy and safe-
ty testing of targeted therapies. Toxicol. Pathol. 44, 346–357. 

Köhn, F., 2012. History and development of miniature, micro- and 
minipigs. In: McAnulty, P.A., Dayan, A.D., Ganderup, N.C., Hast-
ings, K.L. (Eds.), The Minipig in Biomedical Research. Taylor & 
Francis, Boca Raton, FL, pp. 3–15. 

Kong, Q., Hai, T., Ma, J., Huang, T., Jiang, D., Xie, B., et al., 2014. Rosa26 
locus supports tissue-specific promoter driving transgene expres-
sion specifically in pig. PLoS One 9, e107945. 

Kostic, C., Lillico, S.G., Crippa, S.V., Grandchamp, N., Pilet, H., 
Philippe, S., et al., 2013. Rapid cohort generation and analysis of 
disease spectrum of large animal model of cone dystrophy. PLoS 
One 8, e71363. 

Kraft, T.W., Allen, D., Petters, R.M., Hao, Y., Peng, Y.W., Wong, F., 2005. 
Altered light responses of single rod photoreceptors in transgenic 
pigs expressing P347L or P347S rhodopsin. Mol. Vis. 11, 1246–1256. 

Kragh, P.M., Nielsen, A.L., Li, J., Du, Y., Lin, L., Schmidt, M., et al., 
2009. Hemizygous minipigs produced by random gene insertion 
and handmade cloning express the Alzheimer’s disease-causing 
dominant mutation APPsw. Transgenic Res. 18, 545–558. 

Kues, W.A., Schwinzer, R., Wirth, D., Verhoeyen, E., Lemme, E., Her-
rmann, D., et al., 2006. Epigenetic silencing and tissue independent 
expression of a novel tetracycline inducible system in double-trans-
genic pigs. FASEB J. 20, 1200–1202. 

Kurome, M., Ishikawa, T., Tomii, R., Ueno, S., Shimada, A., Yazawa, H., 
et al., 2008. Production of transgenic and non-transgenic clones in 
miniature pigs by somatic cell nuclear transfer. J. Reprod. Dev. 54, 
156–163. 

Kurome, M., Kessler, B., Wuensch, A., Nagashima, H., Wolf, E., 2015. 
Nuclear transfer and transgenesis in the pig. Methods Mol. Biol. 
1222, 37–59. 

Lai, L., Kang, J.X., Li, R., Wang, J., Witt, W.T., Yong, H.Y., et al., 2006. 
Generation of cloned transgenic pigs rich in omega-3 fatty acids. 
Nat. Biotechnol. 24, 435–436. 

Lee, H.G., Lee, H.C., Kim, S.W., Lee, P., Chung, H.J., Lee, Y.K., et al., 
2009. Production of recombinant human von Willebrand factor in 
the milk of transgenic pigs. J. Reprod. Dev. 55, 484–490. 

Lee, K., Kwon, D.N., Ezashi, T., Choi, Y.J., Park, C., Ericsson, A.C., et al., 
2014. Engraftment of human iPS cells and allogeneic porcine cells 
into pigs with inactivated RAG2 and accompanying severe com-
bined immunodeficiency. Proc. Natl. Acad. Sci. USA 111, 7260–7265. 

Lei, S., Ryu, J., Wen, K., Twitchell, E., Bui, T., Ramesh, A., et al., 2016. 
Increased and prolonged human norovirus infection in RAG2/
IL2RG deficient gnotobiotic pigs with severe combined immunode-
ficiency. Sci. Rep. 6, 25222. 

Leuchs, S., Saalfrank, A., Merkl, C., Flisikowska, T., Edlinger, M., 
Durkovic, M., et al., 2012. Inactivation and inducible oncogenic 
mutation of p53 in gene targeted pigs. PLoS One 7, e43323. 

Li, L., Pang, D., Wang, T., Li, Z., Chen, L., Zhang, M., et al., 2009. Pro-
duction of a reporter transgenic pig for monitoring Cre recombi-
nase activity. Biochem. Biophys. Res. Commun. 382, 232–235. 



I. GENETICS

 REFERENCES 699

Li, F., Li, Y., Liu, H., Zhang, H., Liu, C., Zhang, X., et al., 2014a. Pro-
duction of GHR double-allelic knockout Bama pig by TALENs and 
handmade cloning. Yi Chuan 36, 903–911. 

Li, X., Yang, Y., Bu, L., Guo, X., Tang, C., Song, J., et al., 2014b. Rosa26-
targeted swine models for stable gene over-expression and Cre-
mediated lineage tracing. Cell Res. 24, 501–504. 

Li, F., Li, Y., Liu, H., Zhang, X., Liu, C., Tian, K., et al., 2015a. Transgen-
ic Wuzhishan minipigs designed to express a dominant-negative 
porcine growth hormone receptor display small stature and a per-
turbed insulin/IGF-1 pathway. Transgenic Res. 24, 1029–1042. 

Li, S., Edlinger, M., Saalfrank, A., Flisikowski, K., Tschukes, A., Ku-
rome, M., et al., 2015b. Viable pigs with a conditionally-activated 
oncogenic KRAS mutation. Transgenic Res. 24, 509–517. 

Li, Y., Fuchimoto, D., Sudo, M., Haruta, H., Lin, Q.F., Takayama, T., 
et al., 2016. Development of human-like advanced coronary plaques 
in low-density lipoprotein receptor knockout pigs and justification 
for statin treatment before formation of atherosclerotic plaques. J. 
Am. Heart Assoc. 5, e002779. 

Liu, H., Li, Y., Wei, Q., Liu, C., Bolund, L., Vajta, G., et al., 2013. De-
velopment of transgenic minipigs with expression of antimorphic 
human cryptochrome 1. PLoS One 8, e76098. 

Lorson, M.A., Spate, L.D., Prather, R.S., Lorson, C.L., 2008. Identifica-
tion and characterization of the porcine (Sus scrofa) survival motor 
neuron (SMN1) gene: an animal model for therapeutic studies. Dev. 
Dyn. 237, 2268–2278. 

Lorson, M.A., Spate, L.D., Samuel, M.S., Murphy, C.N., Lorson, C.L., 
Prather, R.S., et al., 2011. Disruption of the Survival Motor Neuron 
(SMN) gene in pigs using ssDNA. Transgenic Res. 20, 1293–1304. 

Luo, Y., Li, J., Liu, Y., Lin, L., Du, Y., Li, S., et al., 2011. High efficiency of 
BRCA1 knockout using rAAV-mediated gene targeting: developing 
a pig model for breast cancer. Transgenic Res. 20, 975–988. 

Martin, M.J., Pinkert, C.A., 2002. Production of transgenic swine by 
DNA microinjection. In: Pinkert, C.A. (Ed.), Transgenic Animal 
Technology—a Laboratory Handbook. Academic Press, Burlington, 
MA, pp. 307–336. 

Matsunari, H., Nagashima, H., 2009. Application of genetically modi-
fied and cloned pigs in translational research. J. Reprod. Dev. 55, 
225–230. 

Matsunari, H., Nagashima, H., Watanabe, M., Umeyama, K., Nakano, 
K., Nagaya, M., et al., 2013. Blastocyst complementation generates 
exogenic pancreas in vivo in apancreatic cloned pigs. Proc. Natl. 
Acad. Sci. USA 110, 4557–4562. 

Matsuyama, N., Hadano, S., Onoe, K., Osuga, H., Showguchi-Miyata, 
J., Gondo, Y., et al., 2000. Identification and characterization of the 
miniature pig Huntington’s disease gene homolog: evidence for 
conservation and polymorphism in the CAG triplet repeat. Genom-
ics 69, 72–85. 

McAnulty, P.A., Dayan, A.D., Ganderup, N.C., Hastings, K.L., 2012. The 
Minipig in Biomedical Research. Taylor & Francis, Boca Raton, FL. 

McCalla-Martin, A.C., Chen, X., Linder, K.E., Estrada, J.L., Piedrahita, 
J.A., 2010. Varying phenotypes in swine versus murine transgenic 
models constitutively expressing the same human Sonic hedgehog 
transcriptional activator, K5-HGLI2 Delta N. Transgenic Res. 19, 
869–887. 

Mendicino, M., Ramsoondar, J., Phelps, C., Vaught, T., Ball, S., LeRoith, 
T., et al., 2011. Generation of antibody- and B cell-deficient pigs by 
targeted disruption of the J-region gene segment of the heavy chain 
locus. Transgenic Res. 20, 625–641. 

Mezrich, J.D., Haller, G.W., Arn, J.S., Houser, S.L., Madsen, J.C., Sachs, 
D.H., 2003. Histocompatible miniature swine: an inbred large-ani-
mal model. Transplantation 75, 904–907. 

Morton, A.J., Howland, D.S., 2013. Large genetic animal models of 
Huntington’s Disease. J. Huntingtons Dis. 2, 3–19. 

Nonneman, D.J., Brown-Brandl, T., Jones, S.A., Wiedmann, R.T., 
Rohrer, G.A., 2012. A defect in dystrophin causes a novel porcine 
stress syndrome. BMC Genomics 13, 233. 

Onishi, A., Iwamoto, M., Akita, T., Mikawa, S., Takeda, K., Awata, T., 
et al., 2000. Pig cloning by microinjection of fetal fibroblast nuclei. 
Science 289, 1188–1190. 

Ozawa, M., Himaki, T., Ookutsu, S., Mizobe, Y., Ogawa, J., Miyoshi, 
K., et al., 2015. Production of cloned miniature pigs expressing 
high levels of human apolipoprotein(a) in plasma. PLoS One 10, 
e0132155. 

Paleyanda, R.K., Velander, W.H., Lee, T.K., Scandella, D.H., Gwazdaus-
kas, F.C., Knight, J.W., et al., 1997. Transgenic pigs produce func-
tional human factor VIII in milk. Nat. Biotechnol. 15, 971–975. 

Pan, D., Zhang, L., Zhou, Y., Feng, C., Long, C., Liu, X., et al., 2010. 
Efficient production of omega-3 fatty acid desaturase (sFat-1)-trans-
genic pigs by somatic cell nuclear transfer. Sci. China Life Sci. 53, 
517–523. 

Park, J., Lai, L., Samuel, M., Wax, D., Bruno, R.S., French, R., et al., 2011. 
Altered gene expression profiles in the brain, kidney, and lung of 
one-month-old cloned pigs. Cell Reprogram 13, 215–223. 

Park, E.J., Koo, O.J., Lee, B.C., 2015a. Overexpressed human heme 
Oxygenase-1 decreases adipogenesis in pigs and porcine adipose-
derived stem cells. Biochem. Biophys. Res. Commun. 467, 935–940. 

Park, D.S., Cerrone, M., Morley, G., Vasquez, C., Fowler, S., Liu, N., 
et al., 2015b. Genetically engineered SCN5A mutant pig hearts 
exhibit conduction defects and arrhythmias. J. Clin. Invest. 125, 
403–412. 

Petters, R.M., Alexander, C.A., Wells, K.D., Collins, E.B., Sommer, J.R., 
Blanton, M.R., et al., 1997. Genetically engineered large animal 
model for studying cone photoreceptor survival and degeneration 
in retinitis pigmentosa. Nat. Biotechnol. 15, 965–970. 

Polejaeva, I.A., Chen, S.H., Vaught, T.D., Page, R.L., Mullins, J., Ball, S., 
et al., 2000. Cloned pigs produced by nuclear transfer from adult 
somatic cells. Nature 407, 86–90. 

Prather, R.S., Lorson, M., Ross, J.W., Whyte, J.J., Walters, E., 2013. Ge-
netically engineered pig models for human diseases. Annu. Rev. 
Anim. Biosci. 1, 203–219. 

Pursel, V.G., Rexroad, C.E., 1993. Status of research with transgenic 
farm animals. J. Anim. Sci. 71 (Suppl), 10–19. 

Ramsoondar, J., Mendicino, M., Phelps, C., Vaught, T., Ball, S., Monah-
an, J., et al., 2011. Targeted disruption of the porcine immunoglobu-
lin kappa light chain locus. Transgenic Res. 20, 643–653. 

Rehbinder, C., Baneux, P., Forbes, D., van Herck, H., Nicklas, W., Ruga-
ya, Z., et al., 1998. FELASA recommendations for the health moni-
toring of breeding colonies and experimental units of cats, dogs and 
pigs. Lab Anim. 32, 1–17. 

Renner, S., Fehlings, C., Herbach, N., Hofmann, A., von Waldthausen, 
D.C., Kessler, B., et al., 2010. Glucose intolerance and reduced pro-
liferation of pancreatic beta-cells in transgenic pigs with impaired 
glucose-dependent insulinotropic polypeptide function. Diabetes 
59, 1228–1238. 

Renner, S., Romisch-Margl, W., Prehn, C., Krebs, S., Adamski, J., 
Goke, B., et al., 2012. Changing metabolic signatures of amino ac-
ids and lipids during the prediabetic period in a pig model with 
impaired incretin function and reduced beta-cell mass. Diabetes, 
2166–2175. 

Renner, S., Braun-Reichhart, C., Blutke, A., Herbach, N., Emrich, D., 
Streckel, E., et al., 2013. Permanent neonatal diabetes in INS(C94Y) 
transgenic pigs. Diabetes 62, 1505–1511. 

Renner, S., Dobenecker, B., Blutke, A., Zols, S., Wanke, R., Ritzmann, 
M., et al., 2016a. Comparative aspects of rodent and nonrodent 
animal models for mechanistic and translational diabetes research. 
Theriogenology 86, 406–421. 

Renner, S., Blutke, A., Streckel, E., Wanke, R., Wolf, E., 2016b. Incretin 
actions and consequences of incretin-based therapies: lessons from 
complementary animal models. J. Pathol. 238, 345–358. 

Reyes, L.M., Estrada, J.L., Wang, Z.Y., Blosser, R.J., Smith, R.F., Sidner, 
R.A., et al., 2014. Creating class I MHC-null pigs using guide RNA 
and the Cas9 endonuclease. J. Immunol. 193, 5751–5757. 



700 26. GENETICALLY TAILORED PIG MODELS FOR TRANSLATIONAL BIOMEDICAL RESEARCH 

I. GENETICS

Roessler, E., Ermilov, A.N., Grange, D.K., Wang, A., Grachtchouk, 
M., Dlugosz, A.A., et al., 2005. A previously unidentified amino-
terminal domain regulates transcriptional activity of wild-type and 
disease-associated human GLI2. Hum. Mol. Genet. 14, 2181–2188. 

Rogers, C.S., 2016. Genetically engineered livestock for biomedical 
models. Transgenic Res. 25, 345–359. 

Rogers, C.S., Hao, Y., Rokhlina, T., Samuel, M., Stoltz, D.A., Li, Y., et al., 
2008a. Production of CFTR-null and CFTR-DeltaF508 heterozygous 
pigs by adeno-associated virus-mediated gene targeting and so-
matic cell nuclear transfer. J. Clin. Invest. 118, 1571–1577. 

Rogers, C.S., Stoltz, D.A., Meyerholz, D.K., Ostedgaard, L.S., Rokhlina, 
T., Taft, P.J., et al., 2008b. Disruption of the CFTR gene produces a 
model of cystic fibrosis in newborn pigs. Science 321, 1837–1841. 

Ross, J.W., Fernandez de Castro, J.P., Zhao, J., Samuel, M., Walters, E., 
Rios, C., et al., 2012. Generation of an inbred miniature pig model 
of retinitis pigmentosa. Invest. Ophthalmol. Vis. Sci. 53, 501–507. 

Ruan, J., Li, H., Xu, K., Wu, T., Wei, J., Zhou, R., et al., 2015. Highly ef-
ficient CRISPR/Cas9-mediated transgene knockin at the H11 locus 
in pigs. Sci. Rep. 5, 14253. 

Saalfrank, A., Janssen, K.P., Ravon, M., Flisikowski, K., Eser, S., Steiger, 
K., et al., 2016. A porcine model of osteosarcoma. Oncogenesis 5, e210. 

Saeki, K., Matsumoto, K., Kinoshita, M., Suzuki, I., Tasaka, Y., Kano, K., 
et al., 2004. Functional expression of a Delta12 fatty acid desaturase 
gene from spinach in transgenic pigs. Proc. Natl. Acad. Sci. USA 
101, 6361–6366. 

Schomberg, D.T., Tellez, A., Meudt, J.J., Brady, D.A., Dillon, K.N., Aro-
wolo, F.K., et al., 2016. Miniature swine for preclinical modeling of 
complexities of human disease for translational scientific discov-
ery and accelerated development of therapies and medical devices. 
Toxicol. Pathol. 44, 299–314. 

Schook, L.B., Collares, T.V., Hu, W., Liang, Y., Rodrigues, F.M., Rund, 
L.A., et al., 2015. A genetic porcine model of cancer. PLoS One 10, 
e0128864. 

Schuurman, H.J., 2009. The International Xenotransplantation Asso-
ciation consensus statement on conditions for undertaking clinical 
trials of porcine islet products in type 1 diabetes-chapter 2: source 
pigs. Xenotransplantation 16, 215–222. 

Scott, P.A., Fernandez de Castro, J.P., Kaplan, H.J., McCall, M.A., 2014. 
A Pro23His mutation alters prenatal rod photoreceptor morphol-
ogy in a transgenic swine model of retinitis pigmentosa. Invest. 
Ophthalmol. Vis. Sci. 55, 2452–2459. 

Selsby, J.T., Ross, J.W., Nonneman, D., Hollinger, K., 2015. Porcine 
models of muscular dystrophy. ILAR J. 56, 116–126. 

Shi, W., Zakhartchenko, V., Wolf, E., 2003. Epigenetic reprogramming 
in mammalian nuclear transfer. Differentiation 71, 91–113. 

Shimatsu, Y., Horii, W., Nunoya, T., Iwata, A., Fan, J., Ozawa, M., 2016. 
Production of human apolipoprotein(a) transgenic NIBS miniature 
pigs by somatic cell nuclear transfer. Exp. Anim. 65, 37–43. 

Shu-Shan, Z., Jian-Jun, D., Cai-Feng, W., Ting-Yu, Z., De-Fu, Z., 2014. 
Comparative proteomic analysis of hearts of adult SCNT Bama 
miniature pigs (Sus scrofa). Theriogenology 81, 901–905. 

Sieren, J.C., Meyerholz, D.K., Wang, X.J., Davis, B.T., Newell, Jr., J.D., 
Hammond, E., et al., 2014. Development and translational imag-
ing of a TP53 porcine tumorigenesis model. J. Clin. Invest. 124, 
4052–4066. 

Sommer, J.R., Wong, F., Petters, R.M., 2011a. Phenotypic stability of 
Pro347Leu rhodopsin transgenic pigs as indicated by photorecep-
tor cell degeneration. Transgenic Res. 20, 1391–1395. 

Sommer, J.R., Estrada, J.L., Collins, E.B., Bedell, M., Alexander, C.A., 
Yang, Z., et al., 2011b. Production of ELOVL4 transgenic pigs: a 
large animal model for Stargardt-like macular degeneration. Br. J. 
Ophthalmol. 95, 1749–1754. 

Sondergaard, L.V., Ladewig, J., Dagnaes-Hansen, F., Herskin, M.S., 
Holm, I.E., 2012. Object recognition as a measure of memory in 
1–2 years old transgenic minipigs carrying the APPsw mutation for 
Alzheimer’s disease. Transgenic Res. 21, 1341–1348. 

Soto, D.A., Ross, P.J., 2016. Pluripotent stem cells and livestock genetic 
engineering. Transgenic Res. 25, 289–306. 

Staunstrup, N.H., Madsen, J., Primo, M.N., Li, J., Liu, Y., Kragh, P.M., 
et al., 2012. Development of transgenic cloned pig models of skin 
inflammation by DNA transposon-directed ectopic expression of 
human beta1 and alpha2 integrin. PLoS One 7, e36658. 

Stoltz, D.A., Rokhlina, T., Ernst, S.E., Pezzulo, A.A., Ostedgaard, L.S., 
Karp, P.H., et al., 2013. Intestinal CFTR expression alleviates me-
conium ileus in cystic fibrosis pigs. J. Clin. Invest. 123, 2685–2693. 

Streckel, E., Braun-Reichhart, C., Herbach, N., Dahlhoff, M., Kessler, B., 
Blutke, A., et al., 2015. Effects of the glucagon-like peptide-1 recep-
tor agonist liraglutide in juvenile transgenic pigs modeling a pre-
diabetic condition. J. Transl. Med. 13, 73. 

Suzuki, S., Iwamoto, M., Saito, Y., Fuchimoto, D., Sembon, S., Suzuki, 
M., et al., 2012. Il2rg gene-targeted severe combined immunodefi-
ciency pigs. Cell Stem Cell 10, 753–758. 

Swindle, M.M., Smith, A.C., 2015. Swine in the Laboratory—Surgery, 
Anesthesia, Imaging, and Experimental Techniques. CRC Press, 
Boca Raton, FL. 

Tan, W., Carlson, D.F., Lancto, C.A., Garbe, J.R., Webster, D.A., Hack-
ett, P.B., et al., 2013. Efficient nonmeiotic allele introgression in live-
stock using custom endonucleases. Proc. Natl. Acad. Sci. USA 110, 
16526–16531. 

Tan, W., Proudfoot, C., Lillico, S.G., Whitelaw, C.B., 2016. Gene tar-
geting, genome editing: from Dolly to editors. Transgenic Res. 25, 
273–287. 

Tang, X., Wang, G., Liu, X., Han, X., Li, Z., Ran, G., et al., 2015. Over-
expression of porcine lipoprotein-associated phospholipase A2 in 
swine. Biochem. Biophys. Res. Commun. 465, 507–511. 

Uchida, M., Shimatsu, Y., Onoe, K., Matsuyama, N., Niki, R., Ikeda, 
J.E., et al., 2001. Production of transgenic miniature pigs by pronu-
clear microinjection. Transgenic Res. 10, 577–582. 

Umeyama, K., Watanabe, M., Saito, H., Kurome, M., Tohi, S., Matsu-
nari, H., et al., 2009. Dominant-negative mutant hepatocyte nuclear 
factor 1alpha induces diabetes in transgenic-cloned pigs. Transgen-
ic Res. 18, 697–706. 

Umeyama, K., Honda, K., Matsunari, H., Nakano, K., Hidaka, T., Seki-
guchi, K., et al., 2013. Production of diabetic offspring using cryopre-
served epididymal sperm by in vitro fertilization and intrafallopian in-
semination techniques in transgenic pigs. J. Reprod. Dev. 59, 599–603. 

Umeyama, K., Watanabe, K., Watanabe, M., Horiuchi, K., Nakano, K., 
Kitashiro, M., et al., 2016. Generation of heterozygous fibrillin-1 
mutant cloned pigs from genome-edited foetal fibroblasts. Sci. Rep. 
6, 24413. 

Wang, G., Yang, H., Yan, S., Wang, C.E., Liu, X., Zhao, B., et al., 2015a. 
Cytoplasmic mislocalization of RNA splicing factors and aberrant 
neuronal gene splicing in TDP-43 transgenic pig brain. Mol. Neu-
rodegener. 10, 42. 

Wang, Y., Du, Y., Shen, B., Zhou, X., Li, J., Liu, Y., et al., 2015b. Efficient 
generation of gene-modified pigs via injection of zygote with Cas9/
sgRNA. Sci. Rep. 5, 8256. 

Wang, X., Zhou, J., Cao, C., Huang, J., Hai, T., Wang, Y., et al., 2015c. 
Efficient CRISPR/Cas9-mediated biallelic gene disruption and site-
specific knockin after rapid selection of highly active sgRNAs in 
pigs. Sci. Rep. 5, 13348. 

Wang, X., Cao, C., Huang, J., Yao, J., Hai, T., Zheng, Q., et al., 2016. 
One-step generation of triple gene-targeted pigs using CRISPR/
Cas9 system. Sci. Rep. 6, 20620. 

Watanabe, M., Umeyama, K., Matsunari, H., Takayanagi, S., Har-
uyama, E., Nakano, K., et al., 2010. Knockout of exogenous EGFP 
gene in porcine somatic cells using zinc-finger nucleases. Biochem. 
Biophys. Res. Commun. 402, 14–18. 

Watanabe, M., Nakano, K., Matsunari, H., Matsuda, T., Maehara, M., 
Kanai, T., et al., 2013. Generation of interleukin-2 receptor gamma 
gene knockout pigs from somatic cells genetically modified by zinc 
finger nuclease-encoding mRNA. PLoS One 8, e76478. 



I. GENETICS

 REFERENCES 701

Wei, J., Ouyang, H., Wang, Y., Pang, D., Cong, N.X., Wang, T., et al., 
2012. Characterization of a hypertriglyceridemic transgenic minia-
ture pig model expressing human apolipoprotein CIII. FEBS J. 279, 
91–99. 

Wheeler, D.G., Joseph, M.E., Mahamud, S.D., Aurand, W.L., Mohler, 
P.J., Pompili, V.J., et al., 2012. Transgenic swine: expression of hu-
man CD39 protects against myocardial injury. J. Mol. Cell. Cardiol. 
52, 958–961. 

Whitworth, K.M., Lee, K., Benne, J.A., Beaton, B.P., Spate, L.D., Mur-
phy, S.L., et al., 2014. Use of the CRISPR/Cas9 system to produce 
genetically engineered pigs from in vitro-derived oocytes and em-
bryos. Biol. Reprod. 91, 78. 

Whyte, J., Laughlin, M.H., 2010. Placentation in the pig visualized 
by eGFP fluorescence in eNOS over-expressing cloned transgenic 
swine. Mol. Reprod. Dev. 77, 565. 

Whyte, J.J., Prather, R.S., 2011. Genetic modifications of pigs for medi-
cine and agriculture. Mol. Reprod. Dev. 78, 879–891. 

Whyte, J.J., Zhao, J., Wells, K.D., Samuel, M.S., Whitworth, K.M., Wal-
ters, E.M., et al., 2011a. Gene targeting with zinc finger nucleases to 
produce cloned eGFP knockout pigs. Mol. Reprod. Dev. 78, 2. 

Whyte, J.J., Samuel, M., Mahan, E., Padilla, J., Simmons, G.H., Arce-Es-
quivel, A.A., et al., 2011b. Vascular endothelium-specific overexpres-
sion of human catalase in cloned pigs. Transgenic Res. 20, 989–1001. 

Wolf, E., Braun-Reichhart, C., Streckel, E., Renner, S., 2014. Genetically 
engineered pig models for diabetes research. Transgenic Res. 23, 
27–38. 

Wu, Q., Xiong, P., Liu, J.Y., Feng, S.T., Gong, F.L., Chen, S., 2004. The 
study of new SLA classical molecules in inbreeding Chinese Wu-
zhishan pig. Transplant Proc. 36, 2483–2484. 

Yamakawa, H., Nagai, T., Harasawa, R., Yamagami, T., Takahashi, J., 
Ishikawa, K., et al., 1999. Production of transgenic pig carrying 
MMTV/v-Ha-ras. J. Reprod. Dev. 45, 111–118. 

Yang, D., Wang, C.E., Zhao, B., Li, W., Ouyang, Z., Liu, Z., et al., 2010. 
Expression of Huntington’s disease protein results in apoptotic 
neurons in the brains of cloned transgenic pigs. Hum. Mol. Genet. 
19, 3983–3994. 

Yang, D., Yang, H., Li, W., Zhao, B., Ouyang, Z., Liu, Z., et al., 2011. 
Generation of PPARgamma mono-allelic knockout pigs via 
zinc-finger nucleases and nuclear transfer cloning. Cell Res. 21, 
979–982. 

Yang, H., Wang, G., Sun, H., Shu, R., Liu, T., Wang, C.E., et al., 2014. 
Species-dependent neuropathology in transgenic SOD1 pigs. Cell 
Res. 24, 464–481. 

Yang, G., Artiaga, B.L., Hackmann, T.J., Samuel, M.S., Walters, E.M., 
Salek-Ardakani, S., et al., 2015. Targeted disruption of CD1d pre-
vents NKT cell development in pigs. Mamm. Genome 26, 264–270. 

Yao, J., Huang, J., Hai, T., Wang, X., Qin, G., Zhang, H., et al., 2014. Ef-
ficient bi-allelic gene knockout and site-specific knock-in mediated 
by TALENs in pigs. Sci. Rep. 4, 6926. 

Ye, J., He, J., Li, Q., Feng, Y., Bai, X., Chen, X., et al., 2013. Generation of 
c-Myc transgenic pigs for autosomal dominant polycystic kidney 
disease. Transgenic Res. 22, 1231–1239. 

Yu, P., Zhang, L., Li, S., Li, Y., Cheng, J., Lu, Y., et al., 2004. Screening 
and analysis of porcine endogenous retrovirus in Chinese Banna 
minipig inbred line. Transplant Proc. 36, 2485–2487. 

Zhou, X., Xin, J., Fan, N., Zou, Q., Huang, J., Ouyang, Z., et al., 2015. 
Generation of CRISPR/Cas9-mediated gene-targeted pigs via so-
matic cell nuclear transfer. Cell. Mol. Life Sci. 72, 1175–1184. 



Page left intentionally blankPage left intentionally blank



C H A P T E R

703

Animal Models for the Study of Human Disease.  
Copyright © 2017 Elsevier Inc. All rights reserved.

27
Genetically Modified Animal Models

Lucas M. Chaible*, Denise Kinoshita**, Marcus A. Finzi Corat†, 
Maria L. Zaidan Dagli‡
*Meyerhofstr, Heidelberg, Germany

**Ibirapuera University, Interlagos, São Paulo, Brazil
†University of Campinas, Campinas, São Paulo, Brazil

‡School of Veterinary Medicine and Animal Science, University of São Paulo, São Paulo, Brazil

1 INTRODUCTION

Science has advanced through observation and exper-
imentation. So has the evolution of biotechnology. The 
emergence of animal models through genetic manipula-
tion has greatly helped the development of scientific and 
biomedical knowledge. To speak of genetically modified 
animals is to focus on very important chapters in the 

history of the science of laboratory animals, in which the 
function of genes was first identified in living individu-
als. Based on this knowledge, new ideas for treatment of 
genetic diseases and other diseases have emerged; these 
tend to revolutionize classic medicine, bringing benefits 
not only to man, but to all living things. Here we give 
a brief history of biotechnology and the production of 
genetically modified animals, as well as the types of 
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animals that can be created, and findings derived from 
recombinant DNA technology, gene targeting and, more 
recently, gene editing.

2 SOME HISTORICAL ASPECTS

After more than 150 years of research, science has 
progressed from uncovering the principles of hered-
ity to mimicking biological events in the laboratory. 
This information has provided significant advances in 
medicine over the last century, creating a new branch 
of industry, the billion-dollar biotechnology industry. 
Since the initial genetic studies of Gregor Mendel in 
1865, numerous researchers have contributed to the un-
derstanding and consolidation of his idea, which until 
then was only promising. In the last century, important 
events took place, such as the discovery of the relation-
ship of DNA with the transmission of genetic traits, 
the characterization of its chemical structure and of its 

three-dimensional structure, methodology to produce 
recombinant DNA, DNA cloning, and sequencing, new 
animal models with random and, later, directed muta-
tions, allowing the production of the first transgenic 
mice (Fig. 27.1)

3 TECHNIQUES FOR THE CREATION 
OF GENETICALLY MODIFIED ANIMALS

3.1 Techniques Based on Recombinant DNA

In order to create embryos in which the genome is 
permanently altered and the transfected DNA is perma-
nently and irreversibly incorporated into the genetic ma-
terial of the host cells, there are at least three important 
steps to be surmounted:

1. to produce an in vitro gene construct that is 
functional in accordance with the hypothesis of the 
proposed study.

FIGURE 27.1 Illustration of mouse chromosomes showing some genes location. The genes cited in image are associated with human dis-
eases and were used to produce transgenic models. The distance of genes are proportional and indicated a probability of recombination during 
meiosis. Scale 10 cM.
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2. to cause the required DNA to cross the plasma 
membrane, the cytoplasm and reach the nucleus.

3. to make the exogenous DNA integrate into the 
genome of the host cell and to be transmitted to the 
following generations.

3.1.1 Gene Construct
A gene construct can vary in complexity according to 

the approach and the insertion of interest. The construct 
can be inserted randomly into the genome of the ani-
mal, which is called transgenesis by addition, or can be 
inserted into the genome at a specific targeted site, into 
the correct position of a determined chromosome, which 
is called transgenesis by homologous recombination. In 
both cases, the construct must be impeccable, with struc-
tures to control gene expression, such as: a promoter, a 
site of transcription initiation, a site of polyadenylation, 
a site of transcription termination, and accessories re-
gions, for example, Intronic regions, UTR sites, tags, and 
polyadenylation sequence.

That means that the information that is being inserted 
into the receptor genome has a beginning, middle, and 
end, thus avoiding problems of uncontrolled expression 
in the host cell. In order to accomplish the objectives of 
the proposed genetic modification studies, a large vari-
ety of machinery is available today to control the expres-
sion of transgenes in a ubiquitous or conditional manner 
(Fig. 27.2).

3.1.2 Insertion of the DNA of Interest Into Cells
A variety of strategies can be used to cause exogenous 

DNA to penetrate the host cell.

3.1.2.1 MICROINJECTION

This is the most widely used method in transgenesis 
for gene addition. In this method, the DNA in solution is 

physically injected into the cell nucleus. This method 
is considered efficient to carry the DNA into the nu-
cleus of somatic cells, but it has some disadvantages; it 
requires specialized equipment and highly skilled indi-
viduals, trained to perform the microinjection. This tech-
nique is widely used for insertion of gene vectors into 
fertilized oocytes, and it has a success rate of 4%–8% of 
animals born with the transgene integrated into the ge-
nome (Capecchi, 1980) (Fig. 27.3).

3.1.3 Integration
Integration of exogenic DNA into the host genome 

occurs with extremely low efficiency. It is believed that 
the integration of exogenic DNA into the genome of the 
host cell occurs during the mitosis, as a consequence of 
errors made when the DNA repair machinery of the host 
cell accidentally incorporates the exogenous molecule in 
an attempt to repair breaks in the double-stranded DNA 
that occasionally occur in cells (Capecchi, 1980). Due 
to the random nature of DNA breakage, integration of 

FIGURE 27.2 Design of basic transgenic vector carrying a single interest gene. The interest gene has not introns to facilitate the transcrip-
tion process and must have important sequences like a promoter to drive gene expression, a start and stop codon and a polyA signal called site 
of termination.

FIGURE 27.3 Microinjection is a process of using a glass micro-
pipette to insert DNA into egg cell. It is a simple mechanical process 
in which a needle roughly 0.5–5 µm in diameter penetrates the cell 
membrane. The DNA content is injected inside pronucleus and the 
needle is removed.
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transfected DNA typically also occurs in random loca-
tions in the genome. Incorporated exogenous DNA could 
potentially disrupt, prevent or impede the expression of 
a gene of the host, although this probability is also rare.

3.2 Double-Strand Break as a Genome Editing 
Tool to Generate Genetically Modified Animals

Although the genome editing by DNA homologous 
recombination employed in embryonic stem cell has 
been feasible in mice, recent reports found that the 
double strand break (DSB), caused by endonucleases, 
is a powerful strategy to accomplish and boost genome 
engineering and generate genetically modified animals 
more efficiently (Carbery et al., 2010; Geurts et al., 2009; 
Li et al., 2014; Shen et al., 2013; Sung et al., 2013; Tesson 
et al., 2011; Wang et al., 2013; Yang et al., 2013). Ge-
nome editing methodologies, that target the genome in 
a sequence-specific site and generate DSBs, have arisen 
and improved in the last decade. The DSBs activate the 
endogenous DNA repair machinery, resulting in either 
nonhomologous end joining (NHEJ) characterized by re-
combination mediating insertions, deletions and muta-
tions (indels), or homology directed repair (HDR) with 
replacement of the genomic sequence with donor DNA 
carrying homology arms to broken DNA sequence, that 
introduces or corrects mutation into genome (Fig. 27.4). 
The production of genetically modified mice and rats has 
been greatly accelerated by novel approaches using di-
rect injection of DNA or mRNA of site-specific nucleases 
into the one-cell-stage embryo, generating DNA double-
strand breaks (DSB) at specified sequences leading to tar-
geted mutations (Carbery et al., 2010; Geurts et al., 2009; 
Li et al., 2014; Shen et al., 2013; Sung et al., 2013; Tesson 
et al., 2011; Wang et al., 2013).

Methodologies that combine a sequence-specific DNA 
binding domain with engineered FokI endonuclease in 
a single molecule; as zinc finger nucleases (ZFN) or as 
transcription activator-like effector nuclease (TALEN); 
were the first approaches that allowed gene editing by 
DSBs. Those techniques, besides showing good results in 
generating knockout animals, have a limited use, since 
the generation of the ZFN, in special, is quite expensive 
and with huge effort in troubleshooting during the vec-
tor design. The real propagation of gene editing occurred 
in 2012 in the first reporter regarding the clustered regu-
latory interspaced short palindromic repeats (CRISPR) 
associated with the nuclease Cas9 (Jinek et al., 2012) 
and in January of 2013 it was reported for the first time 
a successfully adaptation of CRISPR-Cas9 for genome 
editing in eukaryotic cells (Cong et al., 2013). Basically, 
the system designed by Jennifer Doudna and Emmanu-
elle Charpentier in 2012 (Jinek et al., 2012) consists in a 
gRNA (guide-RNA) and the tracrRNA that can be fused 
together to create a single, synthetic guide, which drives 

the nuclease Cas9 into a specific site of action. The sys-
tem will be described in details ahead.

All these techniques have shown a potential to gen-
erate knockout and knockin animals, not only mice, 
but also others as rats, pigs, fishes and monkey (Geurts 
et al., 2009; Li et al., 2014; Liu et al., 2014; Niu et al., 2014; 
Sung et al., 2013; Wang et al., 2013). The DSBs approach-
es may be launched by microinjection of the complete 
system (DNA, RNA, or protein) into the one cell embryo 
or embryonic stem cells, and generate transgenic models 
efficiently (Fig. 27.4).

3.3 ZFNs

Zinc finger protein (ZFP) is a common DNA binding 
domain found in many transcription factors. It consists 
of ∼30 amino acids that may recognize three base pairs of 
DNA. Combining 3–6 ZFP in a molecule, it can recognize 
and bind to a specific DNA into the genome. The ZFN 
approach mix the features of ZFP specificity and add to 
this molecule a modified restriction enzyme FokI, with 
endonuclease feature; that is, as much the ZFP bind the 
specific region of DNA the FokI cleaves one strain of this 
DNA. To get the complete DSB is necessary two ZFNs 
design close to each other as exemplified in Fig. 27.4. Its 
use is not spread due to complex design and the high 
cost to develop the vectors, but is considered the best 
choice in gene therapy in animals and humans, since this 
methodology has low off-target rate.

3.4 TALENs

Similar to ZFNs, TALEN uses DNA biding motifs 
to get specific region of DNA to cut by FokI. The bind-
ing motifs are made with repeat domains named tran-
scription activator-like effectors (TALEs), each domain 
presents 33–35 amino acids, and recognize one specific 
base pare. Hence it combines ∼18 repeats and FokI en-
donuclease we may cut one strain of the specific region 
at the genomic DNA, addressed by the TALEs combina-
tion. TALENs also need to be applied with two designs 
to get DSBs. (Fig. 27.4). Genetically modified mice (Sung 
et al., 2013) and rats (Tesson et al., 2011) were created by 
this technique.

3.5 CRISPR/Cas9

Clustered regularly interspaced short palindromic 
repeats (CRISPR)/CRISPR-associated (Cas) adaptive 
immune systems are found in bacteria and other mi-
crorganisms, and their function is to protect the hosts 
against the invasion of viruses and plasmids. They were 
described by Jinek et al. (2012). Three types (I-III) of 
CRISPR systems with different features have been iden-
tified. The CRISPR-associated protein Cas9, that belongs 
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to the type II CRISPR/Cas system, has attracted much 
attention due to its potential use in genomic engineer-
ing. This is the most recent and exciting system for ge-
nome editing to date. That is because of the easy design 
and specificity for DSB with only one guide. The Cas9 
from Streptococcus pyogenes is the most widely used en-
donuclease used to CRISPR/Cas9 system. It consists of 
endonuclease Cas9 and a single guide RNA (gRNA) that 
is a chimera of tracrRNA; that is, trans-encoded RNA in-
teracts with Cas9 protein, and crRNA; that is, RNA that 
specifies the region for cut. The guide RNA complexed 
with Cas9 targets a specific DNA sequence, and gener-
ates DSBs in the genomic DNA.

The gRNA, which drives the Cas9 to the region of 
cut, has around 20 nucleotides and, as a PCR primer, 
it must have a unique homology region. One very im-
portant characteristic during the gRNA design is the 
identification of the protospacer adjacent motif (PAM). 
The gRNA must be designed immediately upstream 
of this region (PAM), in the complementary strand of 
PAM site. This site will provide a binding site for the 
nuclease, for the Cas9 the PAM is the NGG sequence; it 
is absolutely necessary for the Cas9 activity and must 
not be included in the gRNA design. The DSB will 
occur 3 nucleotides upstream of the PAM (Garneau 
et al., 2010).

That is the newest technology and many improve-
ments have been proposed to allow different features 
of Cas9 activity. Different Cas9 were designed to cut 
in just one strain as “nickase” Cas9 and dCas9 (nucle-
ase-deficient Cas9), which is catalytically inactive. Be-
cause of dCas9 features of specific-sequence binding 
in genome and no cut it has been used for different 
propose as combining the dCas9 with some activa-
tor or repressor targeting to a promoter region in the 
genome then promoting gene activation or gene re-
pression respectively (Shalem et al., 2015), or also can 
be associated with the FokI nuclease providing more 
specificity of the DSB, and decreasing the number of 
off-targets. Multiplex genome engineering with mul-
tiple guide RNAs has been tested to successfully target 
more than one region in the genome (Cong et al., 2013; 
Kabadi et al., 2014; Sakuma et al., 2014). Other origins 
of Cas9 and others groups of endonuclease has been 
tested and advances in this field is coming up quickly 
to next generation.

3.6 Knockout Mouse Lines Created by CRISPR/
Cas9 Technique

Shen et al. (2013) created the first knockout animals 
with CRISPR/Cas9 genome editing technique. Firstly, 
they modified a zebrafish, and then a mouse line. Ini-
tially, the authors used the Pouf5-IRES-EGFP knockin 
mouse line, that carries one copy of the EGFP gene in-

corporated into the mouse genome. Twenty nanograms 
per microliter of NLS-flag-linker-Cas9 mRNA and 
20 ng/µL preannealed EGFP-A chimeric RNA were 
coinjected into one-cell mouse embryos obtained from 
the crosses between male homozygous Pouf5-IRES-
EGFP knockin mice and superovulated C57BL/6J fe-
male mice. The Pouf5-IRES-EGFP male mice were ho-
mozygous for the knockin gene, and then they were 
genotyped as heterozygous, as indicated by PCR am-
plification of a knockin fragment using genomic DNA 
extracted from the tails of the founders 5 days after 
birth. Their findings demonstrated that Cas9/RNA 
could site-specifically cut DNA in zebrafish and mouse 
embryos, “paving the way for its use in the generation 
of gene-disrupted animals”.

Mou et al. (2015) described a series of CRISPR-
generated animal models for the study of cancer and 
other chronic diseases (Mou et al., 2015). Among 
them, Xue et al. (2014) presented a CRISPR-mediated 
direct mutation of cancer genes in mouse liver (Xue 
et al., 2014).

Recently, Tu et al. (2015) proposed that CRISPR/
Cas9 could be a powerful genetic engineering tool for 
creating animal models for neurodegenerative diseases. 
Among these animals, they propose that transgenic ap-
proach and CRISPR/Cas9 can be used to generate large 
animal models of diseases, such as nonhuman primate 
models.

3.7 Knockin Mouse Lines Created by CRISPR/
Cas9 Technique

As the knockout animals, knockin animals can be 
generated using the CRISPR/Cas9 methodology. Tak-
ing advantage of DBS repair, we can drive the process of 
HDR to be used to generate specific nucleotide changes, 
changing from a single nucleotide to large insertions 
(e.g., addition of a fluorophore, tag, or gene replace-
ment).

In order to drive the HDR for gene editing, a DNA 
repair template must be delivered at the same time of 
gRNA and Cas9 sequences directly into cell of interest, 
zygote, or ES cells. This template is called DNA donor, 
and can be used since single or double-stranded oligo-
nucleotides or plasmids.

The traditional methodology of HDR was used dur-
ing 20 years to produce knockout and knockin animals, 
however, the majority of those animal were mice mod-
els. However, the CRISPR/Cas9 approach provided a 
new tool, with good efficiency and low cost to create 
knockin in any species of interest. Yoshimi et al. (2016) 
showed the high efficiency to produce a rat model to 
KI-GFP-Rosa26 using ssODN coinjected with gRNA 
and Cas9 messenger RNA, the authors got 41.9% of 
positive animals (13 positives in 31 offspring).
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4 TYPES OF GENETICALLY MODIFIED 
ANIMALS AND HOW THEY ARE 

PRODUCED

4.1 Transgenic Animals

Transgenic animals are those in which an exogenous 
gene was artificially inserted and stably incorporated 
into the genome of every cell of the organism and that 
can be transmitted to their descendants. The first trans-
genic mouse had the genome sequence of the Maloney 
leukemia virus inserted into its genome (Jaenisch, 1976). 
The best way to get all the cells that compose the organ-
ism to express the exogenous gene is to insert it into cells 
that give rise to other cell types, that is, the fertilized egg 
cell. In simple terms, the creation of transgenic animals 
begins with proper construction of the gene of interest 
and its transfection to the fertilized egg cell.

In most mammals, the exogenous DNA is inserted by 
pronuclear microinjection. In mice, the most commonly 
used model, the frequency with which the exogenous 
DNA is incorporated into the genome is satisfactory in 
the case of the egg cell, a totipotent cell with a high ca-
pacity for cell division. Certain strains possess egg cells 
with larger pronuclei, providing a greater ease of micro-
injection. An example is the use of oocytes derived from 
FVB animals.

The animal generated from this egg cell, known as a 
transgenic founder, is heterozygous for the transgene, 
that is, one of the chromosomes has incorporated the 
transgenic DNA, but not the homologous chromosome. 
Consequently, only half of the animals obtained from the 
F1 mating will also be heterozygous. Transgenic models 
have diverse functions in research, in which the inserted 
gene may have its effects evaluated in vivo during the 
developmental stages, as in the evolution of diseases, 
in studies of mutations, in the search for therapies, and 
other parameters that necessitate an animal model for 
study. Industrially, the transgenic model can be used to 
obtain commercial productivity characteristics, and dis-
ease resistance, and can be used as a bioreactor in the 
production of biopharmaceuticals.

4.2 Knockout Animals

The great contribution of these models was in the 
study of gene function through the phenotype presented 
due to the effect of allelic deletion. Until very recently, the 
only way to do this was to look for animals or humans 
suffering from hereditary diseases. In the case of ani-
mals, the incidence of such diseases could be increased 
by using mutagenic chemicals or irradiation, then the 
location of the mutation was mapped and the defective 
gene cloned. Unlike the transgenic model produced by 
the addition of random exogenous DNA, the knockout 

model is obtained by targeted insertion. This targeted 
integration is performed through the mechanism of ho-
mologous recombination and has an extremely low suc-
cess rate (Gama Sosa et al., 2010).

Homologous recombination is a separate chapter in 
the methodology for obtaining knockout animals. This 
technique allows the insertion of a determined transgene 
into a specific locus, causing it to locate exactly in the 
desired portion of the chromosome. The most common 
way to delete exons is through the creation of a targeted 
construct, also called “targeted”. In this case, the plasmid 
must contain a homologous portion of the start of the 
gene, known as “left arm” and a portion obtained along 
the gene, or even the final portion, called the “right arm” 
(Capecchi, 1980). Between these portions, an exon must 
be situated that is important for the functionality of the 
protein.

These homologous regions will pair with the corre-
sponding sequences in the gene of interest. The longer 
the arms, the greater probability that pairing will occur. 
In practice, the combined length of both arms is between 
6 and 10 kb (Joyner and Sedivy, 2000). As a result of this 
pairing and a double recombination, one in each arm, 
the original gene, or “wild type” is replaced by the trans-
gene contained between the two arms of the construct. 
The gene sequence to be introduced may contain anoth-
er gene, usually a reference sequence of a positive selec-
tion gene, thus generating substitution of expression of 
the original gene for NeoR.

Due to the low efficiency of the occurrence of two re-
combinations so close together, the strategy of perform-
ing this process in cell culture is used; but for these cells 
to give rise in the future to a complete organism they 
need to be pluripotent cells. The ideal cells are known as 
ES cells (embryonic stem) (Notarianni and Evans, 2006; 
Smithies et al., 1985). It was found that these cells called 
“germ lines” were perfectly suited for targeted insertion 
and could be identified through mechanisms of positive 
and negative selection. Currently, protocols for the cul-
tivation and maintenance of these cells exist for only a 
few species (Grivennikov, 2008). ES cells can be trans-
ferred by micromanipulation into the interior of murine 
embryos at about 3–4 days of age, during the blastocyst 
preimplantation phase (Fig. 27.5).

4.3 Conditional Knockout Animals

Deletion of genes essential for development can re-
sult in embryonic lethality, due to lack of influence of 
this gene in the embryogenesis of the animal; thus mice 
die in the uterus, making it difficult to study events that 
occur after birth, and impossible to study the function of 
these genes in adult animals. Fortunately there are strat-
egies, which are now becoming prevalent, to circumvent 
this problem, aiming to avoid problems with embryonic 
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lethality (Gama Sosa et al., 2010). One possible strategy 
is the use of the conditional deletion system, which in-
volves gene deletion under specific conditions. The main 
strategy is known as the Cre-Lox system.

The Cre enzyme is a 38-kDa recombinase, present 
in the P1 bacteriophage, which mediates recombina-
tion of DNA regions flanked by sequences, such as loxP 
(Hamilton and Abremski, 1984). The loxP sequence has 
34 bp with a defined orientation. When the loxP flanks 
are in consensus, the region contained between them is 
excised, leaving a single loxP sequence. When the flank-
ing sites are in opposite positions, the Cre enzyme re-
combines the contained region, reversing it. That is, 
animals with a targeted insertion in the same position 
as the loxP flanks are obtained by means of homologous 
recombination in ES cells.

This insertion gene may be the same gene present in 
the locus, but now flanked by the loxP sequence. The 
situation that will permit its normally conditional ex-
pression is expression of Cre recombinase, which may 
be ubiquitous or conditioned to a determined organ or 
cell type, and eliminates the flanked gene. This Cre re-
combinase gene can be inherited from another transgen-
ic animal and will allow conditional expression of this 
protein. This conditional control is based on the Cre en-
zyme, which may have its expression controlled through 
the promoter related to it. The promoter that regulates 
the expression of the Cre gene will control the pattern 
of deletion of the target gene. This promoter may be 

specific to cell types, the physiological state of the animal 
or inducible by drugs.

1. Cell-specific promoter. The regulatory region of the 
Cre gene is important in determining the cell or group 
of cells that express the recombinase. Using the aP2 
promoter, it is possible to delete the gene of interest 
only in adipocytes, the αMHC promoter for deletion 
in cardiomyocytes, the ALB promoter for hepatic cells, 
the Nestin promoter for neurons, the K5 promoter for 
epithelial cells of the skin, the CD19 promoter for B 
lymphocytes, and the Cola1 promoter for osteoblasts.

2. Temporal promoters. Regulatory sequences that 
promote gene expression at specific periods or 
physiological states. The CaMKII promoter can be 
used for gene deletion in neurons only after birth.

3. Inducible promoters. Regulatory sequences that are 
activated or deactivated by exogenous molecules. The 
TET system of induction, based on the TET operon 
system of Escherichia coli, is the most widely used (Sun 
et al., 2007). With this strategy, the Cre enzyme can 
be expressed, and consequently delete the gene at a 
specific time according to the research objective. To 
accomplish this, tet-Cre animals are crossed with loxP 
animals, and after mating of homozygous flanked 
animals, tetracycline or its analogue, doxycycline, is 
administered, excising the gene of interest and obtaining 
the desired knockout at the targeted systemic site, at the 
determined time of development of the animal.

FIGURE 27.5 Microinjection of ES Cells is a process of using a glass micropipette to insert embryonic stem cells transformed by trans-
genic vector, theses cells are selected and cultured in vitro and microinjected inside blastocyst. After birth the animals are called chimeras and 
are selected by fenotype to more analysis and verification of germline.
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4.4 Knockin Animals

As described, these techniques are most frequently 
used to introduce genes into random locations (trans-
genics) or to delete specific portions of genes (targeted 
knockout). the same techniques can be used to intro-
duce new genetic elements into specific sites, known 
as knock-in (Haruyama et al., 2009). One application of 
this technique is to study the expression of molecules, 
identifying cells that express and modulate expression, 
using reporter molecules for this. the most commonly 
used reporter is the enzyme β-galactosidase, which can 
be detected with a variety of colored substrates, and the 
“green fluorescent protein”, also known as GFP (Welsh 
and Kay, 1997).

A very interesting technical use of knock-in is the in-
sertion of a target gene into the locus of another gene, 
substituting it. some genes belong to a large family, but 
the members display individual characteristics, which 
often preclude compensation. Zheng-Fischhöfer et al. 
(2006), in an attempt to avoid embryonic lethality in 
knockout animals for the cx43 gene, substituted the 
loci deleted with the cx31 gene, producing the knock-in 
animal cx4331/31. the authors perceived that despite the 
relative gene homology, the restoration of cell commu-
nication via cx31 was not sufficient for normal develop-
ment of the heart, showing selectivity of size and electri-
cal charge between proteins cx43 and cx31.

some knockin models intending the introduction of 
the new gene, but avoiding any problem with gene dis-
ruption, and for this proposal, the transgene must be in-
serted in a safe harbor locus, the most famous locus is 
the ROsA26 also known as ROsAβgeo26. this locus in 
mice genome was first found in chromosome 6 in one 
particular strain of mice and expresses one coding tran-
script and two noncoding transcripts, but only the non-
coding transcripts are disrupted by the insertion. After 
transgene insertion that causes no apparent adverse ef-
fects on fitness, and permits stable gene expression.

ROsA26-specific tALens or cRIsPR-cas9 system 
can generate a DnA DsB in ROsA26 in mouse genome, 
stimulating natural DnA repair mechanism. In the 
presence of ROsA26 ORF knockin clones, homologous 
recombination HR happens and integrantes DnA frag-
ment from ORF knockin clone into the safe harbor locus.

5 GENETICALLY MODIFIED MICE 
AS MODELS OF HUMAN DISEASES

5.1 Genetic Disorders

Genetic disorders are changes in the communication 
of genes inserted into a genetic background present in 
the genome of living organisms that may cause disease. 
Diseases caused by genetic disorders are generally very 

common in humans and major economic partner in our 
community. therefore, the development of animal mod-
els that match these diseases, or that may help unravel its 
mysteries and possible treatments is a major challenge to 
the scientific community. the use of genetic modification 
by insertion of foreign genetic material into the genome 
of an animal is a methodology widely used today to ac-
celerate the process of mutation of animals by directed 
way and so favor the accumulation of scientific knowl-
edge about living organisms and its disorders.

the disorder is hereditary or not depends largely on 
the type of genetic change or mutation occurred and the 
behavior of this information. some disorders are caused 
only by changes in a particular gene, called disorder au-
tosomal or X-linked, when this is the affected chromo-
some. they can be either dominant or recessive according 
to their power of penetration of information generated 
from this disorder and thus showing very typical and 
obvious phenotypes. Other features may be more com-
plex, polygenic traits, where alterations can generate 
phenotypes depending on the genetic background of the 
individual. that is, there may be a phenotypic variability 
according to genetic susceptibility and behavior of the 
individual, reacting to stimuli and responses often not 
fully understood and clarified.

changes in particular gene makes autosomal much 
simpler to interfere or manipulate through directed ge-
netic manipulation in a living organism. thus, soon after 
the advent of transgenesis methodology in the 80s, in the 
beginning of 90s until the early turn of the century, there 
was a significant increase in the development of geneti-
cally modified animal models with genetic disorders 
caused by the change in a single gene, as can be seen in 
table 27.1.

6 MULTIFACTORIAL AND POLYGENIC 
(COMPLEX) DISORDERS

In general, the multifactorial disorders, as hyper-
tension, diabetes, autoimmune diseases, heart failure, 
obesity among others, are more difficult to obtain genet-
ically engineered animal models, once the phenotypes 
are produced by a large number of genes and so they are 
often not totally clear which. therefore, it may happen 
the features of genetically modified animal models that 
are showed their phenotypes with some characteristics 
for complex diseases and may therefore to be utilized as 
this disease model, although not specific to a given dis-
ease, sometimes the models worth to better understand 
the disorder and much of the times it is not totally simi-
lar to human disorders. However, there are models that 
contribute to disorder clarifying.

typically, because of its particular characteristics,  
models of complex diseases are best produced by spon-
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TABLE 27.1  genetically Modified animal Models With genetic disorders

Human disease Gene symbol Model Phenotype References

Autossomal Dominant

Familial 
hypercholesterolemia

Ldlr B6; 129s7-Ldlrtm1Her Increased circulating cholesterol level Ishibashi et al. (1993a)

Polycystic kidney disease Pkhd1 B6.129s6-Pkhd1tm1Cjwa Progressive fibrocystic liver disease and cystic 
dilation of the kidney

Woollard et al. (2007)

Hereditary spherocytosis Epb4.2 B6.129P2-Epb4.2tm1Llp Abnormal erythrocyte morphology, decreased 
erythrocyte cell number

Peters et al. (1999)

Marfan syndrome Fbn1 B6.129-Fbn1tm1Hcd Abnormal heart morphology, abnormal 
skeleton morphology

Judge et al. (2004)

Huntington’s disease Htt B6.129-Htttm5Mem Abnormal striatum and cerebral cortex 
morphology, abnormal behavior

Wheeler et al. (1999)

Peters anomaly Tgfb2 stOcK Tgfb2tm1Doe Wide range of developmental defects including 
cardiac, lung, craniofacial, limb, spinal 
column, eye, inner, and urogenital defects

sanford et al. (1997)

Autossomal Recessive

sickle cell anemia Hba, Hbb stOcK Hbatm1Paz Hbbtm1Tow 
tg(HBA-HBBs)41Paz

Irreversibly sickled red blood cells, anemia, and 
multiorgan pathology

Paszty et al. (1997)

cystic fibrosis Cftr B6.129P2-Cftrtm1Unc Abnormal pancreatic acinus and intestine 
morphology, abnormal respiratory system 
physiology

snouwaert et al. (1992)

tay-sachs disease Hexa B6;129s4-Hexatm1Rlp Abnormal brain and neuron morphology Yamanaka et al. (1994)

Mucopolysaccharidoses Naglu B6.129s6-Naglutm1Efn Abnormal locomotor behavior, abnormal 
nervous system, accumulation of heparan 
sulfate

Gografe et al. (2003)

spinal muscular atrophy Smn1 FVB.cg-tg(sMn2)2Hung 
Smn1tm1Hung

Abnormal skeletal muscle fiber and Motor 
neuron morphology

Hsieh-Li et al. (2000)

smith-Lemli-Opitz 
syndrome

Dhcr7 B6.129P2(cg)-Dhcr7tm1Gst Lack of spontaneous movement in newborns, 
fetal growth retardation, abnormal 
cholesterol homeostasis.

Fitzky et al. (2001)

Hypophosphatemic rickets Slc34a1 B6.129s2-Slc34a1tm1Hten Hypophosphatemia, hypercalcemia Beck et al. (1998)

X-Linked dominant

Rett syndrome Mecp2 B6.129P2(c)-Mecp2tm1.1Bird Weight loss, shivering, continued mobility 
problems

Guy et al. (2001)

Incontinentia pigmenti Nemo — Develop patchy skin lesions with 
massive granulocyte infiltration and 
hyperproliferation and increased apoptosis 
of keratinocytes

schmidt-supprian 
et al. (2000)

Fragile X mental retardation 
syndrome

Fmr1 FVB; 129P-Fmr1tm1Cgr Audiogenic seizures, hyperactivity, decreased 
startle reflex

Bakker et al. (1994)

X-Linked recessive

Lesch–nyhan syndrome Hprt B6; 129-Hprttm1Detl Abnormal motor capabilities/coordination/
movement

Ordway et al. (1997); 
Grady et al. (1997b)

Duchenne muscular 
dystrophy

Dmd, Utrn stOcK Utrntm1Jrs Dmdmdx Exhibit skeletal muscle dystrophy, skeletal 
muscle degeneration, necrosis and 
interstitial fibrosis

Grady et al. (1997a)

Hemophilia F8 B6; 129s-F8tm1Kaz Deficient of endogenous Factor 8, abnormal 
blood coagulation

Bi et al. (1995)

nielmann-Pick disease Rab9 stOcK tg(cAG-
RAB9A)500Repa

RAB9 expression is approximately 30-fold 
higher than endogenous protein in the liver

Kaptzan et al. (2009)
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taneous mutation, by induction by physical or chemical  
mutagenic agents, as well as for genome rearrangement 
among different inbred strains with possible genetic trait 
control. some phenotype products of genetically modi-
fied models for complex diseases may be unintended 
consequences for the model, except those that have a 
well established signaling pathway, which modification 
of an involved gene can cause a rupture in a cascade of 
signaling proteins and cause disease. this is exemplified 
in table 27.2 for Bardet–Biedl syndrome.

7 INFLAMMATORY DISEASES

Inflammatory diseases with genetic susceptibility 
are not very uncommon in humanity, as well as auto-
immune diseases, rheumatoid arthritis, atherosclerosis, 
colitis, dermatitis, among others. they are mostly com-
plex and multifactorial diseases that often depend on 
genetic susceptibility linked to individual behavior to 
their development. All these factors make the develop-
ment of genetically modified animal models difficult to 
be constructed through the use of manipulation of spe-
cific genes. even why, many diseases are not yet fully 
understood and known causes.

Many models are generated from spontaneous and 
induced mutations in addition to handling the envi-
ronmental stress and diet to induce inflammations, 
always considering the animal’s susceptible genetic 
backgrounds. table 27.3 shows some models of geneti-
cally engineered animals that have been bred to develop 

similar phenotypes to human inflammatory diseases, in 
order to allow interventions to treat these disorders and 
facilitate their understanding.

8 NEURODEGENERATIVE DISEASES

neurodegenerative diseases are chronic, progressive 
disorders, with variable symptoms and outcomes. clini-
cal signs are usually related to the topography of the le-
sions, which usually involve neuronal degeneration and 
loss of function. Although the most common forms of 
these diseases are sporadic (with the exception of Hun-
tington’s disease), development of genetically modified 
animal models are mainly based on inherited, familial 
forms (Gama sosa et al., 2012; Harvey et al., 2011; Van 
Den Bosch, 2011). sporadic and familial forms do not 
share the same causes, but pathogenesis and neurode-
generative process are very similar in both forms (Gama 
sosa et al., 2012; selkoe, 2001). therefore, animal mod-
els based on deletion or overexpression of genes linked 
to familial forms are important tools for the research of 
neurodegenerative diseases (table 27.4).

Most used genetically modified mouse models of 
Alzheimer’s disease (AD) (Duyckaerts et al., 2008; 
Gurney, 2000; Hall and Roberson, 2012; Hock and 
Lamb, 2001; Kokjohn and Roher, 2009; Price et al., 1998; 
theuring et al., 1997; Wisniewski and sigurdsson, 2010) 
Parkinson’s disease (PD) (Bezard and Przedbor-
ski, 2011; chesselet, 2008; Dawson et al., 2010; Dehay and 
Bezard, 2011; Gupta et al., 2008; Hall and Roberson, 2012; 

TABLE 27.2  genetically Modified animal Models for the study of Protein signaling disorders

Human disease Gene symbol Model Phenotype References

cleft palate Slc32a1 B6.129X1(cg)-Slc32a1tm1.1Bgc Cleft secondary palate Oh et al. (2010)

Hypertension (hormonal 
matters)

Cyp4a14 129s-Cyp4a14tm1Jhc Abnormal renal vascular resistance, increased 
systemic arterial blood pressure

Holla et al. (2001)

Hypertension Ren1 129s/svev-tg(Alb1-
Ren)2Unc

Increased systemic arterial blood pressure, 
cardiac hypertrophy

caron et al. (2002)

Hypertension Adra2b FVB-tg(PDGFB-
Adra2b)13Hag

Increased systemic arterial systolic blood pressure Kintsurashvili et al. 
(2009)

Bardet-Biedl syndrome Bbs1 129s.129-Bbs1tm1Vcs Photoreceptor degeneration, severe obesity, 
hyperphagia and are hyperleptinemic with 
reduced locomotor activity

Davis et al. (2007)

Bardet-Biedl syndrome Bbs2 129s.129-Bbs2tm1Vcs Obesity, decreased startle reflex, disorganized 
photoreceptor

nishimura et al. (2004)

Bardet-Biedl syndrome Bbs4 129s.129-Bbs4tm1Vcs Obesity, retinal degeneration, hyporesponsive to 
tactile stimuli

Mykytyn et al. (2004)

Infertility Hspa2 B6.129P2-Hspa2tm1Dix Male infertile, reduced number of postmeitotic 
spermatids

Dix et al. (1996)

Infertility Tnfaip6 c.129s6-Tnfaip6tm1Cful Female infertility, absent cumulus expansion, 
decreased ovulation rate

Fulop et al. (2003)
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Price et al., 1998; Selkoe, 2001; Theuring et al., 1997; 
Wisniewski and Sigurdsson, 2010), Huntington’s disease 
(HD) (Gurney, 2000; Heng et al., 2008; Imarisio et al., 2008; 
Kumar et al., 2012; Price et al., 1998; Theuring et al., 1997) 
and amyotrophic lateral sclerosis (ALS) (Gurney, 2000; 
Harvey et al., 2011; Price et al., 1998; Selkoe, 2001; Theuring 
et al., 1997; Turner and Talbot, 2008; Van Den Bosch, 2011) 
are presented. The genes used in the development of the 
described mouse models, and the probable relevance of 
their encoded protein to the disease, are listed here:

1. AD:
a. Amyloid precursor protein (APP) gene—AD1; 

amyloid-β (Aβ) precursor, the main constituent 
of amyloid plaques (Hall and Roberson, 2012; 
Harvey et al., 2011; Hock and Lamb, 2001).

b. Presenilin 1 and 2 (PSEN1 and PSEN2) genes—
AD3 and AD4; involved in APP processing and 
Aβ production (Hall and Roberson, 2012; Harvey 
et al., 2011; Hock and Lamb, 2001).

c. Microtubule-associated protein tau gene—MAPT; 
main constituent of neurofibrillary tangles (Hall 
and Roberson, 2012; Harvey et al., 2011; Hock and 
Lamb, 2001)

2. PD:
a. α-synuclein (α-syn) gene—PARK1 and PARK4; 

synaptic protein, main constituent of Lewy 
bodies (Blandini and Armentero, 2012; Harvey 
et al., 2011; Gupta et al., 2008).

b. Parkin gene—PARK2; ubiquitin ligase activity 
(Hall and Roberson, 2012; Harvey et al., 2011; 
Hock and Lamb, 2001).

c. DJ-1 gene—PARK7; anti oxidative-stress 
properties (Hall and Roberson, 2012; Harvey 
et al., 2011; Hock and Lamb, 2001).

d. PTEN-induced kinase 1 (PINK1) gene—PARK6; 
antioxidative-stress properties, protection 
against mitochondrial dysfunction (Hall and 
Roberson, 2012; Harvey et al., 2011; Hock and 
Lamb, 2001).

e. Ubiquitin carboxy-terminal hydrolase-L1 
(UCH-L1) gene—PARK5; ubiquitin ligase activity 
(Harvey et al., 2011)

f. Leucine-rich repeat kinase 2 (LRRK2) gene—
PARK8; kinase and GTPase activity (Hall and 
Roberson, 2012; Harvey et al., 2011; Hock and 
Lamb, 2001).

3. HD:
a. Huntingtin (htt) gene—IT15; expansions of 

GAC repeats lead to its aggregation in neuronal 
intranuclear inclusions. Mutations in htt are 
causative of HD (Games et al., 1995; Harvey 
et al., 2011; Hsiao et al., 1996).

4. ALS:
a. Superoxide dismutase (SOD1) gene—ALS1; 

inactivates superoxide radicals (Harvey 
et al., 2011; Turner and Talbot, 2008; Van Den 
Bosch, 2011).

TABLE 27.3  Genetically Modified Animal Models for Human Inflammatory Diseases

Human disease Gene symbol Model Phenotype References

Asthma Tbx21 B6.129S6-Tbx21tm1Glm Abnormal CD4-positive T cell differentiation Finotto et al. (2002)

Asthma, allergic 
inflammation

F2rl1 B6.Cg-F2rl1tm1Mslb Decreased inflammatory response Schmidlin et al. (2002)

Multiple sclerosis Prf1 C57BL/6-Prf1tm1Sdz CNS inflammation, demyelization Kagi et al. (1994)

Systemic lupus 
erythematosus

C3, Man2a1 B6;129-C3tm1Crr Man2a1tm1Jxm Rise in antinuclear antibody (ANA) titers, 
abnormal hematology characterized as 
dyserythropoietic anemia, and nephritis.

Green et al. (2007)

Arthritis Tia1 B6.129S2(C)-Tia1tm1Andp Develop mild arthritis and are more susceptible to 
endotoxin shock

Piecyk et al. (2000)

Psoriasis Vegfa FVB-Tg(KRT14-Vegfa)3Dtm Develop severe psoriasis-like lesions Detmar et al. (1998)

Atherosclerosis Alox15 C57BL/6J-Tg(Alox15)41FChed Atherosclerosis, develop spontaneous aortic fatty 
streak lesions

Reilly et al. (2004)

Diabetes, 
atherosclerosis

Apoe, Ins2 B6.Cg-Apoetm1Unc Ins2Akita Atherosclerosis, hypercholesterolemia, 
hyperglycemia

Piedrahita et al. (1992); 
Mathews et al. (2002)

Diabetes, 
atherosclerosis

Ldlr, Lep B6.Cg-Lepob Ldlrtm1Her Atherosclerosis, hypercholesterolemia, 
hyperglycemia

Ishibashi et al. (1993b); 
Ingalls et al. (1950)

Crohn’s disease Tnf TNF(DeltaARE/+)tm Development of chronic inflammatory arthritis 
and inflammatory bowel disease

Kontoyiannis et al. (1999)

Ulcerative Colitis Il2 C.129P2(B6)-Il2tm1Hor Develop inflammatory bowel disease, intestinal 
ulcer

Schorle et al. (1991)
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TABLE 27.4  Genetically Modified Animal Models for the Study of Neurodegenerative Diseases

Human disease Gene symbol Model Phenotype References

Alzheimer’s 
disease

AD1 Tg(APPV717F)109Ili or 
PDAPP

Background: not specified

Extracellular Aá deposits in hippocampus, 
corpus callosum and cerebral cortex (6-9 
months). Cognitive deficits (6 months).

Games et al. (1995)

AD1 Tg(APPSWE)2576Kha or 
Tg2576

Background: C57BL/6 x 
SJL

Aá deposits (9-11 months). Cognitive impair-
ments and behavioral disorders (10 months).

Hsiao et al. (1996)

AD1 Tg(Thy1-APP)3Somm or 
APP23

Background: C57BL/6 x 
DBA/2

Aá deposits in hippocampus and cortex, 
thalamus and olfactory nucleus (6 months). 
Cognitive deficits (3 months). Cerebrovascu-
lar amyloid. Subtle neuronal loss.

Sturchler-Pierrat 
et al. (1997)

AD1 Tg(PRNP-
APPSweInd)8Dwst or 
Tg CRND8

Background: C3H/ HeJx 
C57BL/6

Aá deposits in subiculum, frontal cortex, hip-
pocampus, thalamus, striatum, and cerebral 
vasculature (3 months). Cognitive deficits (3 
months).

Chishti et al. (2001)

Tg(Thy1-AppDutch)#Jckr
Background: C57BL/6

Congophilic amyloid angiopathy. Herzig et al. (2004)

PSEN1 Tg(PDGFB-PSEN1)1Jhd
Background: SW x 

(C57BL/6 x DBA/2)

Enhanced Aá42 production. Duff et al. (1996)

AD1 and 
PSEN1

B6C3-Tg(APPswe, 
PSEN1dE9)85Dbo

Aá depostis (4-5 months). Behavioral alterations 
(6-7 months).

Jankowsky et al. 
(2001)

AD1 and 
PSEN1

B6.Cg-Tg(APPSwFILon,P
SEN1*M146L*L286V)6
799Vas

Accelerated Aá deposition: intracellular Aá42 
(1.5 months), and Aá deposits starting at 2 
months. Cognitive deficits (4 months). Neu-
ronal loss.

Oakley et al. (2006)

AD1, PSEN1 
and MAPT

B6; 129-Psen1 tm 1 
MpmTg(APPSwe, 
tauP301L)1Lfa

Intracellular Aá peptide accumulation (3-4 
months). Aá extracellular deposits (at 6 
months old). Neurofibrillary tangles (12 
months). Cognitive deficits (starting at 4.5 
months)

Oddo et al. (2003)

Parkinson’s 
disease

PARK2 FVB/NJ-Tg(Slc6a3- 
PARK2*Q311X)AXwy

Progressive hypokinetic motor deficits. Reduc-
tion in striatal dopaminergic levels. Loss of 
dopaminergic neurons in substantia nigra.

Goldberg et al. 
(2005)

PARK7 B6.Cg-Park7tm1Shn or 
DJ-1-

Mitochondrial dysfunction. Abnormal do-
pamine neurotransmission in nigrostriatal 
pathway.

Gispert et al. (2009)

PARK6 B6;129-Pink1tm1Aub Mitochondrial dysfunction. Weight loss. 
Impaired spontaneous locomotor activity. 
Dopamine reduction in striatum.

Setsuie et al. (2007)

PARK5 Tg(PDGFB-UCHL1*I93M) 
HWada or H-hI93M

Background: C57BL/6

Dopaminergic neuron reduction in substantia 
nigra. Dopamine reduction in striatum.

Li et al. (2007)

PARK8 B6.Cg-Tg(Lrrk2*G2019S) 
2Yue

Dopamine levels reduction in striatum (12 
months).

Li et al. (2009)

PARK8 FVB/N-
Tg(LRRK2*R1441G) 
135Cjli

Dopamine levels reduction in striatum. 
Progressive locomotor alterations, leading to 
immobility, which is responsive to levodopa 
and apomorphine treatment.

Mangiarini et al. 
(1996)

(Continued)
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9 CANCER

Despite the enormous numbers of studies involving 
cancer, it is still considered a challenging disease. One of 
the major challenges facing cancer research is the neces-
sity to find suitable models to the human diseases. These 
needs include validating/determining the contribution 
of a gene to cancer, establishing systems for drug discov-
ery and validation, and discovering factors that modify 
the oncogenic process.

A number of mouse strains that develop cancers spon-
taneously are available; in general they develop neo-
plastic diseases at late ages. Transplantable tumors of 
several types (melanomas, sarcomas, lymphomas, mam-
mary carcinomas, and others) have been extensively used 
during the 20th century to answer specific questions in 
cancer research, including their susceptibility to antineo-
plastic new agents. Currently, the standard anticancer 
drug development pipeline uses xenograft and/or ortho-
topic implantation of human tumor cell lines in immu-
nocompromised mice as the primary in vivo models for 
investigating drug candidate efficacy and mechanism(s) 
of action. Although these models provide valuable 

information and somewhat greater predictability than 
cell/tissue cultures in vitro, their prognostic usefulness 
for human clinical trials has been limited. Genetically 
engineered mouse models of cancer are becoming useful 
systems for understanding the molecular and cellular de-
terminants of tumorigenesis and for refining anticancer 
agents targeted to various facets of carcinogenesis in vivo

There are many advantages of using genetically engi-
neered mice in cancer research. Researchers in academia 
and industry, as well as clinicians are all using mice ex-
tensively in their work. What makes the mouse so spe-
cial is how similar its genome is to the human genome 
(99% of human genes are conserved in the mouse), the 
availability of a unique battery of sophisticated molec-
ular and genetic tools, and the animal’s small size, all 
of which facilitate large scale/high throughput studies 
and make it a cost-efficient model providing functional 
information on human genes in health and disease. In 
fact, the potential of mouse models to make medical re-
search, and in particular drug development, more effi-
cient could be increased by solving a series of research, 
intellectual property rights (IPR), communication, train-
ing, and regulatory bottlenecks.

Human disease Gene symbol Model Phenotype References

Huntington’s 
disease

IT15 B6CBA-Tg(HDexon1)62Gpb Transgene is ubiquitously expressed. Behavioral deficits 
(5 weeks), choreiform-like movements, stereotypic 
movements, tremor, cognitive deficits (5 weeks), 
premature death (12-15 weeks). Decreased brain and 
striatal volume (12 weeks), loss of striatal neurons (12 
weeks), reduced D1 and D2 receptors in striatum (8-
12 weeks), Htt aggregates in c¢rtex, neostriatum and 
hippocampus. Widespread NIIs (12 weeks).

Slow et al. (2003)

IT15 FVB-Tg(YAC128)53Hay Motor abnormalities (starting from 3 months). Progres-
sive behavioral and cognitive alterations. Striatal (9 
months) and cortical atrophy (12 months) and subtle 
striatal neuronal loss (12 months). Httimmunore-
activity in striatal (2-3 months), cortical (3 months), 
hippocampal (3 months), cerebellar (3 months) 
neurons, spreading to many neurons (6 months). 
Normal striatal neurotransmitter expression.

Lin et al. (2001)

IT5 B6.129P2-Htttm2Detl Nuclear immunoreactivity for htt in striatum (27-29 
weeks), NIIs in striatum (37 or 40 weeks; homozy-
gotes and heterozygotes, respectively), locomotory 
abnormalities (70 or 100 weeks; homozygotes and 
heterozygotes, respectively), loss of D1 and D2 
receptors in striatum (70 weeks).

Gurney et al. (1994)

Amyotrophic 
lateral scle-
rosis

ALS1 B6SJL-Tg(SOD1)2Gur Motor neuron loss within spinal cord. Progressive 
hind limb weakness, leading to paralysis. Death 
(5-6 months).

Wong et al. (1995)

ALS1 B6.Cg-Tg(SOD1*G37R)42Dpr Motor neuron loss within spinal cord, Paralysis in one 
or more limbs.

Ripps et al. (1995)

ALS1 FVB-Tg(Sod1*G86R)M1Jwg Motor neuron degeneration within spinal cord, brain 
stem, and neocortex. Progressive decline of motor 
function (beginning at 3-4 months). Death (4 months)

Ripps et al. (1995)

TABLE 27.4  Genetically Modified Animal Models for the Study of Neurodegenerative Diseases (cont.)
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Although there are species (such as dogs, pigs, and 
nonhuman primates) that are even more closely related 
to us than mice, working with these large animals is ex-
tremely expensive and is fraught with ethical concerns. 
With their small size and short generation times, breed-
ing, and keeping mice is comparatively simple and in-
expensive. In addition, because they have been widely 
used in research for decades, researchers have built up 
a detailed understanding of mouse biology and genet-
ics and developed large numbers of tools and techniques 
to study them. These powerful genetics tools are not yet 
available for larger mammals. Recent years have seen a 
rise in the use of genetically engineered mice in research 
and preclinical studies. Some of these models can mimic 
a wide range of human diseases and health problems, 
such as cancer and diabetes. In addition, the mouse is so 
far the only mammalian model in which it is technically 
possible to generate an organism in which a particular 
mouse gene has been replaced by its human counterpart. 
This “humanized” mouse will produce and live with the 
human version of the protein. “Humanized” mice can 
be created bearing a mutated version of a human gene 

known to be associated with a specific human disease. 
Such a mouse can be used to test the possible efficacy of 
a drug designed to bind to the relevant human protein.

Some strains of genetically modified mice can be used 
in preclinical tests in order to provide information on 
the carcinogenic potential of a compound, as alterna-
tive models for the conventional 2 years carcinogenic-
ity assay. The three most extensively studied of these 
mice are Trp53+/–, Tg/AC, and RasH2. Recently, a study 
compared their performance with the traditional 2-year 
rodent bioassay, and the individual transgenic models 
made the “correct” determinations (positive for carcino-
gens; negative for noncarcinogens) for 74%–81% of the 
chemicals, with an increase to as much as 83% using 
combined strategies (e.g., Trp53+/– for genotoxic chemi-
cals for all chemicals). For comparison, identical analysis 
of chemicals in this data set that were tested in the 2-year, 
two-species rodent bioassay yielded correct determina-
tions for 69% of the chemicals. RasH2 one example is the 
rasH2 mice.

Here we present some genetically modified mouse 
models for the study of human cancers (Table 27.5).

TABLE 27.5  Genetically Modified Animal Models for the Study of Human Cancers

Human disease Gene symbol Model References

Breast cancer Cre WAP-Cre Wagner et al. (1997)

Cre MMTV-Cre Robinson and Hennighausen (2011)

Brca2 Brca2 floxed Jonkers et al. (2001)

Brca1 Brca1 null, Brca1 KO Shen et al. (1998)

Brca2 SWR Brca2 exon 27 deletion Unpublished

rtTA WAP-rtTA-Cre Utomo et al. (1999)

Trp53 Tg p53 R172H Li et al. (1998)

MYC MMTV/c-myc Sinn et al. (1987)

TAg WAP-Tag Tzeng et al. (1993)

Lung cancer Kras K-rasLA1 Johnson et al. (2001)

Kras K-rasLA2 Johnson et al. (2001)

Kras LSL K-ras G12D Jackson et al. (2001)

EGFR-L858R EGFR-L858R Politi et al. (2006)

Prostate cancer Nkx3-1 Nkx3.1 null (B6;129) Bhatia-Gaur et al. (1999)

Nkx3-1 Nkx3.1-Cre Lin et al. (2007)

Nkx3-1 Nkx3.1-CreERT2 Wang et al. (2009)

Nkx3-1 Nkx3.1 null (B6) Kim et al. (2002)

Nkx3-1 Nkx3.1 null (FVB) Kim et al. (2002)

c-Myc Hi-Myc Ellwood-Yen et al. (2003)

c-Myc Lo-Myc Ellwood-Yen et al. (2003)

TAg 12T-7f Kasper et al. (1998)

TAg 12T-10 Masumori et al. (2001)

Fgf8b PB-FGF8b-line 3 Song et al. (2002)

Cre PB-Cre4 Wu et al. (2001)

Akt1 Akt1, MPAKT Majumder et al. (2003)

(Continued)
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Human disease Gene symbol Model References

Hematopoietic cancer PML/RARA PML-RARa Grisolano et al. (1997)

RARa-PML RARa-PML Pollock et al. (1999)

MYC Lambda-MYC Kovalchuk et al. (2000)

Gadd45a Gadd45a null Hollander et al. (1999)

Nras N-ras null, Nras KO Umanoff et al. (1995)

Tgfbr2 C57BL/6 DNTGFRII Lucas et al. (2000)

LANA LANA Fakhari et al. (2006)

Cdkn2a p16(Ink4a) null Sharpless et al. (2001)

BCR/ABL P190 BCR-ABL Voncken et al. (1992)

PML PML null Wang et al. (1998)

Igh-Myc iMycEu Park et al. (2005)

TAg Tdn/11, LST1135, dl1135 Symonds et al. (1993)

Brain tumors ires-CreER Pax7(CreERp) Nishijo et al. (2009)

TAg SV11 Chen and Van Dyke (1991)

TAg LPV-TAg, T121, LST1137, dl1137 Saenz-Robles et al. (1994)

hCDK4 GFAP-hCDK4 Huang et al. (2002)

Nf1 Nf1 flox Zhu et al. (2001)

CreLacZ BLBP-cre Unpublished

Cre hGFAP-Cre Bajenaru et al. (2002)

MYCN TH-MYCN Weiss et al. (1997)

Gastrointestinal tumors Ahr Ahr null Fernandez-Salguero et al. (1995)

Apc Apc1638 Fodde et al. (1994)

Apc Apc Delta 580 Smits et al. (2000)

Mlh1 Mlh1 null Edelmann et al. (1996)

Msh3 Msh3 null Edelmann et al. (2000)

Msh6 Msh6 null Edelmann et al. (1997)

Msh2 Msh2 null Temme et al. (1997)

TAg RIP1-Tag5 Hanahan (1985)

TAg RIP1-Tag2 (B6) Adams et al. (1987); Hanahan (1985)

TAg RIP1-Tag2 (C3) Hanahan (1985)

Cre Fabp1-Cre Wong and Gordon (2000)

Cre Villin-Cre, vil-Cre Fo20 el Marjou et al. (2004)

Cre ED-L2/Cre Tetreault et al. (2010)

Cre Pdx-1-cre Hingorani et al. (2003)

Tgfb1 Tgfb1 Rag2 null Engle et al. (1999)

Fen1 Fen1 Kucherlapati et al. (2002)

Stk11 Lkb1 flox Bardeesy et al. (2002)

Connexin 32 Cx 32 KO mouse Temme et al. (1997)

Ovarian tumors Brca1 Brca1 floxed (FVB;129) Unpublished

TABLE 27.5  Genetically Modified Animal Models for the Study of Human Cancers (cont.)
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Human disease Gene symbol Model References

Thyroid tumors HPV16 TG-E6/E7 Souders et al. (2007)

Skin tumors iCre Langerin-Cre Kaplan et al. (2007)

HRAS Tyr-HRAS Chin et al. (1999a)

rtTA Tyr-rtTA Chin et al. (1999a)

Ahr Ahr null Fernandez-Salguero et al. (1995)

HPV16 HPV16-E6 Chin et al. (1999b)

Polh XPV knockout Lin et al. (2006)

HPV16 K14-HPV16 Arbeit et al. (1994)

Multiple tumors Rb1 Rb1 null Jacks et al. (1992)

Rb1 Rbfloxed Marino et al. (2000)

Apc Apc CKO Kuraguchi et al. (2006)

EGFRvIII CAG-LSL-EGFRvIII Zhu et al. (2009)

ROSA26 RosaSB Dupuy et al. (2005)

Gt(ROSA)26Sor ROSA-CreER Ventura et al. (2007)

Gt(ROSA)26Sor ROSA26-pCAGGs-LSL-Lucif-
erase

Unpublished

Cdkn2a Ink4a/Arf null (B6) Serrano et al. (1996)

Cdkn2a Ink4a/Arf null (FVB) Serrano et al. (1996)

Cdkn2a p19(Arf) null (FVB) Sharpless et al. (2004)

Cdkn2a ArfGFP Zindy et al. (2003)

Cdkn2a p19(Arf) null (B6;129) Kamijo et al. (1997)

HRAS TetO-HRAS Chin et al. (1999b)

T2/Onc2 TG6113 Dupuy et al. (2005)

T2/Onc2 TG6070 Dupuy et al. (2005)

sb Rosa LSL SBase/TG6113 Starr et al. (2009)

sb Rosa LSL SBase/TG12740 Dupuy et al. (2009)

sb Rosa LSL SBase/TG12775 Dupuy et al. (2009)

sb 76 T2/Onc Collier et al. (2005)

sb 68 T2/Onc Collier et al. (2005)

sb Rosa LSL SBase/TG6070 Starr et al. (2009)

Dmtf1 DMP-1 null Inoue et al. (2000)

PTEN PTEN Podsypanina et al. (1999)

Men1 Men1 null, Men1deltaN3-8 Crabtree et al. (2001)

Aprt Aprt Shao et al. (1999)

Pax3 Pax3:Fkhr knock-in Keller et al. (2010)

Trp53 p53 R172H Olive et al. (2004)

Trp53 p53 R270H Olive et al. (2004)

KRT5 K5/tTA Diamond et al. (2000)

SB10 CAGGS-SB10 Dupuy et al. (2001)

Tgfbr2 Tgfbr2 flox (FVB) Chytil et al. (2002)

TABLE 27.5  Genetically Modified Animal Models for the Study of Human Cancers (cont.)
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In this Chapter, we summarize development and 
establishment of mutant mouse strains focusing on mod-
eling human diseases. Around the year 2000, the human 
disease modeling showed a striking breakthrough due to 
the accomplishment of the Human and Mouse Genome 
Projects (International Human Genome Sequencing, 
2001, 2004; Mouse Genome Sequencing et al., 2002). 
Multidisciplinary efforts then advanced various next-
generation technologies, databases, and bioinformatics. 
The key of modeling human diseases is the newly estab-
lished mutagenesis technologies, often called “forward” 
and “reverse” genetics (reviewed by Gondo, 2008). Start-
ing from the establishment of disease models for Men-
delian disorders, namely, monogenic traits, modeling 
of quantitative and polygenic traits (classically, one of 
non-Mendelian traits) are also anticipated, since most of 
human diseases are complex traits.

1 GENETIC OR ENVIRONMENTAL

Most of human diseases are developed by a combi-
nation of genetic and environmental factors. When the 
genetic factor is a single exclusive element, it is easily 
observed the inheritance in a Mendelian fashion. A typi-
cal example is the Huntington’s disease. The patients 
carrying the expanded CAG triplet repeats on their Hun-
tingtin gene, they develop the disease in their midage 
irrespective of their environmental history and condi-
tions (The Huntington’s Disease Collaborative Research 
Group, 1993).

When the number of the genetic factors for the dis-
ease becomes more multigenic with a lower penetrance, 
it becomes harder to conclude the existence of genetic 
contributions to the disease. The key to distinguish the 
genetic factors is to identify the causative genes and muta-
tions. Prominent evidences of Mendelian inheritance in 
a defined pedigree(s) often lead to such identification 
of major causative genes and responsible mutations 
among many genetic factors. For instance, inherited 
mutations of the glucokinase (Froguel et al., 1993; Vionnet 
et al., 1992) and Apc (Groden et al., 1991; Ichii et al., 1993; 
Joslyn et al., 1991; Nishisho et al., 1991) genes were inde-
pendently discovered concordance with the patients of 

diabetes (type 2) and colon cancers (familial adenoma-
tous polyposis; FAP) in the pedigrees, respectively. The 
carriers of identified mutations mostly develop the cor-
responding diseases; thus, the penetrance is very high. 
However, many diabetic and colon cancer patients do 
not carry any mutations in the glucokinase and Apc genes, 
respectively. Other responsible genes and genetic factors 
have been anticipated and indeed identified affecting 
the diabetes (Lambrinoudaki et al., 2010; Vaxillaire and 
Froguel, 2008) and colon cancers (Hassen et al., 2012; 
Pineda et al., 2010; Plotz et al., 2012).

Most of human diseases including common diseases 
are caused by a combination of mutations on several 
major (and minor) genes with various environmen-
tal factors. It is noteworthy that the minor genetic fac-
tors, often called “modifiers,” are extremely difficult 
to identify. The population studies, for instance, with 
identical twins, are also revealing that some psychiatric 
diseases have high heritability (reviewed by Burmeister 
et al., 2008). For instance, the heritability of schizophre-
nia, bipolar disorders, and autism is often estimated to 
be ∼80%, indicating that the genetic influence is much 
higher than environmental conditions in the studied 
populations. Nevertheless, no major genes to cause these 
mental illnesses have yet been identified, although many 
candidate mutations and genes have been nominated. No 
major but many minor genes with fewer effects of envi-
ronmental factors are, therefore considered to govern 
such psychiatric diseases that exhibit higher heritability.

2 GENOME PROJECT AND  
HUMAN DISEASES

The primary driving force of the Human Genome Proj-
ect in 1990 was to systematically identify all the respon-
sible genes for genetic diseases (Watson, 1990). The 
Huntington’s disease, for instance, was identified as a 
dominant Mendelian monogenic disease and the respon-
sible gene, Huntingtin, was mapped on chromosome 
4q16.3 in human genome. The Huntingtin gene was then 
molecularly cloned, sequenced, and the causative muta-
tion, CAG triplet expansion, was discovered (The Hun-
tington’s Disease Collaborative Research Group, 1993). 

24.4 High-Throughput Genotyping 744
24.5 Additional NGS Applications 744
24.6 Coming New Technologies 744

25 Genome Editing Technologies 744
25.1 Mechanism of CRISPR-Cas9 System 745
25.2 Efficiency and Specificity  

of CRISPR-Cas9 System 745

25.3 Additional Genome-Editing  
Applications 746

26 Concluding Remarks 746

Acknowledgments 746

References 747



 3 BASIC GENETICS TO DEVELOP AND USE MODEL MICE  729

I. GENETICS

These findings gave rise to a concrete method to diag-
nose patients. Similar forward genetics to identify the 
genetic cause of various diseases and traits have been 
conducted. Duchenne muscular dystrophy (Monaco 
et al., 1985), Retinoblastoma (Friend et al., 1986), cystic 
fibrosis (Riordan et al., 1989), and familial adenomatous 
polyposis (Groden et al., 1991; Joslyn et al., 1991; Kinzler 
et al., 1991) were successful examples.

Considering the total cost, manpower, and time, a sys-
tematic and collaborative international effort to sequence 
whole human genome seemed to be much more effective 
(Cantor, 1990; Watson, 1990). The sequencing of the whole 
human genome should also contribute primarily for  
the detection and diagnosis and ultimately for the cure 
and prevention of all the human diseases and disorders.

In addition, the knowledge of the human genome 
should accelerate the study of basic and general biology, in 
particular, genetics, evolution, and developmental biology. 
Thus, it was recognized that the completion of the whole 
human genomic DNA sequence was not the ultimate goal 
but just the first step to conduct functional and compara-
tive genomics to understand basic biology and to apply 
for the prevention and therapeutics of human diseases.

In this context, Helmholtz Zentrum München (HZM; 
formally, GSF) in Germany (Hrabe de Angelis and 
Balling, 1998; Hrabe de Angelis et al., 2000) and Medical 
Research Council (MRC), UK (Brown and Nolan, 1998; 
Nolan et al., 2000) have started the large-scale ENU 
mouse mutagenesis projects in 1997 to model human 
diseases in the mouse. The research community also 
proposed the necessity of the Mouse Genome Project to 
sequence the whole genome of the standard laboratory 
strain, C57BL/6J (Nadeau et al., 2001). Following to the 
progress of the Human Genome Project, thus, the Mouse 
Genome Project has been conducted and completed 
(Mouse Genome Sequencing et al., 2002) in parallel aim-
ing the functional and comparative genomics between 
the human and mouse.

3 BASIC GENETICS TO DEVELOP  
AND USE MODEL MICE

In this section, basic genetics is summarized focus-
ing on the key genetic terminology, the concept of which 
is useful to design and to experimentally develop new 
mutant mice as models for diseases. The fundamental 
knowledge of the genetics also promotes the better prac-
tical use of the established mutant mice as well.

3.1 Locus (pl. Loci)

The both terms of “locus” and “allele” are often col-
lectively called as “gene.” To explain the Mendelian 
inheritance, locus and allele are distinctively used. The 

gene is coded in a particular location of the genome 
to give rise to certain function or “trait.” To define the 
unique location coding for the gene in the genome, the 
term “locus” is used. Thus, the number of loci and the 
sequence of each locus are predetermined specific to 
each species. Not only the location but also the DNA 
sequence of each locus is unique and distinctive from 
those of the other loci. The key rationale of the mutant 
mouse to be a model for the human disease is the high 
similarity of entire genome between human and mouse. 
Classically, the size of the genome and the number of 
the genes in the human and mouse genomes had been 
estimated to be very similar values of 3 × 109 bp and 
100,000–150,000 genes (Chikaraishi et al., 1978), respec-
tively. The completion of the Human and Mouse Genome 
Projects gave rise to better estimates to confirm the total 
size of the genome to be ∼3 × 109 bp but the number 
of the coded genes, or loci, to be 30,000 or less in both 
the species (International Human Genome Sequencing, 
2001, 2004; Mouse Genome Sequencing et al., 2002). Not 
only the total number of loci, the locus order of local 
locations, called “synteny,” but also the sequences of the 
corresponding loci, called “orthologs,” are very similar, 
indicating the good conservation of the gene function 
between human and mouse.

3.2 Allele

Even within a species, polymorphisms exist pro-
ducing various phenotypes and genetic variability in 
natural populations. Most of the unique sequences of a 
particular locus have some minor differences, giving rise 
to different subtypes of the locus. The subtype is called 
“allele.” Mutations are the origin of new alleles in a par-
ticular locus (Fig. 28.1). In theory, many subtypes may 
exist per locus.

The Human Genome Project (International Human 
Genome Sequencing, 2001; International SNP Map 
Working Group, 2001) actually detected more than 1.4 
million single nucleotide polymorphisms (SNPs) in the 
human population; thus, approximately 0.1% of human 
genomic sequences are polymorphic.

At the molecular level, the whole consensus genomic 
DNA sequence ultimately defines the species. The num-
ber of the alleles in one species defines the degree of the 
genetic variability of the species. Any subpopulations 
of a particular species must have the same set of the 
loci, namely, the same consensus DNA sequences in the 
genome. On the other hand, each subpopulation may 
have a distinct set of alleles. Thus, even in the same spe-
cies, the genetic variability and diversities may be dif-
ferent from the other depending on each subpopulation. 
One extreme case is that all the loci have only one allele 
in a subpopulation, which is called an “inbred” subpop-
ulation (described in details later).
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Some SNPs show no functional differences form 
the wild-type allele. Such functionally identical SNPs 
may be collectively called the wild-type alleles. Some 
other SNPs may be evolutionally neutral but the func-
tion of each allele may be different from the other. For 
instance, in the ABO blood type locus, the three well-
known alleles of A, B, and O exist. The A and B alleles 
produce the same enzyme, glycosyltransferase, with a 
subtle difference that makes distinctive glycosilation to 
a precursor substance, the H antigen, on the red blood 
cells. The O allele has no function to make such glyco-
silation by a single deletion of the glycosyltransferase 
gene (Yamamoto et al., 1990). Thus, all the three alleles of 
the ABO blood-type locus are functionally different but 

may be evolutionally neutral. Even in each allele, many 
differences of genomic sequences have been identified, 
indicating the practical existence of silent alleles in col-
lectively called A, B, or O allele (Yip, 2002).

The SNPs responsible for genetic factors of human 
diseases have also been identified. The Haplotype 
Mapping (HapMap) Project (International HapMap 
Consortium, 2003), the Genome-Wide Association Stud-
ies (GWAS) (Wellcome Trust Case Control, 2007), and the 
1000 Genomes Project (Via et al., 2010) are to primarily 
identify such SNPs responsible for human diseases. The 
scale has been expanded to the order of million based 
on new technologies (reviewed by Auffray et al., 2016). 
One of the major goals of the mouse mutagenesis is to 
produce mutant alleles analogous to human SNPs as a 
model.

4 DIPLOID AND GENOTYPE

Both human and mouse are diploid organisms, each 
of which has two sets of the genome. Namely, one indi-
vidual has the two whole sets of loci with two alleles on 
each locus. When an individual carries the same and dif-
ferent two alleles in a locus, it is called a “homozygote” 
and “heterozygote,” respectively, with respect to the 
locus. The combination of the two alleles in a particular 
locus is called genotype.

In the example of the ABO-blood type, three distinc-
tive alleles exist. Accordingly, the six different genotypes, 
three of which are AA, BB, and OO homozygotes and the 
other three of which are AB, AO, and BO heterozygotes, 
appear in human population.

The alleles exhibiting and concealing their pheno-
types in the heterozygotes are called “dominant” and 
“recessive,” respectively. Thus, the dominant-recessive 
relations are defined for a set of two alleles in one locus 
and the effect of the relation is only observed in the het-
erozygotes (Fig. 28.2).

In the example of the ABO blood type in the previous 
section, the ABO-blood-type locus has three alleles, A, B, 
and O; thus, the dominant-recessive relations are defined 
for all the three possible heterozygotes, AB, AO, and BO. 
The phenotype, namely blood type, of AO and BO het-
erozygotes are [A] and [B], respectively. In genetics, the 
phenotypes are often shown in brackets like [A] in order 
to distinguish from the allele of A. A and B alleles are 
thus dominant to O allele. The AB heterozygotes show 
[AB] blood type. In this case, the relation between A and 
B alleles are called “codominant.” As described before, 
the O allele produces no functional glycosyltransferase 
enzyme. Such allele, like the O allele, is called a “loss of 
function” type or a null allele. In general, the gene prod-
uct of the loss-of-function allele does not hamper the 
functional counterpart. The functional allele, such as the 

FIGURE 28.1 Molecular view of mutations to create new alleles. 
In general, a gene is coded ∼1000 bp or more of protein-coding se-
quences called open reading frame (ORF) in addition to introns and 
regulatory elements. Subtle mutations randomly change a small num-
ber of or a single base pair of genomic DNA sequences of the gene. The 
random nature of the mutation usually disrupts the normal function 
of the gene. Therefore, the mutant allele is usually a loss-of-function 
type mutation. In one wild-type locus as shown in the upper panel, there 
are many base pairs to disrupt the wild-type functional sequence. On 
the other hand, there is only one way to reverse a particular mutant 
allele to the wild type allele. It is the base of the molecular view that 
the mutation rate (∼10−5/locus/gamete) of the gene is usually three 
orders of magnitude higher than the reversion rate (∼10−8/locus/gam-
ete) of any mutant allele. The reversion is a gain-of-function type event 
to restore the normal function of the gene. Loss-of-function type muta-
tions are usually recessive to the wild type allele as shown in Fig. 2. 
Inversely, the gain-of-function type mutant allele tends to become 
dominant. In analogy to the reversion, the mutation rate to change the 
normal gene to more or additional functional gene, namely, to gain-
of-function type allele, is similar to the reversion rate of ∼10−8/locus/
gamete. Based on this molecular view, recessive mutations are usually 
loss-of-function types with three orders of magnitude higher mutation 
rate to dominant gain-of-function types mutations.
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A and B alleles, is usually produces an enough amount 
of the active enzyme to exhibit the corresponding phe-
notypes. Mutations usually occur randomly by disturb-
ing the functional sequence of the locus; thus, the mutant 
allele tends to become a loss-of-function type, namely, 
recessive. It is the basic molecular-biological-view of 
the Mendel’s dominant versus recessive relation. It is, 
however, noteworthy that many exceptions have been 
identified. For instance, the loss-of-function mutations 
exhibited dominant phenotypes in glucokinase and Apc 
mutations in diabetes and colon cancer by haploinsuf-
ficiency and dominant negative effects, respectively.

When an allele is only observed in heterozygotes 
but never in homozygotes, the allele is considered to be 
recessive lethal. If the product of the gene function is nec-
essary and indispensable for the organisms, the loss-of-
function mutation tends to make a recessive lethal allele. 
Thus, the gene coded by the locus that potentially has a 
recessive lethal allele is considered as an essential gene.

In the previously demonstrated “inbred” subpopula-
tions, all the loci have only the same pair of one allele, 
namely, all the loci are homozygous. When a female is 
mated to any male of an inbred subpopulation, all the off-
spring again have the same homozygous inbred genetic 
background called “isogenic.” Such inbred subpopula-
tions have hardly been found in natural population but 
are possible to establish in the laboratory by consecutive 

mating a pair of a sister and a brother in the same litter, 
or sib mating, more than 20 generations. The previously 
mentioned C57BL/6J mouse, which is subjected to the 
Mouse Genome Project, is one of the many inbred labo-
ratory strains.

5 COISOGENIC AND CONGENIC 
STRAINS

In mutagenesis studies, various phenotypes of the 
mutant mice are compared to those of the wild types 
to study the gene function. Since mouse is diploid, the 
comparison may be made between the wild-type homo-
zygotes, heterozygotes, and mutant homozygotes. In 
this phenotype assessment, all the mice not only have 
the two alleles in the locus but also have the pairs of 
alleles in all the other loci in entire genome. Various 
allelic differences in the genetic background may disturb 
the phenotype assessment for the particular allelic dif-
ference of the objective locus. It is therefore ideal to make 
an isogenic background except for the objective locus to 
distinctively elucidate the function of the objective locus.

When two strains have a difference only on the objec-
tive locus but all the other loci are completely identical, 
they are called “coisogenic” each other. The coisogenic 
strains may be obtained by a spontaneously arisen muta-
tion in an inbred strain because the mutation is a very 
rare event and occurs only once at most in one animal. 
The availability of the coisogenic strains have been, thus, 
very limited due to the extremely rate event of sponta-
neous mutations. Recently, however, the genome editing 
method has become available to systematically construct 
coisogenic strains in any loci in almost any species as 
described later in this Chapter.

In order to establish a coisogenic-like strain, so-called 
congenic strain, for any mutations in any genetic back-
ground, an objective mouse is backcrossed to an isogenic 
inbred strain. After six generations of backcrosses, 99% 
of the genome becomes the inbred isogenic background 
except the linked loci. The alleles in the closely linked 
loci may still remain the same as in the original founder 
mouse due to the linkage disequilibrium. The degree of 
the linkage disequilibrium is dependent on the probabil-
ity of the recombination; thus, more backcrossing con-
ducted, narrower down to only the objective allele from 
the founder. The backcrossing more than 20 generations 
is conventionally considered to be congenic.

Both coisogenic and congenic strains are useful to 
conduct the analysis of the monogenic trait of the objec-
tive locus. One of the historical landmarks using con-
genic strains was the discovery of the histocompatibility-2 
(H-2) locus in the mouse, one of the histocompatibility 
loci mapped by the tumor rejection and congenic tech-
nology (Snell and Higgins, 1951). The further analyses 

FIGURE 28.2 Molecular and cellular view of dominant versus re-
cessive alleles. Top panel: Hypothetical locus A encodes mRNA that is 
translated to protein in the cell. Mutant allele a changed a part of the 
functional sequence of the locus so that no functional proteins trans-
lated from the a allele. Bottom panel: Due to the lack of the functional 
protein, aa mutant homozygotes, exhibit the mutant phenotype differ-
ent from the AA wild-type homozygotes. Middle panel: The Aa hetero-
zygotes usually exhibit indistinguishable phenotype to the AA wild 
types. It is because the one allele of A produces enough active proteins 
and the mutant allele a produce nothing (null) or no functional pro-
teins (amorph) that do not hamper the normal function of the A pro-
tein, making the A allele is dominant to the a allele.
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revealed that the H-2 “locus” encompassed many loci 
and renamed to H-2 complex (reviewed by Klein, 1979). 
The discovery of the H-2 complex in the mouse led to the 
identification of the major histocompatibility complex 
(MHC) class I, II, and III that is common in the mam-
malian species including human, namely, HLA complex.

6 DOUBLE STRANDED DNA, LINKAGE, 
AND HAPLOTYPE

One chromosome consists of one double-stranded 
helix DNA molecule. Human and mouse has 22 and 
19 pairs of autosomes, respectively, in addition to XX 
in female and XY in male. As mentioned earlier, the 
genotype is defined as a set of two alleles at a single 
locus. Haplotype is, on the other hand, defined a set of 
alleles found in a haploid gamete, namely either in a 
mature oocyte or sperm. The largest haplotype is, thus, 
the whole set of alleles in one oocyte or sperm. The 
haplotype is usually used, however, to describe a set 
of alleles in closely linked loci on one double-stranded 
DNA. Such alleles do not segregate independently. 
Rather, inherited together until a recombination dis-
rupts the linkage on the same DNA strand. The sche-
matic view of the haplotype with genotype is depicted 
in Fig. 28.3.

On five pairs of autosomal homologs, eight loci, A, 
B, C, … and H are shown. The locus names are con-
ventionally designated as the names of the wild-type 
dominant alleles. The genotypes are defined on each 
locus, for instance, A, B, and C loci are all heterozygote 
of Aa, Bb, and Cc. On the other hand, from the particu-
lar three loci of A, B, and C may give rise to one of the 
eight different combinations of haplotypes to a given 
gamete, A-B-C, A-B-c, A-b-C, A-b-b, a-B-C, a-B-c, a-b-C, 
and a-b-c. The three loci are on independent autosomes 
so that the probabilities to have any one of the eight 
haplotypes in one gamete are all equal. On the other 
hand, when three loci are on a pair of autosomal homo-

logs, the set of three alleles of the three loci on the same 
homolog, namely, on the same double-stranded DNA, 
is cotransmitted to the gamete unless a recombination 
occurs between the three loci during the meiosis. For 
instance, only the two haplotypes of C-f-g and c-F-G 
among the eight possible ones may be transmitted to 
gamete without recombination in the case for Fig. 28.3. 
Snell and Higgins (1951) considered the H-2 complex 
as a single locus at first. Later on, they identified that 
the H-2 region of about 2-cM encompassed many loci; 
therefore the haplotypes were conventionally used to 
specify a particular set of alleles on one DNA strand 
or one homolog in the MHC complex. A particular 
haplotype of alleles of closely linked loci shows link-
age disequilibrium in a few generations. Meantime, 
DNA recombinations occur in meiosis and shuffle the 
haplotype and gradually the linkage disequilibrium 
disappears. Therefore, the degree of the linkage dis-
equilibrium of a haplotype is dependent on the genetic 
distances of the loci in the haplotype and the number 
of the generations since the haplotype was formed. It 
is noteworthy that the natural selection often disturbs 
the hypothetical situation of the established strains. 
For instance, twenty generations of the sib mating 
are theoretically enough to establish an inbred strain 
with more than 99% homozygosity. When detrimental 
alleles exist in the original mouse, however, the hetero-
zygosity may be kept much longer generations. In the 
Fig. 28.3, when the d and h alleles are recessive lethal in 
the tightly linked loci D and H, both the haplotypes of 
D-h and d-H always transmitted to the next generation 
as D/d, h/H mice, because other possible mice carrying 
D/D, h/h, and d/d, H/H die due to the recessive lethality 
of h and d, respectively.

7 MUTANT MICE AS DISEASE MODELS

The spontaneous mutation rate is very low; for 
instance, roughly three orders of magnitude lower 
than that induced by the most potent mutagen, ethyl-
nitrosourea (ENU) in the mouse (Russell et al., 1981). 
Thus, the development and establishment of mutant 
strains are often laborious and take time. Once mutant 
strains are established and maintained, however, any 
researchers may access to the strains as a research 
resource.

Mutations usually occur randomly in the genome. 
Most of the mutations are a loss-of-function type due 
to the disturbance or disruption of the functional DNA 
sequences (Figs. 28.1 and 28.2). Thereby, a biological 
effect(s) of the most of the mutations is a detrimental to 
the organisms. Namely, mutations are likely to induce 
some disorders modeling many diseases and deficien-
cies in human.

FIGURE 28.3 Linkage and haplotype on the chromosome. Five 
pairs of autosomes with the genotypes of eight loci are schematically 
shown. The alleles on the different chromosomes are segregated to 
gamete with 50:50 chances according to the Mendel’s second law. The 
linked alleles on the same chromosomes are cotransmitted to gamete 
unless a recombination occurs between the linked loci. For instance, 
C-f-g, c-F-G, d-H, and D-g are cotransmitted without recombination.
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8 FANCY MICE

Even before the establishment of Mendelian genet-
ics, many mutant mice in Mus musculus, had been iso-
lated, established, and accumulated, called “fancy 
mice,” by collectors, often called mouse fanciers, as pets 
(Rader, 2004). To make them easier to handle, smaller, 
gentler more fertile and less aggressive mice were usu-
ally selected in addition to some peculiar phenotypes of 
eye and coat colors, coat patterns, morphological anom-
alies, strange behaviors, and other traits. Thus, many of 
the mutations in fancy mice are monogenic visible muta-
tions with high penetrance.

When the Mendel’s inheritance laws were rediscov-
ered in 1900, fancy mice immediately bacame a good 
resource for the experimental studies. The mutant 
alleles, a, b, c, d, and e in the nonagouti, brown, albino, 
dilute, and pink-eyed dilution loci, respectively, were 
established from fancy mice in this early period of 
the 20th century. In the classic genetics, the names of 
wild-type alleles, as well as the names of loci for a, b, 
c, d, and e mutant alleles were both designated to A, B, 
C, D, and E. The first linkage of any mammalian spe-
cies was indeed discovered between the C and E loci 
by (Haldane et al., 1915). Namely, it was the first gene 
mapping in the mammalian species. The nomenclature 
of these mutant alleles is still actively used even now 
except for e of the pink-eyed dilution locus. At present, 
this classic allele of the pink-eyed dilution locus is 
renamed to p.

In the field of the mutagenesis of the mouse, 
Russell (1951) developed a test strain called T for the 
specific locus test (SLT) by adding two more loci to the 
five loci as shown in Fig. 28.4. Russell and his coworkers 
have extensively used the T strain for the various muta-
genesis studies (Russell et al., 1979).

9 LABORATORY MOUSE STRAINS

Since early 20th century, various laboratory mouse 
strains have been developed (reviewed by Lyon 
et al., 1996; Rader, 2004). Updated list and informa-
tion of available mutant mice and strains are also 
found in the Mouse Genome Informatics (MGI; http://
www.informatics.jax.org/) at the Jackson Laboratory 
and the International Mouse Strain Resources (IMSR) 
(http://www.findmice.org/). The mouse and strains 
are directly available from a member of the Federa-
tion of International Mouse Resources (FIMRe; http://
www.fimre.org/); for instance, the Jackson Labora-
tory (http://www.jax.org/), European Mutant Mouse 
Archives (EMMA; http://www.emmanet.org/) and 
RIKEN BioResource Center (http://www.brc.riken.jp/
lab/animal/en/).

10 REDUNDANCY OF GENES: 
OCULOCUTANEOUS ALBINISM

In human, eye and coat color anomalies have been 
well recognized as oculocutaneous albinisms (OCAs). 
The coat color mutations found in fancy mice have been 
contributed to identify the causative genes of human 
OCAs. The well-known albino locus (c) was mapped 
on chromosome 11 and 7 in human and mouse, respec-
tively. The key enzyme in the melanin synthesis is tyrosi-
nase that catalyzes the rate-limiting step of tyrosine to 
dihydroxyphenylananine (DOPA) as well as DOPA to 
DOPA-quinone. Shibahara et al. (1986) reported a cDNA 
clone, pMT4, encoding mouse tyrosinase. Later, Kwon 
et al. (1987) and Yamamoto et al. (1987) also reported 
cDNA clones for human and mouse tyrosinase, respec-
tively, both of which were similar to pMT4. In spite of 
a good functional and sequence similarity to tyrosinase, 
the whole sequences of pMT4 were identified not of 
the c locus but of the b locus on mouse chromosome 4 
(Jackson, 1988). This is a good lesson to note that even 
if a DNA clone is obtained with enough functional and 
sequence similarity, it might be a paralog rather than the 
orthologs of the objective locus. Based on these cloning 
and analyses, the c and b loci were revealed to encode 
tyrosinase and tyrosinase-related protein-1, respectively.

FIGURE 28.4 Basic scheme of the Specific Locus Test (SLT). T 
strain homozygously carries recessive visible mutant alleles, nonagou-
ti (a), brown (b), albino (c), pink-eyed dilution (p), dilute (d), short ear 
(se), and piebald (s), on the seven loci. In this scheme, only the five pairs 
of autosomes carrying the seven loci are depicted. A T mouse is mated 
with an experimental mouse that homozygously has wild-type alleles 
(+) on the seven loci with or without prior treatment by a mutagen. 
The produced F1 mice are subjected to the phenotype assessment for 
the corresponding seven visible traits. Only when a de novo mutation 
occurs on any of the seven visible marker loci shown by alleles with 
asterisks, F1 exhibits the corresponding visible phenotype of the locus. 
The detection is easy because the expected seven mutant phenotypes 
are known. The mutation rate is also quantitatively assessed by ratio of 
the mutant mice to the totally produced F1 mice.
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In human OCAs, four linkage groups have been iden-
tified; OCA1, 2, 3, and 4. OCA1 and 3 are caused by muta-
tions of the tyrosinase (c) and tyrosine-related protein-1 
(b) genes, respectively. The OCA2 (p) and SLC45A2 (uw) 
mutations are responsible for OCA2 and 4, respectively. 
The OCA2 and SLC45A2 genes are totally different from 
each other with respect to the sequences and their gene 
functions. Neither OCA2 nor SLC45A2 has any similar-
ity to tyrosinase or tyrosinase-related protein-1. Thus, 
similar phenotypes may also derive from a distinct gene 
as well.

As shown in the cases for OCAs, the responsible 
genes are often redundantly coded in the genome, 
although mutations of each gene act as monogenic trait 
or Mendelian inheritance. Lyon et al. (1996) listed 81 
loci in which eye and coat color mutations had been 
found.

It is noteworthy here that historically the locus names 
used to origin from the identified mutations. The locus 
names of brown (b), albino (c) and dilute (d) are typical 
examples. At present, HUGO Gene Nomenclature Com-
mittee and International Committee on Standardized 
Genetic Nomenclature for Mice currently determine the 
official gene names and symbols mostly based on the 
functionality of the gene, usually, protein product. Thus, 
official gene names for b, c, and d now are tyrosinase 
(Tyr), tyrosinase-related protein-1 (Tyrp1) and myosin 
VA (Myo5a), respectively.

11 BODY WEIGHT AND BRAIN 
FUNCTION: PLEIOTROPY  

OF ob AND db

Obese (ob) and diabetes (db) mutant mice spon-
taneously arose in laboratory stocks, both of which 
also exhibit very similar phenotype, the increase in 
body weight and infertilities in homozygotes. Zhang 
et al. (1994) positionally cloned and identified the mouse 
ob gene and human homolog. The ob gene encodes for a 
secretary protein, leptin.

Tartaglia et al. (1995) then cloned the leptin receptor 
(db) gene from a mouse choroid plexus cDNA library. 
They first found the candidate sequence mapped to the 
db locus on mouse chromosome 4; however, they could 
not detect causative mutations in the cDNA sequences 
of the db mice. The leptin receptor was found to be tran-
scribed to many alternatively spliced variants. Ghilardi 
et al. (1996) identified a long isoform of the leptin recep-
tor transcripts that was preferentially expressed in the 
hypothalamus. They further discovered a point muta-
tion in the leptin receptor gene of the db mice. As a con-
sequence, a point mutation in the leptin receptor gene of 
the db mice caused an alternative splicing only produc-
ing a short form of the leptin receptor.

Both mutant mice, ob and db, exhibit two distinct 
phenotypes, obesity and infertility. When one muta-
tion affects two or more of phenotypes, it is called 
pleiotropic. The identification of responsive genes 
with causative mutations has led to the molecular and 
physiological understanding of the pleiotropy. The cir-
culating adipocyte-derived endocrine hormone, leptin, 
is recognized by leptin receptor at the hypothalamus. 
The neuroendocrine system then seems to trigger the 
subsequent gene networks for the appetite, feeding 
behaviors, circadian rhythm, puberty, sexual matu-
ration, and maintenance of the reproductive cycles. 
Mouse models are now revealing that the brain acts 
a key role in the db and ob pleiotropy (reviewed by 
Donato et al., 2011).

12 CONVENTIONAL POSITIONAL 
CLONING AND FORWARD  

GENETICS

In the aforementioned examples, classic mutations 
and de novo mutations arose in laboratory stocks have 
been identified by their peculiar phenotypes first. 
Based on the phenotype segregation in the pedigree, 
responsible loci have been mapped using backcross 
and other linkage mapping technologies. The power 
of the mapping is usually dependent on the recombi-
nation events. The genetic maps of human and mouse 
genomes are about 3000 and 1500 cM, respectively in 
the 3 × 109 bp genomic sequences. It implies that one 
gamete has ∼30 and ∼15 recombinations, respectively, 
on average. Thus, 1 cM corresponds to 1 and 2 Mbp in 
human and mouse genomic DNA sequences, respec-
tively. In order to identify the responsible gene and 
causative mutation of the mutant, the mapping of the 
mutation in the genome is the first key to narrow the 
candidate genomic region down to about centimor-
gan or 1–2 Mbps. Assuming that mammalian genome 
encodes 30,000 genes and that 0.1% of the genome 
has SNPs as described earlier, the candidate region of 
1–2 Mbps thus still has 10–20 genes with 1000–2000 
SNPs on average. The next step to identify responsible 
gene is to search mutations in ORF sequences or splic-
ing donor/acceptor dinucleotide consensus sequences. 
Nowadays, whole human, as well as mouse genome 
reference sequences with SNP information are avail-
able so that it is much simpler and quicker to nomi-
nate such candidate mutations than the time of period 
before the Genomic Sequencing Project. Nevertheless, 
The final proof from a few centimorgan to the molec-
ular identification of the mutation and gene is not 
always straightforward but still laborious and times 
taking even now as previously shown in the case for 
the db positional cloning by Tartaglia et al. (1995).
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13 UNIQUE POSITIONAL CLONING: 
HIGH REVERSION RATES OF dv  

AND pun MUTATIONS

13.1 Positional Cloning of d
Many mutant alleles have been identified exhibit-

ing pleiotropic effect of not only the coat color reduction 
but also some alleles with neurological anomalies and/or 
lethalities. In addition to the pleiotropy, very rare event of 
reversion of d mutation has also been recognized. Jenkins 
et al., (1981, 1982) and Mercer et al., (1991) conducted the 
positional cloning of d depending on these unique features of 
the d mutation and ultimately revealed the molecular mech-
anism of the pleiotropic phenotypes and high reversion rate.

An endogenous ecotropic murine leukemia virus 
(MuLV) DNA was found in many laboratory strains with 
various copy numbers. One of MuLV sequences called 
Emv3 was 100% concordant with the d mutation in vari-
ous recombinant inbred (RI) strains as described later. 
This particular allele was thus renamed as dv (Jenkins 
et al., 1981, 1982). They also found that a spontaneously 
obtained revertant allele d+2J had no MuLV sequence. As 
shown in Fig. 28.1, conventional loss-of-function type 
mutations hardly revert back to restore the wild-type 
sequence and phenotype. They interpreted the mecha-
nism of the reversion that the MuLV had been lost by 
a homologous recombination between the long terminal 
repeats at both ends of the MuLV.

The consequent molecular identification of the inter-
rupted gene by MuLV was myosine VA encoded by dilute 
(d) locus (Mercer et al., 1991). The Myo5a mutation inter-
feres the formation of dendritic processes in the mela-
nocyte, causing the melanin granules to clump around 
the nucleus of the melanocyte and give rise to the coat 
color reduction. In particular, Huang et al. (1998) found 
that the most of mutations with neurological anomalies 
existed in the C-terminal “tail” region of MyoVA, indi-
cating some significant C-terminal function for neuron 
and neuron development. Their study is a good example 
to conduct the functional analysis of the gene by using 
various allelic series of mutations. Just studying with 
only one mutant allele, it may overlook and dismiss 
other significant functions of the gene.

In human, the Myo5a mutations have been identified 
for the cause of Griscelli syndrome, a rare autosomal reces-
sive disorder characterized by hypopigmentation and 
either central nervous system (Griscelli syndrome type 1, 
or GS1) or immunologic (GS2) defects (OMIM 160777).

13.2 Positional Cloning of p
The positional cloning of another classic eye and coat 

color locus of pink-eyed dilution (p) was conducted in 
this case “without positioning/mapping” (Brilliant 

et al., 1991). Many de novo mutations have been identi-
fied in the p locus and one of them, pink-eyed unstable 
(pun) had a unique feature of the highest reversion rates in 
mammals. Thus, some structural mutations were antici-
pated like retroviral integration or transposon. Brilliant 
et al. (1991) conducted southern hybridization analysis 
of pun and coisogenic wild type and revertant genomic 
DNAs with a part of intracisternal particle A (IAP) DNA 
sequence as a probe. The IAP fragment had ∼1,000 cop-
ies in the mouse genome; thus, if any large DNA struc-
tural change, for example, deletions and duplications, 
occurred, such repetitive probe may directly reveal the 
site of mutation without mapping or positioning (Gondo 
and Brilliant, 1995). In addition, IAP per se might have 
been the cause of mutation and high incidence of the 
reversion, in which case the IAP probe might have 
detected the mutated gene as in the case for the dv muta-
tion shown earlier.

The IAP probe detected 2.9-kb enhanced signal only in 
the pun but neither in coisogenic wild type nor revertant 
genomic DNAs. The 2.9-kb enhanced DNA fragment 
was indeed mapped to the p locus (Brilliant et al., 1991). 
Further molecular analysis revealed that the pun muta-
tion is caused by a large direct head-to-tail duplication 
of an internal ∼70-kb fragment of the p locus encompass-
ing the 2.9-kb enhanced fragment (Gondo et al., 1993). 
All the tested revertant genomes had only one copy of 
the large 70-kb sequence that was indistinguishable to 
the wild-type genome due to an unequal homologous 
recombination between the duplicated fragments to 
revert the duplicated structure back to one single copy 
as in the wild-type genome (Gondo et al., 1993).

14 RECOMBINANT INBRED STRAINS 
FOR QUICK GENETIC MAPPING

Similar to the inbred and congenic strains described 
earlier, many recombinant inbred (RI) strains have also 
been developed as shown in Fig. 28.5 by conducting a 
series of sib mating of more than 20 generations starting 
from two established inbred strains.

The RI strains have an immediate power to map the 
polymorphic loci between the two inbred strains, as well 
as the quantitative trait locus (QTL) analyses of the com-
plex traits. Some examples are shown in the positional 
cloning of dilute (d) and pink-eyed dilution (p) loci.

The dv mutation allele described earlier was origi-
nated from DBA/2J inbred strain. Jenkins et al. (1981) 
vindicated the dv cloning by the RI strain (Fig. 28.5) as 
follows. DBA/2J exhibited the reduced pigmentation 
of the coat color due to the homozygosity of dv allele. 
Likewise, other established inbred strains, as well as any 
RI strains were easily distinguished whether they carry 
wild type or mutant d allele. The coat color of AKR/J 
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and C57BL/5J inbred strains were indeed apparently 
different from that of DBA/2J and many RI strains had 
been established between them with the easy identi-
fication of the strain distribution pattern (SDP) of the 
d phenotypes. Thus, they used 26 and 27 RI strains of 
C57BL/6JXDBA2/J (BXD) and AKR/JXDBA/2J (AXD), 
respectively, for the mapping of the candidate DNA frag-
ment, a part of MuLV sequence. Using the unique signals 
on Southern hybridization with the MuLV sequence as a 
probe, they found that the SDP of all the 53 phenotypes 
in the total of 53 RI strains were 100% concordance with 
the segregation of the coat the MuLV signals.

Nakatsu et al. (1992) also used the RI mapping system 
to indicate that the p locus is closely linked to the Prader-
Willi chromosomal region (PWCR). First, Brilliant et al. 
(1991) found a 13.6-kb Southern hybridization signal 
with a 394-bp of genomic DNA from pun duplication as a 
probe in DBA/2J inbred strain. On the other hand, both 
C57BL/6J and AKR/J inbred strains exhibited a 4.8-kb 
signal with the 394-bp pun probe. They analyzed the SDPs 
of the identified Southern signals in 26 and 24 RI strains 
of BXD and AXD, respectively. The SDPs of the 394 bp 
pun probe was also 100% concordant with those of the 
D7Nic1, the mouse homolog of the human gene in the 
PWCR.

RI strains have strong mapping power because nei-
ther mating nor mouse productions are needed when 
molecular markers in the RI genomic DNA are analyzed. 
Southern restriction fragment length polymorphisms 
(RFLPs), simple size length polymorphisms (SSLPs) and 
single nucleotide polymorphisms (SNPs) may be quickly 
assessed for the mapping. Once the SDPs are identified 
in a particular set of the RI strains, it is directly applica-
ble when the same set of the RI strains are used as shown 
by Nakatsu et al. (1992); thus, the SDPs are cumulatively 
enhance the strength of the RI mapping power.

15 MUTAGENESIS  
FOR FORWARD GENETICS

15.1 Mutagenesis

Little and Bagg (1923) reported for the first time the 
possibility of X-ray induced mutations in the mouse. 
While taking time to prove the Mendelian inheritance of 
X-ray induced variation to the offspring in the mouse, 
the transmission of the X-ray induced phenotype was 
first proved in Drosophila melanogaster (Muller, 1927).

15.2 X-ray Induced Mutations

Since the discovery of X-ray as a strong mutagen, 
the risk assessment studies of radiation have been con-
ducted in various organisms including mice (Russell 
et al., 1958). At the same time, obtained and established 
mutants contributed to accelerate the pace of genet-
ics by providing many useful mutants compared to the 
very rare event of spontaneous mutations. For instance, 
Medical Council Research (MRC) in UK and National 
Oak Ledge National Laboratory (OLNR) in USA pro-
duced many mutant mice by X-ray irradiations shown 
by the super script numeric series of “H” and “R” alleles, 
respectively, in many loci (Lyon et al., 1996).

15.3 Allelic Series of Pink-Eyed Dilution Locus

As shown in Fig. 28.4, new p mutation alleles have 
been easily identified and established by X-ray irradia-
tions. Among many p mutation alleles, variety of pleio-
tropic phenotypes has also been recognized in addition 
to the OCA2 phenotype of reduced eumelanin. For 
instance, neurological/behavioral anomalies (p6H, p25H, 
pbs, and pcp), cleft palate (pcp), sterility (p6H, p25H, pbs), lethal-
ity (p81H, p82H, p87H) and genetic instability (pun) have been 
reported (Lyon et al., 1992; Lyon et al., 1996). Lyon et al. 
(1992) analyzed X-ray induced mutant alleles by Southern 
hybridization and found large deletions encompass-
ing whole or a part of the p locus. Based on the dele-
tion mapping with the complementation analyses for the  

FIGURE 28.5 Establishment of recombinant inbred strains. The 
basic scheme to establish inbred strain is the continuous sister–brother 
(sib) mating in the same litter for more than 20 generations. The original 
pair of F0 mice may carry two each alleles thus a total of 4 different al-
leles at most on any loci. Locus A may have A1/A2 in one F0 and A3/A4 
in the other F0. By chance, during the 20 consecutive sib matings, any 
loci may be fixed to have only one type of alleles homozygously. Once 
a locus is fixed to one allele, namely, A1/A1 sister and A1/A1 brother 
mating pair, thereafter the locus is maintained as A1/A1 homozygote 
forever. In theory, more than 99% of loci become homozygous. In order 
to establish RI strains, a pair of different inbred strains is chosen for F0 
as shown in this figure. In the F1 generation, all the genome becomes 
heterozygous for the two strains (white and blue). Then, many pairs of 
F1 are intercrossed and the sib matings are conducted to establish inde-
pendent RI strains as many as possible. After 20 generations of sib mat-
ings, all the loci become homozygous with mosaic components of the 
two original inbred strains depending on the event of recombinations.
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pleiotropy of X-ray induced p allelic series, Lyon et al. 
(1992) implicated that the new neurological gene(s), 
essential gene(s), sterility-related gene(s) and cleft palate-
responsible gene(s) were located closed to the p locus. 
Thus, they considered that the pleiotropy was not caused 
by the p mutations per se but a large deletion of concomi-
tant nearby gene(s) by the X-ray. Indeed, Nakatsu et al. 
(1993) isolated a new neurological gene cluster of three 
GABAA receptor subunit genes in the pcp deletion allele.

The deletion mutations, as well as previously described 
RI mappings are a good tool to molecularly analyze the 
conserved homologous region in two different species. 
Analysis of the p region on mouse chromosome 7 con-
tributed to the molecular analysis of the syntenic region 
on human chromosome 15 including OCA2 and PWCR 
(Gardner et al., 1992; Nakatsu et al., 1992).

15.4 ENU: The Most Potent Mutagen  
in the Mouse

Mustard gas was first identified as a chemical mutagen 
in D. melanogaster (Auerbach and Robson, 1946) followed 
by many other chemicals. For instance, Russell et al. 
(1979) found that the ENU was the most potent muta-
gen in the mouse. With a fractionated dose of 100 mg/
kg at weekly interval for a total of 300 and 400 mg/kg 
gave rise to the mutation rates of 125 and 153 × 10−5/
locus/gamete, respectively (Hitotsumachi et al., 1985). 
The ENU mutagenesis scheme based on their extensive 
studies for ENU mutagenesis in the mouse by Russell 
and his coworkers was adapted to the large-scale ENU 
mouse project started from 1997.

15.5 Forward Genetics With ENU

ENU exclusively induces base substitutions 
(Noveroske et al., 2000). Thus, one of the key steps of for-
ward genetics with ENU by phenotype-driven approach 
is the positional cloning to identify the mutated single 
base pair in 3 × 109 bp of the genome that often car-
ries many background SNPs and unrelated mutations. 
Around 1990, the advancement of the positional cloning 
technologies has made it possible to identify and isolate 
the causative base substitutions and responsible genes 
in the established mutant strains by phenotype-driven 
mutagenesis. In this section, two pioneering positional 
cloning of ENU-induced mutations are demonstrated.

15.5.1 Multiple Intestinal Neoplasia (ApcMin)
Moser et al. (1990) conducted ENU mutagenesis to 

directly obtain model mice for human diseases. The 
basic scheme of ENU mutagenesis is shown in Fig. 28.6. 
Their approach is a phenotype-driven forward genet-
ics to establish dominant mutant mouse strain. In the 
dominant mutation screening, larger number of G1 mice 

(Fig. 28.6) gives more chance to have mutant mice. It also 
depends on what kind of phenotypes to focus on for the 
screening. An anemic G1 was found and its inheritance 
was confirmed in G2 (Moser et al., 1990). The anemic 
mice were always found in 50:50 ratios in G2 or from 
equivalent mating, were passed bloody feces, and had 
numerous adenomas in intestine with 100% penetrance. 
They considered that the anemic trait is secondary to the 
development of multiple adenomas, naming the mutant 
allele multiple intestinal neoplasia (Min).

Based on the similarity of Min mice to the human FAP 
patient, Su et al. (1992) postulated that Min was an allele 
of Apc locus. They conducted candidate approach to 
clone a mouse homolog cDNA with human APC probe 
just after the human APC cloning (Kinzler et al., 1991). 
Su et al. (1992) found that the isolated cDNA, as well as 
corresponding genomic DNA had significant homolo-
gies to human APC gene and identified that the Min 
mice carry a nonsense mutation of codon 850 from Leu 
(TTG) to Stop (TAG) in the Apc gene. Thus, Su et al. 
(1992) renamed the mutation ApcMin allele.

The homozygotes for the ApcMin allele were never 
observed (Moser et al., 1995), indicating the Apc gene as 
an essential gene. As found in the human tumorigenesis 
with Apc mutations, Luongo et al. (1994) also showed 

FIGURE 28.6 Typical scheme of phenotype-driven ENU muta-
genesis in the mouse. ENU-treated G0 males are mated with untreated 
G0 females to produce G1 offspring. Each sperm in G0 males has thou-
sands of independent ENU-induced base substitutions and each G1 
mouse clonally inherits the thousands of the germline mutations in the 
sperm. Many G1 mice are then subjected to comprehensive phenotyp-
ing to detect dominant mutations. Each candidate G1 is then mated to 
a female or a male of the same inbred strain of G0 female to confirm the 
germline transmission in G2 population. For the recessive screening, 
on the other hand, the phenotype first appears in the G3 mice. Mating a 
G2 mouse to the parental G1 mouse may produce G3 mice. Intercrosses 
between G2 pairs also generate G3 mice for the recessive phenotype 
screening. For both dominant and recessive screening of mutant mice, 
all the key germline mutations exist in the G1 mice; thus, the G1 mouse 
preservation is the primary resource for the ENU mouse mutagenesis 
project.
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that adenomas in ApcMin mice also had loss of hetero-
zygosities (LOH), indicating the effectiveness of ApcMin 
mouse as a model for tumorigenesis due to the loss-of-
function mutations of tumor suppressor genes. Further-
more, Moser et al. (1992) mated the congenic B6-Min 
mice to several different inbred strains. They observed 
the effects of F1 genetic background with respect to 
the longevities or survival rates, number of adenomas, 
and development of invasive tumors, implicating the 
existence of modifiers and gene-to-gene interactions 
between Apc and other genetic networks.

15.5.2 Circadian Locomotor Output Cycles Kaput 
(Clock)

Vitaterna et al. (1994) considered that mutations for 
circadian-related genes might be obtained by domi-
nant G1 screening, because the majority of circadian 
rhythm-related mutations in other species had been 
semidominant. Based on this assumption, they con-
ducted a phenotype-driven forward genetics with ENU 
to establish mutant mouse models for circadian rhythm. 
They focused on the mutant phenotypes by using wheel-
running activity in a light-dark cycle and constant dark 
environments. Among the tested 304 G1 mice generated 
from C57BL/6J G0 parents (Fig. 28.6), one G1 exhib-
ited an extended clock of 24.8 h circadian rhythm in a 
constant dark condition. Wild-type mice usually have 
23.3–23.8 h circadian rhythm. They mated this G1 mouse 
to C57BL/6J and obtained 23 G2 mice, of which 13 and 
10 G2 had 23.3–24.0 h and 24.5–24.8 h circadian periods, 
respectively, indicating the Mendelian monogenic domi-
nant inheritance.

Vitaterna et al. (1994) named the mutated locus and 
allele “circadian locomotor output cycles kaput” (Clock). 
The heterozygotes of Clock/+ were intercrossed to 
examine the phenotype of homozygotes of Clock/Clock. 
At this point they did not have any markers to distin-
guish the genotypes. Nevertheless, the 1:2:1 Mendelian 
segregation was observed in the tested population cor-
responding to short (∼23.3 h) wild-type homozygotes, 
long (∼24.4 h) heterozygotes, and very long (∼27.3 h) 
Clock/Clock homozygotes. Therefore, the mutant allele 
of Clock had additive codominant effects. In addition, the 
very long circadian rhythm in Clock/Clock was only sus-
tained for the beginning two weeks followed by a total 
loss of the rhythmicity, which had not been observe in 
Clock/ + heterozygotes and thus was a recessive trait.

Based on the monogenic inheritance of the Clock 
phenotype, King et al. (1997) isolated the Clock gene 
by positional cloning. They intensively screened cDNA 
libraries from suprachiasmatic nuclei (SCN) of the hypo-
thalamus, because SCN had been proposed to be a cen-
ter of the mammalian circadian rhythm regulation. The 
identified Clock gene encoded a novel transcription fac-
tor with a basic helix-loop-helix (bHLH)-PAS domain. 

The northern hybridization primarily revealed the ubiq-
uitous expression of Clock in most tissues. In situ hybrid-
ization in the mouse brain further indicated apparent 
expression of Clock mRNA in SCN and hippocampus 
and low-level expressions in the rest of brain. In the 
Clock mutant mice, the causative A to T transversion was 
found in a splice donor dinucleotide sequence caused 
exon skipping and deletion of 51 residues in the Clock 
protein. The PAS domains of the Clock gene as probes, 
the evolutionary conservation was also revealed in not 
only mammalian species but also in reptile, amphibian, 
and fish (King et al., 1997).

16 LARGE-SCALE ENU MOUSE 
MUTAGENESIS PROJECT

The Human Genome Project started 1990 as an inter-
national collaborative effort with public funds. The 
next challenge foreseeing the completion of the human 
genome sequencing is the functional annotation to 
decode the sequences. As shown in previous section, 
mutant mice are good models to analyze the function of 
the gene with mutagenesis. Prior to the completion of 
the Genome Project, only a small part of entire gene set 
in the genome was known. In this context, the forward 
genetics was the best approach with random genome-
wide mutagenesis in a large scale, in which no prior 
knowledge of the target genes was required at all.

ENU was chosen because it is the most potent known 
mutagen in the mouse as shown earlier. ENU exclu-
sively induced base substitutions (Justice et al., 1999; 
Noveroske et al., 2000); thus, many allelic series of muta-
tions were also expected for each gene with variety of 
effects, dominant, recessive, null, hypomorph, and so on 
for the fine functional analysis of the gene. The nature of 
base substitutions should also provide good models for 
the diseases due to SNPs in human populations. Finally, 
the success of the identification of Apc and Clock by for-
ward genetics with ENU mutagenesis described in the 
previous section made the last push to initiate the large-
scale comprehensive ENU mouse mutagenesis projects 
in a worldwide manner (reviewed by Gondo, 2008).

16.1 Dominant Forward Genetics With ENU

ENU randomly induces somatic base substitutions 
most of the tissues in the injected mouse. When muta-
tions occur in germ cells, they transmitted to the next 
generation and may be established as mutant strains. 
ENU induces mutations much less effectively in oogonia 
than sparmatogonia; thus, only males are used as G0 for 
the ENU mutagenesis (Fig. 28.6). In order to avoid any 
genetic background effects, an isogenic inbred strain may 
be used for the entire ENU mutagenesis scheme except 
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for genetic mapping. Dominant germline mutations may 
be primarily detected in G1 screening by intensive and 
comprehensive phenotyping.

The identified dominant mutation exists only in the G1 
mouse at this time point; thus, the G1 candidate is imme-
diately mated to propagate the mutant allele. G1 males 
are usually much easier to propagate and preserve the 
induced mutations than G1 females. Males may be mated 
to several females consecutively or even at the same 
time in the same cage. On the other hand, females may 
produce only one litter of less than 20 pups per several 
months. The robust technologies are also established for 
the cryopreservation of mouse sperm in liquid nitrogen 
semipermanently and for the reviving mice from frozen 
sperm (Nakagata, 1993, 2000) with the in vitro fertiliza-
tion and embryo transfer (Whittingham et al., 1972). No 
reliable ovary cryopreservation and implantation tech-
nologies, on the other hand, have been established yet.

The identified dominant-candidate character may not 
be due to a mutation but just a deviation by chance and/
or by an environmental effect(s). With respect to this 
possibility, all the candidate G1 mice are also necessary 
to produce G2 in order to confirm the Mendelian inheri-
tance as a dominant trait. Only one allele in G1 candi-
dates carries the dominant mutation; therefore a 50% 
appearance is expected in the G2 population assuming 
it is a monogenic dominant trait with 100% penetrance. 
Any detrimental effect(s) of the dominant trait may 
reduce the number of the heterozygous mutation carri-
ers in the G2 population distorting the 1:1 segregation. 
Considering these possibilities, we usually produced, at 
least, 20 G2 mice to make a decision if each G1 candidate 
carry a dominant mutation or not at the RINE ENU for-
ward mouse mutagenesis. Based on this criterion, about 
2%–4% in all of the produced G1 mice carried an ENU-
induced dominant mutation (reviewed by Gondo, 2008; 
Gondo et al., 2010).

The next step is the mapping of the confirmed domi-
nant mutations toward the positional cloning. In the 
aforementioned coisogenic scheme that uses a single 
inbred mouse strain, no genetic markers for the map-
ping are yet available. In this case, one heterozygous 
carrier is first mated to another inbred strain to use the 
genomewide strain polymorphisms (e.g., SNPs and 
SSLPs) as genetic markers. It is one option to use G0 
females of another inbred strain that are different from 
the G0 males’ strain to begin with, as in the scheme of 
Fig. 28.6. In this optional scheme, all the G1 have the 
uniform F1 genetic background between the two inbred 
strains, carrying the ENU-induced mutations on the 
paternal chromosomes. The candidate G1 is then mated 
to a mouse of the same inbred strain of G0 females. In 
this optional case, the G2 mice directly provide the mate-
rials for the genetic mapping of the candidate dominant 
mutation when the inheritance of the candidate domi-

nant mutation is confirmed in the same G2 population. 
This optional scheme significantly reduces the necessary 
time period from the mutagenesis to the mapping and 
identification of the causative mutation, although the 
heterogeneity of the genetic background might disturb 
the interpretation of experimental data.

With the dominant screening of G1 mice, RIKEN 
phenotype-driven mutagenesis project per se has estab-
lished various human disease models; diabetes type 2 
with glucokinase mutations (Inoue et al., 2004), amelogen-
esis imperfecta (AI) with enamelin mutations (Masuya 
et al., 2005), osteoarthritis with a Gdf5 mutation (Masuya 
et al., 2007a), retinal degeneration with a Rom1 mutation 
(Sato et al., 2010), and attention deficit hyperactivity def-
icit with a Grin1 mutation (Furuse et al., 2010).

16.2 Recessive Forward Genetics With ENU

Based on the SLT, ENU induced recessive mutation 
at a frequency up to one in 700/locus/gamete (Moser 
et al., 1990; Vitaterna et al., 1994). Taking a conservative 
frequency of at least one in 1000/locus/gamete, any 
single G1 mouse may carry ∼30 recessive mutations in 
the total of 30,000 loci. On the other hand, each G1 car-
ried ∼0.03 dominant mutations as shown in the previ-
ous section, namely 2%–4% of G1 inherited its dominant 
trait to G2. The ENU induced dominant mutation, thus, 
was at a frequency of one in million/locus/gamete. The 
number of recessive mutations is 1000-fold more than 
that of dominant mutations in the produced G1 mice 
(Supplementary Information in Gondo, 2008). Most of 
the human genetic diseases are based on the inactivation 
of the gene or gene network; thus, large numbers of G1 
mice are a good resource for modeling such recessive 
human diseases.

Any recessive traits, however, cannot be recognized 
in G1 mice, since all the G1 mice carry the ENU-induced 
mutations heterozygously on only the paternal chromo-
some in the scheme of Fig. 28.6. The conventional mating 
scheme to produce homozygotes for the ENU-induced 
mutations is either by intercross of arbitrary chosen G2 
pairs or by backcross any G2 to its G1 parent as shown 
in Fig. 28.6. Each G2 randomly inherits half of ∼30 reces-
sive mutations in G1. An arbitrary chosen G2 pair has 
7–8 (=30 divided by 2 twice) recessive mutations in com-
mon by chance. Each of commonly inherited 7–8 reces-
sive mutations in a G2 pair then gives rise to the 1:2:1 
Mendelian segregation of wild type homozygotes:hete
rozygotes:recessive homozygotes in G3. In other words, 
any single G2 intercross pair should provide the reces-
sive mutant homozygotes for the 7–8 loci if enough 
numbers of G3 are produced. The detection efficiency of 
∼30 and ∼15 recessive mutations of G1 and G2, respec-
tively, in the G3 population as homozygotes may be fur-
thermore improved by the backcross scheme in Fig. 28.6. 
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The G1–G2 backcross pair shares all the ∼15 recessive 
mutations in common, since the ∼15 mutations are 
inherited from the G1 parent. The number of observable 
recessive phenotypes by the backcross scheme, thus, is 
for ∼15 loci in the enough number of their G3 popula-
tion, which is twofold more than that by the intercross 
scheme in Fig. 28.6.

In spite of the theoretical feasibility and efficacy of 
the recessive forward genetics with ENU described ear-
lier, the practical identification of recessive mutant mice 
has been hampered with several reasons. (1) In the G3 
population, 7–8 mutations from independent loci over-
laid the corresponding multiple phenotypes to each G3 
depending on the 3:1 ratio for each locus, exhibiting 
multilocus compound phenotypes. Multilocus segrega-
tion was often too complex to extract the single locus 
effects of each recessive mutation. In order to reduce the 
complexity of G3 segregation as low as possible, all the 
recessive forward genetics at RIKEN were conducted in 
the C57BL/6J background. (2) Recessive lethal muta-
tions also segregated according to the Mendelian law 
but were impossible to observe other than the reduc-
tion of the litter size. The average litter size of the G3 
production was indeed smaller than that of the G1 or 
G2 production. The litter size of G3 from the backcross 
scheme was also smaller than that from the intercross 
scheme, supporting the significant number of recessive 
lethal mutations or detrimental mutations in the origi-
nal ∼30 recessive mutations in each G1. (3) Even if a 
Mendelian inheritance for a recessive mutation was con-
firmed and the strain was established, the genetic map-
ping became often impossible because the identified 
phenotype disappeared in the F1 genetic background, 
which is the necessary first step of the mapping. These 
difficulties of the recessive forward genetics with ENU, 
however, strongly vindicate the value of the G1 mice as 
a resource for the elucidation of gene-to-gene interac-
tions and genetic network. The further details will be 
discussed in Section 23.

17 MUTAGENESIS FOR REVERSE 
GENETICS

In 1980’s, various advanced technologies for genetic 
and embryonic engineering were established in the 
mouse, which subsequently has made it possible to 
conduct reverse genetics in the mouse. The “giant” 
transgenic mouse was constructed by injecting DNA 
fragments encompassing the human growth hormone 
gene under the metallothionein promoter to fertilized 
oocyte (Palmiter et al., 1982), providing a new tool to 
introduce exogenous DNA into mouse genome and to 
make gain-of-function mutant mice. The embryonic stem 
(ES) cell technology was also established to make mice 

from the pluripotent ES cells developed by Evans and 
Kaufman (1981). The genes and genome in the ES cells 
were transmitted to germline chimeric mice by inject-
ing manipulated ES cells into blastocyst-stage embryos 
(Gossler et al., 1986; Robertson et al., 1986).

18 GENE TARGETING AND  
KNOCKOUT MOUSE

Smithies et al. (1985) and Thomas et al. (1986) inde-
pendently showed the feasibility of the site-directed 
mutagenesis in the mouse by the somatic–homologous–
recombination method, which had been a useful tool to 
disrupt or manipulate target genes in bacteria and lower 
eukaryotes. The site-directed mutagenesis in the mouse 
has become a practical technology in the mouse cells by 
using selectable marker genes (Doetschman et al., 1988; 
Mansour et al., 1988). These technologies were then inte-
grated to a powerful reverse genetics tool, for the first 
time, in the mouse, which is gene targeting or knockout 
mouse (reviewed by Capecchi, 1989). It is noteworthy 
that in the broad sense the transgenic mouse stands for 
the genetically engineered mouse inheriting a modified 
genome by the random insertion, as well as by targeted 
integration using homologous recombination; however, 
it is often defined as the former, namely, the genome-
manipulated mouse with a randomly integrated DNA 
fragment in a narrow sense. This manuscript uses the 
narrow definition in order to distinguish between the 
engineered mice by random and targeted integrations.

19 TRANSGENIC MICE  
AS DISEASE MODELS

By using transgenic mice carrying an exogenous 
DNA, it is possible to analyze the gain of function due to 
the exogenous DNA. Transgenic mice, thus, may model 
dominant genetic diseases in human. For instance, 
Mangiarini et al. (1996) constructed transgenic mice car-
rying an expanded CAG repeats in exon 1 of the human 
Huntingtin gene to model Huntington’s disease. They 
found that only the small fraction of human Huntingtin 
gene with ∼130 repeats of CAG was sufficient to cause 
various neurological anomalies that exhibited many of 
the characteristics of Huntington’s disease. On the other 
hand, the homozygous and heterozygous knockout 
mice for the Huntingtin gene exhibited early embry-
onic lethality and no obvious phenotypes, respectively 
(Duyao et al., 1995; Nasir et al., 1995; Zeitlin et al., 1995). 
Thus, the knockout mice vindicated the essential-
ity of the Huntingtin gene but provided no models 
for Huntington’s disease (reviewed by Menalled and 
Chesselet, 2002).
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Another application of transgenic mice is to rescue the 
mutant phenotype by introducing the wild type DNA 
fragment to the mutant mice. It is useful for the reces-
sive phenotypes due to loss-of-function type mutations. 
The transgenic rescues also provide feasibility studies 
toward the application for the gene therapies of reces-
sive human genetic diseases.

20 KNOCKOUT MICE AS  
DISEASE MODELS

Knockout mice have been contributing for the elucida-
tion of the biological function of target genes at the live 
mouse level. In particular, this new reverse genetics tool 
in the mouse immediately applied to the gene-driven 
elucidation of candidate genes for human diseases. 
The knockout mice for the mouse homologs of human 
glucokinase (Bali et al., 1995; Grupe et al., 1995; Postic 
et al., 1999; Terauchi et al., 1995 and reviewed by Osbak 
et al., 2009) and Apc genes (Fodde et al., 1994; Oshima 
et al., 1995) clearly vindicated the direct causality for the 
diabetes and colon cancer, respectively.

Another good example is p53 knockout mice. p53 
was identified abundantly in various mouse tumors 
and originally considered to be protooncogene later 
hypothesized as a tumor suppressor gene (reviewed 
by Donehower et al., 1992). Zakut-Houri et al. (1983) 
identified a single p53 gene in the mouse based on the 
cDNA cloning. Li and Fraumeni (1969) had previously 
identified four human pedigrees susceptible to vari-
ous types of tumors. Malkin et al. (1990) identified a 
strong association of p53 mutations in Li-Fraumeni 
tumors in human. Donehower et al. (1992) and Gondo 
et al. (1994) constructed p53 knockout mice and found 
that heterozygous p53 knockout mice were predis-
posed to develop thymic lymphoma and various other 
tumors.

Intriguingly, the homozygous p53 knockout mice 
were also born normally except the earlier onset for 
various tumors than the wild type control mice. p53 
homozygous knockout mice even produced offspring 
normally before the tumor development. Thus, p53 was 
considered to simply act a gatekeeper for the cell cycle 
and to trigger the programmed cell death in transformed 
cells, consequently suppressing the tumor development 
(reviewed by Vousden and Lane, 2007). Norimura et al. 
(1996), however, found a pleiotropic function of p53. 
They irradiated the pregnant mice carrying p53 homozy-
gous knockout fetuses, as well as homozygous wild type 
fetuses as controls with 2 Gy of X-ray on day 3.5 and 
9.5 of gestation. They found no tumor development but 
significant increase and decrease in teratogenesis and 
embryonic death, respectively, in the p53 homozygous 
knockout fetuses.

21 CONDITIONAL TARGETING

The homozygous knockout mice for the Huntingtin 
gene were embryonic lethal, vindicating it is essential for 
the early development of the mouse. Such essential genes 
are often dispensable in adults. In order to investigate 
essential genes in a specific tissue and/or developmental 
time, conditional knockout system has been developed, 
for instance, by using Cre-loxP site-specific recombination 
in bacteriophage P1 (Sauer and Henderson, 1988). Cre 
enzyme efficiently recognizes and causes homologous 
recombination between a pair of short 34-bp sequence of 
loxP even in eukaryotic cells including the mouse. Plac-
ing two loxP sequences in the same and opposite ori-
entation in a double helix DNA strand, the intervened 
sequence is looped out and inverted, respectively, by the 
site-specific recombination. Lakso et al. (1992) indeed 
succeeded in the conditional expression of the SV40 large 
tumor antigens (Tags) under the αA-crystallin (αA) pro-
moter in the transgenic mice. The original transgene had 
a 1.3-kb intervening sequence flanked by a pair of loxP 
between the αA promoter and Tags. As a consequence, 
the 1.3-kb insertion hampered the expression of Tags 
under the control of the αA promoter. Thus, transgenic 
mice with the transgene was constructed and established 
without any tumor formation. Then, the transgenic mice 
were mated to the Cre-expressing transgenic mice to loop 
the 1.3-kb intervening sequence out from the transgenic 
genome, and developed lens tumors due to the expres-
sion of Tags in lens cells.

By adopting the Cre-loxP system in the targeting vec-
tor, the target gene may be conditionally knocked down 
based on the Cre expression under the control of tissue-
specific and/or developmental time-specific promot-
ers. Cre expression transgenic mice may be constructed 
independently from the conditional targeting mice. Cre 
transgenic mouse strains, therefore, have been a versa-
tile tool for the conditional knockout mouse analyses. 
For instance, Shibata et al. (1997) constructed Apc condi-
tional knockout mice based on the Cre-loxP system.

22 INTERNATIONAL KNOCKOUT  
MOUSE CONSORTIUM

Based on the drastic reduction of the number of 
encoded gene in the human genome, as well as in the 
mouse genome to be 30,000 or less, the mouse research 
communities proposed to conduct the knockout mouse 
project to make a full set of knockout ES cell lines for every 
gene in the mouse genome (Austin et al., 2004; Auwerx 
et al., 2004). With the core of the three public domains of 
KOMP, EUCOMM, and NorCOMM, the International 
Knockout Mouse Consortium (IKMC) was organized and 
the 5-year project was launched in 2007 (Editorial, 2007; 
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International Mouse Knockout Consortium, 2007). The 
accumulated technologies and knowledge of the Interna-
tional Gene Trap Consortium (Skarnes et al., 2004) was 
also integrated to the IKMC (Hansen et al., 2008). The 
gene trapping was originally developed as a tool for the 
forward genetics (Gossler et al., 1989). Then, the trap-
ping vector has been modified to the conditional target-
ing vector for the reverse genetics (Hansen et al., 2008; 
International Mouse Knockout Consortium, 2007). Thus, 
the basic scheme of the IKMC was to establish “knockout 
first and conditional ready” ES cell lines in a C57BL/6N 
coisogenic background (Hansen et al., 2008; International 
Mouse Knockout Consortium, 2007).

The 5 years of the IKMC efforts was summarized in 
2011 and availability of the developed ES cell lines and 
resources were reported (Skarnes et al., 2011). Many 
knockout alleles have been established in the C57BL/6N 
coisogenic background and the International Mouse Phe-
notyping Consortium (IMPC) has also started (Brown 
and Moore, 2012a,b).

23 ENU-BASED REVERSE GENETICS  
IN THE MOUSE

ENU may have not been considered for the reverse 
genetics because ENU randomly induces thousands of 
genomewide base substitutions. The construction of large-
enough ENU mutant mouse library, however, may pro-
vide many allelic series of base substitutions in any given 
gene in the mouse genome. Having the large-scale ENU 
mutant mouse library and the high-throughput mutation 
discovery system, it has become possible to provide allelic 
series of point mutations in any target gene. (Beier, 2000; 
Coghill et al., 2002) suggested the feasibility of such ENU-
based reverse genetics in the mouse in a small test scale.

23.1 ENU Mutant Mouse Library

During the course of the phenotype-driven forward 
genetics with ENU, the preservation of G1 mice were 
indispensable as discussed before. Thus, many ENU 
mouse mutagenesis projects cryopreserved the sperm 
of G1 males (Augustin et al., 2005; Michaud et al., 2005; 
Quwailid et al., 2004; Sakuraba et al., 2005). At time of their 
publications, the total size of the archived G1 mice in the 
four projects was ∼40,000 G1 (reviewed by Gondo, 2008). 
Considering the ENU-induced mutation rate to be at 
least one in every megabase (Concepcion et al., 2004; 
Gondo et al., 2009), each G1 carries more than 3000 ENU-
induced base substitution in the 3000-Mb genome. Thus, 
the total number of the archived ENU-induced mutations 
is >1 × 108 in 40,000 G1 mice. Namely, it is possible to 
find one ENU-induced mutation every 25 bp in the 40,000 
worldwide ENU mutant mouse library.

The best estimate of the average size of the coding 
sequences per gene is 1,437 bp in the mouse (MGC Project 
Team, 2004); therefore the average number of allelic series 
of ENU-induced mutations per gene in the 40,000 G1 
mouse library is ∼60. The worldwide ENU mutant mouse 
library has, therefore 60-fold coverage per protein-coding 
gene. When ENU-induced mutations occur in the protein 
coding sequences plus splicing acceptor/donor dinucleo-
tide consensus sequence, ∼70, 10, and 20% were missense, 
KO-equivalent and synonymous mutations, respectively 
(Gondo, 2008, 2010; Gondo and Fukumura, 2009).

With respect to the functional mutations, each G1 
has ∼30 recessive mutations that exhibit some biologi-
cal changes in homozygotes as discussed before in this 
Chapter. The worldwide 40,000 G1 archive thus encom-
passes 1.2 × 106 functional mutations in ∼30,000 genes or 
40 functional mutations per gene, which is a consistent 
estimate with the expected ∼60 base substitutions per 
gene with ∼42 missense (70%) and ∼6 KO-equivalent 
mutations (10%) as discussed in the previous paragraph.

23.2 High Throughput De Novo  
Mutation Discovery

The ENU mutant mouse library is an enormous 
resource for the reverse genetics if the mutations in target 
genes are effectively identified. The Sanger sequencing is a 
straightforward method to detect base substitutions but it 
is neither cost effective nor high throughput. Various PCR-
based heteroduplex detection systems, therefore, have 
been used as a primary screening for the ENU-induced 
mutations on target genes. Among tested heteroduplex 
detection systems of denaturing high-performance liquid 
chromatography (Gross et al., 1999; Xiao and Oefner, 2001), 
temperature gradient capillary electrophoresis (Gao and 
Yeung, 2000; Li et al., 2002; Murphy et al., 2003), TILLING/
Cel1 digestion (Oleykowski et al., 1998; Till et al., 2003), 
and high resolution melting (Bennett et al., 2003; Wittwer 
et al., 2003), we have been succeeded in identifying ENU-
induced mutations effectively on target genes (Gondo and 
Fukumura, 2009; Gondo et al., 2009; Sakuraba et al., 2005). 
The RIKEN ENU mutant mouse library has been open 
to the research community since 2002 (reviewed by 
Gondo, 2008; Gondo et al., 2010; http://www.brc.riken.
jp/lab/mutants/RGDMSavailability.htm).

23.3 Examples of Reverse Genetics  
With ENU Mutagenesis

Targeting the disrupted in schizophrenia 1 (Disc1) gene 
in the mouse, (Clapcote et al., 2007) established two inde-
pendent psychiatric disease models, schizophrenic and 
major depression disorder strains, from RIKEN ENU 
mutant mouse library. Schizophrenic mice were also 
established with a serine racemase nonsense mutation 
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(Labrie et al., 2009). Various behavioral mutant mice 
were established in the reticulon-4 (Lazar et al., 2011), 
Ncs-1 (Mun et al., 2015), and STEP (Kim et al., 2016) 
genes. Rivkin et al. (2013) discovered a novel function of 
the gumby (Fam105b) gene for angiogenesis with detailed 
molecular mechanism. Katsuragi et al. (2013) and Hirose 
et al. (2015) identified pleiotropic phenotypes of the 
S826G substitution of the Bcl11b gene. Shibata et al. 
(2015) reported abnormal hepatocyte apoptosis in the 
cFLIP mutant mice. Murata et al. (2014) found that the 
C429S missense mutation of the β-catenin gene caused 
sterility in both female and male in spite of their normal 
production of ova and sperm, respectively. Makino et al. 
(2015) identified that the T396 residue in the Sufu gene 
was critical for the Gli3 regulation in the Hh signaling.

The reverse genetics with ENU mutant mouse library has 
also been effectively identified functional noncoding muta-
tions, since ENU induced base substitutions in noncoding 
sequences with equal frequencies to coding sequences in 
the mouse genome (Sakuraba et al., 2005). Masuya et al. 
(2007b) targeted ∼1 kb of the MFCS1 sequence and iden-
tified six independent base substitutions in MFCS1. One 
strain indeed exhibited the preaxial polydactyly with an 
ectopic expression of sonic hedgehog gene in limb buds as 
expected. The MFCS1 had previously identified as a cis-
regulatory noncoding sequence about 1 Mb upstream to 
the sonic hedgehog gene (Sagai et al., 2004).

24 FURTHER ADVANCEMENT OF 
GENOME TECHNOLOGIES

24.1 High-Throughput DNA Sequencing

The advancement of the next-generation sequencing 
(NGS) should also make the ENU mutant mouse library 
much more useful resource to model human diseases 

and for the functional genomics. The comprehensive 
identification of all the ENU-induced mutations in the 
worldwide ∼40,000 G1 mouse library is very doable with 
comparable or even less cost and manpower compared 
to any large-scale Genome Projects so far conducted.

The NGS technology should also enhance the detec-
tion of causative mutations in the forward genetics. Con-
ventional and NGS sequencing systems are summarized 
in Table 28.1.

Using these NGS systems, large-scale population 
sequencing studies in human has also been being con-
ducted around the world (Genomes Project Consortium 
et al., 2010; Genomes Project Consortium et al., 2012) to 
primarily identify the responsible genes for Mendelian 
diseases (Rabbani et al., 2012; Tennessen et al., 2012) by 
the forward genetics.

24.2 Whole Exome Sequencing

Although the NGS has much higher throughput than 
ABI3730 sequencer (Table 28.1), mammalian genome 
including human has been too large to read entire genomic 
sequences. Considering only 1%–2% of human genome 
code proteins, various methods have been developed to 
focusing the sequencing on the coding regions, for exam-
ple, the PCR amplification for targeted exons of interest-
ing genes (Dahl et al., 2007; Porreca et al., 2007; Tewhey 
et al., 2009) and the enrichment by probe hybridization 
to capture targeted exons (Albert et al., 2007; Gnirke 
et al., 2009). In human, the methods to capture cancer or 
hereditary disorder-related genes have been also devel-
oped (Onoufriadis et al., 2014; Summerer et al., 2010). 
The whole exome sequencing (WES), by which all cod-
ing sequences were targeted, has also been developed 
for human, mouse, and other species (Choi et al., 2009; 
Hedges et al., 2009; Ng et al., 2009). The causative genes 

TABLE 28.1  Example of Next-Generation Sequencing System

Sequencing system Read length (fragment, bp) Gigabase per run Method

ABI 3730xl 900 0.00009 Fluorecence dye-terminator

Roche GS20 100 0.02 emPCR, pyrosequencing

Roche FLX 250 0.25 emPCR, pyrosequencing

IlluminaGAII 35 5 Bridge PCR, SBS chemistry

Illumina HiSeq2000 100 170 Bridge PCR, SBS chemistry

Illumina HiSeqX10 150 1,800 Bridge PCR, SBS chemistry

LifeTech SOLiD3 50 6 emPCR, sequence by oligo ligation

LifeTech IonProton 100 10 emPCR, hydorogen ion detection

PacBio RSII 10,000 1 Non-PCR, long single molecule sequencing

emPCR, Emulsion PCR; SBS, sequencing by synthesis.
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for many Mendelian diseases and traits in human (Choi 
et al., 2009; Ng et al., 2009; Rabbani et al., 2012) as well as 
in the mouse (Andrews et al., 2012; Fairfield et al., 2011; 
Fairfield et al., 2015) have been identified by WES.

24.3 Whole Genome Sequencing

The further advancement of the NGS technologies 
have also made plausible to conduct whole genome 
sequencing (WGS) even in human. WGS has identified 
causative genes for several hereditary diseases and char-
acter of human. In addition to base substitutions and 
small indel, WGS has also efficiently detected structural 
variations, such as copy number variations, large indels, 
and translocations than WES (Alkan et al., 2011; Mills 
et al., 2011). The detection rate of the causative genes for 
Mendelian diseases in human by WES was ∼50% (Beau-
lieu et al., 2014; Gilissen et al., 2012). It may have indicated 
that structural variations and/or noncoding mutations 
may, which are difficult to detect by WES, may be a sig-
nificant fraction of the causative mutations. Similarly, the 
detection rate of Mendelian traits in the mouse was also 
reported to be 53% (Fairfield et al., 2015). Among such 
Mendelian mutant mouse strains, WGS succeeded in 
identifying causative mutations in four out of five strains 
in which WES could not identify (Fairfield et al., 2015).

PacBio RS II (Pacific Biosciences) has enabled ultra-
long one-molecule sequencing of more than 10-kb 
read path. The basecall precision of the PacBio system 
is somewhat lower than that of, for example, Illumina 
but effective in de novo assembly of microbial genomes 
(Eid et al., 2009; Fang et al., 2012) as well as the human 
genome (Chaisson et al., 2015; Pendleton et al., 2015). It 
may be also effective to de novo assemble and/or update 
reference genome sequences of any model organisms 
including various mouse strains.

24.4 High-Throughput Genotyping

Many SNPs have been registered in the genome of sev-
eral inbred mouse strains as genetic markers for the map-
ping and the maintenance of strains (Petkov et al., 2004). 
For the genotyping of strain-specific SNPs, several high-
throughput systems have also been developed by using 
NGS, for example, RAD-Seq and multiplexed shot-
gun genotyping (MSG) (Andolfatto et al., 2011; Davey 
et al., 2011; Etter et al., 2011) encompassing unknown SNPs 
or amplicon-sequencing (Campbell et al., 2015) for known 
SNPs. By using these methods, it is possible to genotype 
more than 100 markers from numbers of samples at once.

24.5 Additional NGS Applications

Not only for genotyping but also for molecular phe-
notyping is feasible with NGS technologies, for example, 

RNA-seq, DNA methylation-seq and chromatin-immu-
noprecipitation (ChIP)-seq. RNA-seq determines whole 
transcripts comprehensively, which detects not only the 
expression level of the entire transcripts but also the 
alternative splicing products and/or chimeric transcripts 
(Ameur et al., 2010; Cloonan et al., 2008; Mortazavi 
et al., 2008). Therefore, RNA-seq provides big digital 
data with comprehensive coverage while the microarray 
gives analog data for only the known transcripts.

Whole-genome bisulfite sequencing (WGBS) is a popu-
lar method for DNA methylation sequencing using NGS 
(Cokus et al., 2008; Miura and Ito, 2015; Taylor et al., 2007). 
The bisulfite treatments in genomic DNA convert only 
nonmethylated cytosine residues into uracil residues 
while methylated cytosine intact. Therefore, cytosine resi-
dues in sequencing data from bisulfite treated DNA are a 
position of methylated cytosine residues in genome.

ChIP-seq uncovers the histone modifications or the 
binding sites of DNA-associated proteins on the genome 
(Barski et al., 2007; Blecher-Gonen et al., 2013; Johnson 
et al., 2007; Mikkelsen et al., 2007; Robertson et al., 2007). 
After the crosslinking DNA-binding proteins to DNA, 
target binding protein(s) are immunoprecipitated by the 
specific antibody. The recovered DNA is then subjected 
to NGS to reveal what kind of genomic sequences are 
enriched by the specific bindings.

24.6 Coming New Technologies

In addition to the PacBio one-molecule long sequenc-
ing, some other systems may become available for the for-
ward genetics, as well as for the molecular phenotyping. 
Oxford Nanopore technology (Ashton et al., 2015; Sovic 
et al., 2016) gives rise to a median read length of more 
than 5,000 bp with a maximum length of over 60,000 bp. 
Both PacBio and Oxford Nanopore technologies exhibit a 
lower basecall precision of up to 85% accuracy; however, 
the error calls occur randomly so that 10–20 reading depth 
gives rise to accurate basecalls by these one-molecule 
long sequencing systems. Recently, another one-molecule 
long reading system, GemCode (10XGenomics) becomes 
available (Narasimhan et al., 2016; Zheng et al., 2016). 
This system allows constructing barcoded libraries for 
Illumina sequencing in a huge number of emulsion drop-
let each has only a few molecule of several hundred kilo 
base DNA fragments. As a consequence, it is possible to 
obtain N50 phase block length over 100 kb with the base-
call precision of lllumina sequencing (Zheng et al., 2016).

25 GENOME EDITING TECHNOLOGIES

Genome-editing technologies have widely used to 
modify target genome sequences with high efficiency 
and specificity (Carroll, 2014; Kim and Kim, 2014; Maggio 
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and Goncalves, 2015) as a reverse genetic tool. These tech-
niques enable us to directly introduce virtually any types 
of mutations, for example, small insertion/deletion (indel) 
mutations, base substitutions, large insertions/deletions, 
and chromosomal rearrangement, to any cells and whole 
organisms. Available genome editing systems include zinc-
finger nucleases (ZFNs) (Carroll, 2011; Urnov et al., 2010) 
(Fig. 28.7A), transcription activator-like effector nucleases 
(TALENs) (Cermak et al., 2011; Joung and Sander, 2013) 
(Fig. 28.7B), and clustered regulatory interspaced short 
palindromic repeat (CRISPR)-associated Cas9 (Barrangou 
and Marraffini, 2014; Doudna and Charpentier, 2014; Hsu 
et al., 2014; Sander and Joung, 2014) (Fig. 28.7C).

All the three genome-editing vectors share the same 
two steps to modify the target genome sequence (Kim and 
Kim, 2014; Maggio and Goncalves, 2015). The first step is 
to deliver endonuclease to the target sequence to intro-
duce a double-strand break (DSB) to the target site. The 
second step is the nonhomologous end joining (NHEJ) 
driven by cell autonomously. The NHEJ is error prone 
and often introduces a small insertion/deletion (indel) 
mutation to the DSB point (Jasin and Rothstein, 2013). 
Some “homologous” DNA may be codelivered with the 

endonuclease to drive homology-directed repair (HDR) 
between the targeted DSB site and the homologous donor 
DNA at the second step (Jasin and Rothstein, 2013). By 
designing an insertion, deletion, point mutation, or chro-
mosomal rearrangement in the homologous donor DNA 
fragment, the genome editing is also able to introduce the 
designed mutations to the target site. Thus, not only the 
knockout alleles but also any designed mutations may be 
created in cultured cells or animals.

25.1 Mechanism of CRISPR-Cas9 System

The CRISPR-Cas9 system is developed from a bacterial 
adaptive immune system against invading virus and plas-
mids and has been widely used since 2013 as a genome-
editing tool (Barrangou and Marraffini, 2014; Doudna and 
Charpentier, 2014; Hsu et al., 2014; Sander and Joung, 2014). 
In natural type II CRISPR system, only the three com-
ponents are required to introduce DSB at the target site; 
CRISPR RNAs (crRNAs), transactivating CRISPR RNA 
(tracrRNA), and Cas9 nuclease. crRNAs carry various 
sequences derived from invading DNA, which is known 
as “protospacer.” crRNAs hybridizes with tracrRNA, and 
the hybrid generates a complex with the Cas9 nuclease.

In order to enhance the utility of CRISPR-Cas9 sys-
tem as a genome-editing tool, crRNA and tracrRNA 
are fused to single-guide RNA (sgRNA) to simplify the 
components (Cong et al., 2013; Mali et al., 2013b). The 
expression of both sgRNA and Cas9 causes the DSB to 
the target genomic DNA site that is complementary to 
the guide sequence in the sgRNA (Fig. 28.7C).

The target sequence of the CRISPR-Cas9 system must 
locate immediately 5’ to a 5’-NGG-3’ sequences known 
as the protospacer adjacent motif (PAM), which is neces-
sary to induce Cas9-directed DSBs (Jiang et al., 2013; Jinek 
et al., 2012). Cas9 specifically generates a blunt-ended DSB 
at 3 bp upstream to PAM through two nuclease domains, 
RuvC near the N-terminus and HNH at the middle part of 
Cas9 (Gasiunas et al., 2012; Jinek et al., 2012). HNH domain 
cleaves the complementary strand of the sgRNA, whereas 
RuvC domain cleaves the noncomplementary strand.

The CRISPR-Cas9 vector is simpler to design and con-
duct than the ZFN and TALEN vectors. sgRNA is pro-
duced either in vitro or in vivo. Plasmid encoding sgRNA 
is constructed by cloning of 20 bp guide sequences (Ran 
et al., 2013b). Double-stranded oligonucleotides may be 
used as a template to obtain sgRNA by in vitro transcrip-
tion (Cho et al., 2013).

25.2 Efficiency and Specificity  
of CRISPR-Cas9 System

Among the three genome editing systems, the 
CRISPR-Cas9 has shown the high targeting rate enough 
to conduct multiplex simultaneous editing up to five 

FIGURE 28.7 A schematic representation of widely used genome 
editing systems. (A) ZFNs consist of ZFPs at the N-terminal and the 
FokI nuclease domain at the C-terminal. Single ZFP contains typically 
three to six zinc fingers, each of which recognizes a 3-bp DNA sequence. 
Thus, DNA sequences of 18–36 bp are recognized by a pair of ZPNs. 
(B) TALENs contain TALEs at the N-terminal and the FokI nuclease 
domain at the C-terminal. Single TALE repeat consists of 33–35 amino 
acids and recognizes a single base pair of DNA. Individual TALEN 
is composed of typically up to 20 TALE repeats. Thus, a TALEN pair 
recognizes ∼40 bp DNA sequences as a target sequence. (C) CRISPR-
Cas9 system requires sgRNA and the Cas9 nuclease. The 20 bp tar-
get sequence needs to locate immediate upstream of the 5’-NGG-3’ 
sequences known as PAM (blue). The expression of both sgRNA and 
Cas9 causes the DSB 3 bp upstream of PAM (red arrow).
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loci in mouse ES cells (Yang et al., 2013). In addition, the 
biallelic targeting rate was ∼80% so that it is possible 
to directly obtain homozygous knockout cells without 
breeding (Wang et al., 2013). The high biallelic target 
efficiency may become a problem in some cases; for 
instance, live cells or animals may not be alive due to the 
homozygous lethality of the target gene.

Due to the efficiency and specificity of the CRISPR-Cas9 
system, the genome editing may be anticipated to become 
a future tool for the gene therapy. Then, all the effects 
must be carefully examined including the off-target effects 
that genome sequence is modified at the sites other than 
desired site (Hendel et al., 2015; Peng et al., 2015). Cas9 tar-
get recognition is determined by Watson-Crick base-pair-
ing interaction of an sgRNA, and off-target effect can be 
evaluated at potential Cas9 recognition sites that are simi-
lar to the guide sequence. Many studies indeed reported 
that substantial amount of off-target effect by CRISPR-
Cas9 was observed in cultured cells (Fu et al., 2013; Hsu 
et al., 2013; Mali et al., 2013a; Pattanayak et al., 2013).

To minimize off-target effects, programmable Cas9 nick-
ases that carry a mutation in one of the nuclease domains 
of either RuvC or HNH (Ran et al., 2013a; Shen et al., 2014) 
have been developed (Kim and Kim, 2014). Single strand 
break introduced by a Cas9 nickase is repaired through 
high-fidelity base excision repair pathway (Dianov and 
Hubscher, 2013). On the other hands, when Cas9 nickase 
very closely introduces a pair of nicks on the opposite 
strand, double strand break with 5’ or 3’ overhangs is cre-
ated and is repaired by error-prone NHEJ. Double nicking 
strategy using two independent sgRNAs on the close posi-
tion increases specificity without reducing on-target cleav-
age (Ran et al., 2013a; Shen et al., 2014). Thus, Cas9 nickase 
is expected to induce little off-target effects.

Even if the designed on-target editing is achieved, 
especially in the case for the design to construct knock-
out null alleles, any protein product from the manipu-
lated allele may also be carefully examined, since exon 
skipping to produce a part of the target genes has some-
times observed (Uddin et al., 2015).

In general, the target site selection is another critical 
step for the successful genome editing. Designing of ZFNs, 
TALENs, and sgRNA requires various considerations in 
many criteria. The success rate and activity differ depend-
ing on the nuclease system, cell line/organism, target 
gene/sequence, and delivery method. Available programs 
to design ZFNs, TALENs, and sgRNA are summarized in 
review articles (Kim and Kim, 2014; Peng et al., 2015).

25.3 Additional Genome-Editing Applications

The targeting efficiency of CRISPR-Cas9 system is also 
applied for other uses (Hsu et al., 2014; Kim and Kim, 2014; 
Wang et al., 2016). For instance, nuclease deactivated Cas9 
(dCas9) was fused to transcriptional repressor domain, 

for example, KRAB effector, and was used to inhibit 
transcription of the target gene, termed CRISPR interfer-
ence (CRISPRi) (Gilbert et al., 2013). CRISPR activation 
(CRISPRa) was also reported, in which dCas9 was fused 
to transcriptional activator domain, such as VP16 /VP64 
activation domains, and was used to activate transcrip-
tion of particular endogenous genes (Gilbert et al., 2013; 
Mali et al., 2013a; Perez-Pinera et al., 2013). Site-spe-
cific epigenetic control by engineering of ZFNs (Keung 
et al., 2014; Rivenbark et al., 2012), TALENs (Konermann 
et al., 2013; Maeder et al., 2013; Mendenhall et al., 2013), 
and dCas9 (Hilton et al., 2015; Kearns et al., 2015; Thakore 
et al., 2015) was another example of the application.

To visualize genome organization and dynamics in live 
cells, programmable DNA binding modules are applied 
for the imaging of specific loci (Chen et al., 2016; Wang 
et al., 2016). Chen et al. (2013) visualized telomeres and 
coding genes in living human cells using EGFP tagged 
dCas9, showing that CRISPR imaging tool improves 
studies in the spatiotemporal organization and dynam-
ics of native chromosomes. Multicolor genomic imaging 
was developed to determine relative distance of several 
loci in a living cell (Ma et al., 2015). dCas9 from three 
bacterial orthologs were fused to BFP, GFP, and RFP, and 
sgRNA cognate with each Cas9 ortholog was designed to 
target locus. Using three pairs of colored dCas9-sgRNA, 
relative distance of three loci can be determined.

26 CONCLUDING REMARKS

The knockout mouse resources and phenotyping by 
IKMC/IMPC now provide powerful tool to reveal the 
monogenic traits of most of coding sequence in the coiso-
genic mouse strains to C57BL/6N genetic background. 
The ENU mutant mouse libraries of ∼40,000 G1 mice 
should shed light on the analyses of multigenic traits, 
since each G1 mouse carry thousands of base substitu-
tions in a defined genetic background in any genomic 
sequences not only of coding sequences but also of 
noncoding sequences. Furthermore, by establishing a 
large-scale recombinant inbred strains between eight 
inbred mouse strains by Collaborative Cross (Churchill 
et al., 2004), the elucidation for the genetic interactions 
and gene networks should be systematically challenged. 
These three different phases of mutant mouse resources 
from monogenic to polygenic traits will orchestrated 
to the understanding of functional genomics modeling 
human diseases and complex traits with various envi-
ronmental factors.
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1 INTRODUCTION

The proper formation of neural circuits during early 
development is fundamental to brain function in adult-
hood. Thus, it is important to determine whether en-
vironmental factors affect neural circuit formation and 
characterize the mechanisms involved in this process. 
The results of studies on the association of febrile sei-
zures with adult epilepsy provide insights into these 
underlying mechanisms. A link between complex fe-
brile seizures and temporal lobe epilepsy has been 
suggested; however, the cellular and molecular mecha-
nisms involved in this association remain unclear. The 
limitations of human studies on epilepsy, in which tissue 

samples are only available from adult patients in the ad-
vanced and drug-resistant stages of the disease, mask 
the underlying etiology. Thus, researchers have utilized 
well-established animal models of febrile seizures to 
examine the cellular and molecular mechanisms un-
derlying the relationship between febrile seizures and 
the development of epilepsy. Here, accumulating evi-
dence from studies that have utilized animal models to 
investigate the mechanisms underlying the causes and 
consequences of febrile seizures will be discussed. This 
chapter is based on a previous review article on animal 
models of febrile seizures from our laboratory (Koyama 
and Matsuki, 2010) and will include recent and more de-
tailed information.
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2 FEBRILE SEIZURES IN HUMANS AND 
THEIR RELATIONSHIP TO EPILEPSY

Febrile seizures associated with fevers typically 
greater than 38°C are the most common convulsive 
event in infancy and childhood. Febrile seizures usu-
ally occur between 3 months and 5 years of age, peak-
ing at 16–18 months (Annegers et al., 1987; Hauser, 1994; 
Offringa et al., 1991; Vestergaard and Christensen, 2009). 
The worldwide incidence of febrile seizures is approxi-
mately 2%–5% of the population (Hauser, 1994; Nelson 
and Ellenberg, 1976, 1978; Verity et al., 1985; Verity and 
Golding, 1991; Vestergaard and Christensen, 2009); 
however, higher incidences of approximately 6%–9% in 
Japan (Bird, 1987; Tsuboi, 1984) and 14% in the Pacific 
islands (Stanhope et al., 1972) have been reported.

Febrile seizures can be classified as “simple” febrile 
seizures, which are generalized, isolated, brief single 
events that occur during febrile illness, or as “complex” 
febrile seizures, which are focal, multiple (more than one 
seizure per febrile illness), or prolonged. Approximately 
60%–70% of febrile seizures are “simple,” and 30%–40% 
are “complex” (Berg and Shinnar, 1996a; Nelson and 
Ellenberg, 1976). Simple febrile seizures are general-
ized tonic-clonic seizures without focal neurological 
features lasting less than 10 min (Annegers et al., 1987; 
Berg et al., 1997) or 15 min (Nelson and Ellenberg, 1978) 
without recurrence within 24 h. In most cases, simple 
febrile seizures are not followed by epilepsy or by the 
development of cognitive deficits (Annegers et al., 1987; 
Berg and Shinnar, 1996b; Verity et al., 1985, 1998). It was 
reported that only 2% of children with simple febrile 
seizures develop epilepsy (Annegers et al., 1987) and 
that these children’s risk of developing epilepsy was not 
significantly different from that of the general popula-
tion. Complex febrile seizures are prolonged, lasting lon-
ger than 10 min (Annegers et al., 1987, 1979, 1990; Berg 
et al., 1997) or 15 min (Berg and Shinnar, 1996a; Nelson 
and Ellenberg, 1976, 1978), and display focal neurological 
features and/or seizure recurrence within 24 h or within 
the same febrile illness. In a prospective cohort study of 
428 children with first febrile seizures, 35% experienced 
complex febrile seizures (Berg and Shinnar, 1996a). Im-
portantly, febrile status epilepticus, which is defined as 
the presence of febrile seizures lasting 30 min or longer, 
was observed in 5% of the children in the group (Berg 
and Shinnar, 1996a). Notably, febrile status epilepticus, 
which represents 5% of febrile seizures, accounts for 
approximately 25% of all episodes of childhood status 
epilepticus, and more than 60% of the status epilepti-
cus cases occur during the second year of life (Berg and 
Shinnar, 1996a), as noted by Shinnar and Glauser (2002).

Whereas simple febrile seizures are typically not fol-
lowed by epilepsy, it is debatable whether complex fe-
brile seizures result in long-term sequelae (Annegers 

et al., 1987; Berg and Shinnar, 1996a). Prospective epi-
demiological studies have generally failed to show a 
strong association between the occurrence of complex 
febrile seizures and the development of epilepsy (Berg 
and Shinnar, 1996b; Nelson and Ellenberg, 1976, 1978; 
Shinnar et al., 2001; Verity and Golding, 1991); however, 
according to a follow-up study that took place over more 
than 20 years (Annegers et al., 1987), the cumulative risk 
of unprovoked convulsions after complex febrile seizures 
increased to 49% (16%–93%). Furthermore, retrospective 
studies have reported an association between a history of 
complex febrile seizures and subsequent temporal lobe 
epilepsy in as many as 40% of adult patients (Cendes 
et al., 1993; French et al., 1993; Hamati-Haddad and 
Abou-Khalil, 1998; Theodore et al., 1999). In a study of 
43 patients with temporal lobe epilepsy not controlled by 
optimal drug treatment, 15 patients (35%) had a history of 
complex febrile seizures (Cendes et al., 1993). In another 
study of 67 patients with temporal lobe epilepsy, at least 
33 individuals (50%) for whom a detailed description 
of febrile seizure history was obtained had experienced 
complex febrile seizures (French et al., 1993). Important-
ly, patients with temporal lobe epilepsy with a history 
of complex febrile seizures exhibited more severe me-
sial temporal sclerosis than patients without a history of 
prolonged febrile seizures (Cendes et al., 1993). A smaller 
volume of the hippocampal formation was reported in 
patients with temporal lobe epilepsy (Cendes et al., 1993) 
and a history of complex febrile seizures in early child-
hood; a significant relationship between the volume of 
the hippocampus and epilepsy duration has also been 
shown (Theodore et al., 1999). A large-scale study of 1005 
patients with epilepsy at a clinic in the United States 
revealed that temporal lobe epilepsy (78/310, 25%) is 
more likely to be preceded by febrile seizures than ex-
tratemporal epilepsy (12/216, 6%) (Hamati-Haddad and 
Abou-Khalil, 1998). In this study, 63 of the 78 patients 
with temporal lobe epilepsy had a history of complex fe-
brile seizures. Febrile status epilepticus, in which febrile 
seizures last for 30 min or more, was observed in 5% of 
428 children (Berg and Shinnar, 1996a).

In patients with mesial temporal lobe epilepsy, the 
hippocampus displays characteristic pathological 
changes, including dispersion of dentate granule cells 
(Houser, 1990; Thom et al., 2005), sprouting of hip-
pocampal mossy fibers (Isokawa et al., 1993; Sutula 
et al., 1989), and hippocampal sclerosis, including selec-
tive neuronal loss and reactive gliosis in Ammon’s horn 
(Fisher et al., 1998). Each of these features has been sug-
gested to play a role in the initiation and propagation 
of epileptic activity in hippocampal neurons. The rela-
tionship between the development of these pathological 
changes and early life febrile seizures has been a topic 
of discussion. Evidence of hippocampal injury has been 
reported after febrile status epilepticus, particularly in 
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cases in which the febrile seizures lasted longer than 
90 min (VanLandingham et al., 1998). More recently, a 
prospective multicenter study was performed by the 
FEBSTAT Study Team to further investigate the conse-
quences of febrile status epilepticus (FEBSTAT study) in 
children between 1 month and 6 years of age (Hesdorffer 
et al., 2012; Lewis et al., 2014; Seinfeld et al., 2014; Shinnar 
et al., 2008). However, to directly dissect this relation-
ship, cellular and molecular approaches are necessary, 
and these approaches cannot be adequately applied to 
respected and fixed human tissues.

The biological basis of febrile seizures also remains 
largely unclear. Although the existence of a genetic pre-
disposition to febrile seizures has been widely suggested, 
both sporadic and familial cases of febrile seizures have 
been reported (Berg et al., 1999), indicating a consider-
able contribution of environmental factors to the induc-
tion of febrile seizures. Of these environmental factors, 
immature brain development (age specificity) and fever 
are indispensable contributing factors. However, the 
limitations of human studies have made it difficult to 
clarify the mechanisms involved.

To counteract these limitations, several animal mod-
els of febrile seizures have been developed through 
which the potential mechanisms underlying the genera-
tion and consequences of febrile seizures can be directly 
examined. The information obtained from these febrile 
seizure models has attracted the attention of clinicians 
and neurobiologists with a wide range of backgrounds.

3 ANIMAL MODELS OF FEBRILE 
SEIZURES (EXPERIMENTAL FEBRILE 

SEIZURES)

Several hyperthermia-induced rodent models of com-
plex febrile seizures have been developed and used to 
study the mechanisms and consequences of febrile sei-
zures (Koyama and Matsuki, 2010). These include the 
hair dryer model (Baram et al., 1997; Chen et al., 2001; 
Dube et al., 2000; Koyama et al., 2012; van Gassen 
et al., 2008), the heated chamber model (Holtzman 
et al., 1981; Schuchmann et al., 2006), the hot water mod-
el, which might also be categorized as a model for hot-
water epilepsy (Jiang et al., 1999; Kim et al., 2001; Ullal 
et al., 1996), the microwave model (Hjeresen et al., 1983), 
and the lipopolysaccharide model (Heida et al., 2004).

This chapter will include a discussion of two of the 
most widely used models for the induction of febrile 
seizures in which the ambient temperature is elevated 
to elicit an increase in the body (rectal) temperature, the 
hair dryer model and the heated chamber model. Re-
ports that refer to the hair dryer model in the methods 
section, as well as those that use other terms, such as “a 
regulated stream of moderately heated air” to describe 

the heat delivery method are categorized as studies that 
utilized the hair dryer model and are discussed in this 
chapter.

3.1 Hair Dryer Model

Baram and coworkers originally developed and re-
fined the hair dryer model (Bender et al., 2004; Dubé and 
Baram, 2006). We primarily use this model in our labora-
tory because of its relative ease of use, its low setup cost, 
and most importantly, the reproducibility and reliability 
of the behaviors observed during the process of febrile 
seizures induced using this method. Sprague-Dawley 
rats at postnatal day 10–11 (P10–11) or 129/Sv or C57BL 
mice at postnatal day 11–15 (P11–15) are typically used 
because the developmental stage of the hippocampal 
formation at these ages likely corresponds to that dur-
ing human infancy and early childhood, when human 
individuals are most susceptible to febrile seizures 
(Avishai-Eliner et al., 2002). In addition, the threshold 
temperature required to evoke seizures is lowest at these 
ages (P10–13) in the rat (Hjeresen and Diaz, 1988) and is 
comparable to that observed for human complex febrile 
seizures (Berg et al., 1992). Considering the development 
of this animal model, it is also important to note that the 
behavioral seizures induced in rats and mice at these 
ages are highly reproducible (Dubé and Baram, 2006; 
our own observations in our laboratory). Although gen-
der is not reported in all studies, a single sex is used in 
most cases. Notably, no significant gender difference 
in average seizure duration has been reported in this 
model (males, 7.86 ± 0.81 min; females, 10 ± 1.54 min) 
(Lemmens et al., 2005).

The description of the protocol for the hair dryer 
model in rats is primarily based on the procedures used 
in our laboratory, which have been slightly modified 
from the established protocol (Bender et al., 2004; Dubé 
and Baram, 2006). The animals are placed in individu-
al glass jars and heated with a commercial hair dryer. 
A hair dryer is placed 30–50 cm above the rats, and an 
adjustable stream of heated air (40–45°C recorded at 
2 cm above the bottom of the cylinder) is directed into 
the cylinder (Fig. 29.1A). The glass cylinder should be 
carefully selected to maintain ambient temperature. We 
use 20-cm-high, 10-cm-diameter glass cylinders with ap-
proximately 0.5-cm-thick walls. We also place a piece of 
filter paper on the bottom of the glass cylinder so that the 
animals are not directly heated by the glass. It is impor-
tant to preheat and maintain the ambient temperature 
in the glass jar between 40–45°C prior to the induction 
of seizures. The position of the hair dryer should be ad-
justed depending on the height and diameter of the glass 
cylinder. The animal’s rectal temperature is recorded 
digitally every 2 min starting 10 min prior to treatment 
and during hyperthermia treatment using a digital rectal 
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probe. Alternatively, the temperature can be recorded ev-
ery 3 min if the maintenance of rectal temperature is dif-
ficult. When the core temperature reaches 39.5°C, which 
typically occurs after 8–12 min, the temperature and 
volume of the air are adjusted to maintain the animal’s 
core temperature at 39.5–42.5°C for 30 min to induce pro-
longed experimental febrile seizures that typically last 
for approximately 24 min in total. Correlation of core 
temperature with brain temperature at the onset of hy-
perthermic seizures (core temperature, 40.7 ± 0.2°C; brain 
temperature 40.88 ± 0.3°C) suggests that measurements 
of core temperature provide an adequate approximation 
of brain threshold temperatures for experimental febrile 
seizures (Dube et al., 2005a). Urination is occasionally 
observed, particularly during the early stages of the hy-
perthermia process. Urine should be immediately wiped 
from the bottom of the cylinder if a piece of filter paper 
has not been placed on the floor of the jar. If the core 
temperature exceeds 42.5°C, the animal is removed from 
the cylinder and transferred to a cool metal surface until 
its core temperature decreases to 39.5–42.5°C. Immedi-
ately following the 30-min hyperthermia treatment, the 
animals are cooled on a cool metal surface to room tem-
perature and subsequently returned to their mothers. In 
some studies, the rat pups were injected with saline to 
prevent dehydration during the hyperthermia procedure 
(Lemmens et al., 2008, 2005). We observed that the injec-
tion of saline prior to the hyperthermia process assists 
in the animals’ recovery from hyperthermia, particularly 
in the case of mice (unpublished data). Oral hydration 
(approximately 0.1 mL water) following hyperthermia 
has also been reported (Dubé and Baram, 2006). If the 
recovery process is not properly conducted, the dams 
often do not take care of their pups (including a lack of 
lactation) and may even kill the pups.

Both normothermic controls and hyperthermic con-
trols are included in the procedure. For the normothermic 
control group, rats are exposed to the same conditions 
as the hyperthermic group, but a stream of air is used to 
maintain normal core temperature (Lemmens et al., 2008). 

Although it has been suggested that fever per se does not 
cause febrile seizures because antipyretics do not reduce 
the risk of febrile seizures (Bethune et al., 1993; Camfield 
et al., 1980), it is always important to examine the direct 
effects of fever on the cellular, molecular, and behavioral 
changes that occur after experimental febrile seizures. For 
this purpose, hyperthermic controls are generated via 
the intraperitoneal injection of a short-acting barbiturate 
(pentobarbital) prior to the induction of hyperthermia 
(Brewster et al., 2002; Dube et al., 2000, 2006) to distin-
guish whether the observed experimental febrile seizures 
are a consequence of the hyperthermia.

The onset of experimental typical febrile seizures of 
limbic origin typically consists of an acute sudden arrest 
of hyperthermia-induced hyperactivity, such as running 
followed by oral automatism (biting and chewing). Elec-
troencephalographic (EEG) recordings from the basal 
amygdala, dorsal hippocampus, and frontoparietal cor-
tex of freely moving rat and mouse pups suggest that 
the onset of hippocampal and amygdaloid EEG spike 
waves and trains coincides with behavioral arrest and 
oral automatism and precedes events recorded in the 
cortex (Baram et al., 1992, 1997; Brewster et al., 2002; 
Dube et al., 2000). Forelimb clonic movements typically 
follow oral automatism. Later during the seizure, ton-
ic body flexion is frequently observed in rats, but this 
occurs only sometimes in mice. Strain-dependent differ-
ences in susceptibility to warm air stream-induced ex-
perimental febrile seizures have been reported in mice 
(van Gassen et al., 2008) but not in rats. Using a similar 
experimental febrile seizure induction model in mice in 
which a temperature-regulated laminar stream of warm 
air (41–48°C) is used, Jongbloets et al. (2015) reported 
short- and longer-term gene expression profiles after 
experimental febrile seizures.

In the hair dryer model, the duration of febrile seizures 
can be controlled. A recent study utilized this characteris-
tic to induce febrile status epilepticus-like seizures in rat 
pups by increasing the duration of hyperthermia (body 
temperature of 39.5–41°C) to 70 min (Dube et al., 2010). 

FIGURE 29.1 Basic setups for the experimental induction of febrile seizures in rodents using a hair dryer. (A) or an infrared lamp, (B). In 
our laboratory, a BAT12 microprobe thermometer (Physitemp Instruments, Inc., Clifton, NJ, USA) equipped with a RET4 rectal probe (Physitemp) 
is used to measure the rectal temperatures of neonatal rodents. To measure and maintain the temperature of the air within a glass jar, a TCAT-2DF 
temperature controller (Physitemp) is used. The lamp (HL-1, Physitemp) consists of a 250-W (infrared) heat lamp bulb and a reflector.
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It remains unclear whether the duration of seizures is re-
lated to the development of epilepsy. Thus, a comparison 
of this model with the typical hair dryer model in which 
hyperthermia duration of 30 min is used would provide 
information that would contribute to our understanding 
of how seizure duration in febrile seizures might serve as 
a biomarker for the future development of epilepsy.

3.2 Heated Chamber Model

Holtzman et al. (1981) developed another reliable 
seizure model, the heated chamber model; a modifi-
cation of this model has been used in several studies 
(Schuchmann et al., 2006, 2009). In the original study 
(Holtzman et al., 1981), Sprague-Dawley rat pups 
(P2–10) were placed on the paper towel-covered floor 
of a Lucite chamber. The body temperature of the rat 
pups was elevated using a 250-W infrared lamp mount-
ed 10 cm above the chamber. In this study, the seizure 
threshold temperature, that is, the rectal temperature, 
at the onset of seizure activity was approximately 37°C 
at P2, 40–41°C at P5, and 43°C at P7 and P10. The age-
dependent increase in rectal temperature at the sei-
zure threshold was correlated with an increase in brain 
temperature. It was reported that all P2 animals im-
mediately resumed normal nursing behavior when the 
temperature was reduced and that all the P5–7 animals 
survived and behaved normally after the procedure, 
whereas only half of the P10 animals survived. The on-
set of generalized seizure activity in P5–10 animals at a 
body temperature of 40–41°C was manifested by loss of 
upright posture, tonic extension of the trunk, and rapid 
synchronous clonic movements of the extremities and 
mouth, followed by limp and unreactive behavior for 
2–3 min. It was also shown that animals older than P10 
did not experience seizures until the body temperature 
reached 44–45°C; none of these animals survived after 
the procedure. Simultaneous recordings of rectal tem-
perature and EEG have confirmed that hyperthermia 
induces electrocortical paroxysmal discharges in P6 and 
P10 rats. In our laboratory, we also used a heated cham-
ber model with an infrared lamp placed 25–30 cm above 
mice (Fig. 29.1B). We found that clonic seizures can be 
induced in C57BL mouse pups between P10–14.

Schuchmann et al. (2006, 2008, 2009) utilized a modified 
heated chamber model in P8–11 Wistar rat pups. The ani-
mals were placed in a chamber at an ambient temperature 
of 48 ± 0.3°C (Schuchmann et al., 2006). The latency to on-
set of hyperthermia-induced seizures was 31.2 ± 3.7 min, 
and the duration of the seizures was 24.6 ± 1.7 min. Be-
havioral seizures began with a sudden interruption of 
movement, followed by oral automatism. The behavioral 
arrest was followed by clonic movements of the limbs and 
head, chewing of extremities and tonic flexion of the body, 
often associated with a loss of postural control.

Compared with the hair dryer model, the increase 
in body temperature is much slower, and the latency to 
the onset of hyperthermia-induced seizures is longer in 
the heated chamber model. However, Schuchmann et al. 
(2009) proposed that the rate of fever increase does not 
affect the likelihood of the occurrence of human febrile 
seizures (Berg, 1993). These authors also suggested that 
the possible effects of pain and inflammation are reduced 
in the heated chamber model, whereas in the hair dryer 
model, in which heat transfer is heavily dependent on 
convection and the increase in body temperature is rapid, 
activation of thermal nociceptors, as well as inflammatory 
responses occur, as demonstrated by examination of the 
ears and paws of the animals (Schuchmann et al., 2009). 
From our own experience with the hair dryer model, we 
have observed that mounting the hair dryer 50–60 cm 
above the animals (instead of approximately 30 cm above 
the animals as described in some protocols) can reduce the 
inflammatory responses in the ears and paws. It should 
be noted that the body temperature of the animals should 
be raised by the use of heated air in a glass cylinder but 
not directly by the use of heating instruments.

4 OTHER ANIMAL MODELS 
OF EARLY LIFE SEIZURES

Depending on their experimental purposes, research-
ers have also used other animal models of febrile seizure. 
Several examples of animal models for early life seizures 
will be discussed, and interested readers are encour-
aged to refer to the articles cited herein. The models are 
as follows: hypoxia-induced seizures induced using low 
inhaled oxygen concentrations (Jensen et al., 1991, 1992; 
Owens et al., 1997), recurrent generalized tonic-clon-
ic seizures induced by flurothyl inhalation (Holmes 
et al., 1998; Huang et al., 1999; Sogawa et al., 2001), 
absent and generalized tonic-clonic seizures induced 
by pentylenetetrazol injection (Holmes et al., 1999; 
Huang et al., 2002a, b), status epilepticus induced by 
the injection of kainic acid (Santos et al., 2000; Sarkisian 
et al., 1997; Stafstrom et al., 1992) or pilocarpine (Cilio 
et al., 2003; Hirsch et al., 1992), and recurrent generalized 
tonic-clonic seizures induced by electroshock (Dwyer 
and Wasterlain, 1982; Jorgensen et al., 1980).

5 MECHANISMS UNDERLYING 
HYPERTHERMIA-INDUCED 

EXPERIMENTAL FEBRILE SEIZURES

5.1 Interleukin-1β (IL-1β)

Animal models of febrile seizures have revealed that 
several molecules are associated with fever and seizures. 
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Among these, the role of IL-1β, a proinflammatory cy-
tokine, has been well documented using animal mod-
els of febrile seizures. Although it is still controversial 
whether IL-1β levels are increased in the brains of indi-
viduals with febrile seizures (Haspolat et al., 2002; Lahat 
et al., 1997), inflammation has been associated with epi-
leptogenesis, and the involvement of inflammatory me-
diators in febrile seizures has also been proposed. In the 
hair dryer model, the threshold temperature for the gen-
eration of experimental febrile seizures was significantly 
higher in transgenic mice deficient in the type I recep-
tor for IL-1β (IL-1R1−/− mice; 42.4 ± 0.3°C) than in wild-
type 129/Sv (41.3 ± 0.2°C) and C57BL mice (39.7 ± 0.2°C) 
(Dube et al., 2005b). The seizure threshold of wild-type 
129/Sv mice, but not that of IL-1R1−/− mice, decreased 
after intracerebroventricular (i.c.v.) infusion of IL-1β 
(5 ng). Furthermore, the infusion of a high dose of IL-1β 
(116 ng) resulted in limbic behavioral seizures that were 
confirmed by simultaneous hippocampal EEG record-
ings that showed prolonged spike trains in normother-
mic wild-type 129/Sv mice but not in IL-1R1−/− mice. 
These data suggest that activation of IL-1R by endoge-
nous IL-1β underlies the fever-induced neuronal hyper-
excitability that leads to the generation of experimental 
febrile seizures; however, it remains unclear whether sei-
zures induce IL-1β expression and, if so, whether IL-1β 
contributes to the epileptogenic process that occurs after 
febrile seizures. The same group addressed this ques-
tion using the hair dryer model with longer seizure 
duration (febrile status epilepticus-like seizures) (Dube 
et al., 2010). In that study, western blot analyses of hip-
pocampal homogenates harvested 24, 48, and 72 h after 
64-min-long febrile seizures revealed that IL-1β levels 
in the experimental group were significantly increased 
compared to the levels in control animals at 24 h and that 
IL-1β expression gradually returned to control levels at 
48–72 h. The authors further determined that the IL-1β-
secreting cells were reactive astrocytes in the hippocam-
pus that express glial fibrillary acidic protein (GFAP). 
They also observed that these astrocytes were more 
abundant at 6 and 24 h after seizures in animals with 
febrile seizures than in controls. In the same study, OX-
42-expressing reactive microglias were more commonly 
observed in the hippocampi of rats with febrile seizures 
compared with controls. The activation state of these mi-
croglias in rats with febrile seizures is unclear, although 
their morphology (they possess moderate hypertrophic 
processes) suggests that they are slightly more active 
than microglias in control rats.

5.2 Respiratory Alkalosis

Using a heated chamber model, Schuchmann et al. 
(2006) examined whether a hyperthermia-induced in-
crease in the rate of breathing, which is observed in young 

children (O’Dempsey et al., 1993; Gadomski et al., 1994; 
Taylor et al., 1995), plays a role in inducing febrile sei-
zures. These authors demonstrated that hyperthermia-
induced respiratory alkalosis precipitates experimental 
febrile seizures. In P8–11 rats, behavioral seizures oc-
curred approximately 30–40 min after the induction of 
hyperthermia, a time when breathing frequency had 
increased from a control level of 163 ± 14 breaths/min 
to an elevated level of 254 ± 44 breaths/min. The hyper-
thermia-induced increase in the breathing rate was also 
reproduced in the hair dryer model; there, the animals 
showed a slightly higher breathing rate at the onset of 
seizures than in the heated chamber model (Schuchmann 
et al., 2008). The thermal tachypnea observed in the 
heated chamber closely paralleled the observed increase 
in intracortical pH, which increased by a maximum of 
0.27 ± 0.04 units from its control level of 7.22 ± 0.096. An 
increase in cortical pH of 0.29 ± 0.05 units was elicited 
through intraperitoneal (i.p.) injection of bicarbonate; 
this also caused seizures with behavioral characteristics 
resembling those induced by hyperthermia, suggest-
ing that hyperthermia-induced brain alkalosis triggers 
experimental febrile seizures. Importantly, it has been 
shown that hippocampal and cortical electrographic 
ictal activity and the associated behavioral activity are 
blocked in rats exposed to 5% CO2. Electrographic ictal 
activity was abolished within approximately 15–25 s 
without affecting the body temperature during hyper-
thermia. Thus, the administration of CO2-enriched air 
could be a novel therapeutic strategy for the treatment 
of febrile seizures (Schuchmann et al., 2009).

5.3 Findings From In Vitro Analyses

In vitro studies were conducted to directly examine 
the effects of hyperthermia on neuronal excitability. In 
hippocampal slices from P2–38 rats, the effect of temper-
ature elevation on stimulation-evoked extracellular field 
potentials in the CA1 region was investigated. When 
the temperature of the recording chamber was elevated 
from the control level of 35–36°C to > 38°C, an increase 
in the amplitude and duration of the field response was 
observed; this increase persisted for more than 15 min, 
even after the temperature was returned to the control 
level (Tancredi et al., 1992). In addition, the temperature 
elevation induced epileptiform activity such as spontane-
ous multiple population spikes and long-lasting ictal-like 
discharges in neurons. These effects were most frequent-
ly observed in slices from P13–20 rats and were not ob-
served in slices from <P4 or >P28 rats, suggesting that 
age-dependent factors are responsible for the differential 
neuronal responses to hyperthermia observed in these 
rats. Age dependency of hyperthermia-induced hippo-
campal excitability was also observed in electrophysi-
ological studies in vivo in which hyperthermia induced 
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using a heating pad resulted in a decrease of paired-pulse 
inhibition in CA1 that was more prominent in P15–17 
rat pups than in adult rats (Liebregts et al., 2002). Ap-
plying functional multineuron calcium imaging (fMCI) 
techniques, Ishikawa et al. (2015) found that the epi-
leptic activity of CA3 neurons during heating to 40.5°C 
was suppressed by the non-NMDA receptor antagonist 
CNQX in slice cultures prepared from P7 rat pups.

The involvement of GABAA receptor-governed gam-
ma oscillations in temperature elevation-induced popu-
lation spikes has been demonstrated using P17–29 rat 
slices (Wu et al., 2001). Hyperthermia-induced attenua-
tion of inhibitory neurotransmission in CA1 pyramidal 
neurons in P11–17 rat brain slices has been reported. 
Specifically, both reduction of GABA release from pre-
synaptic terminals and decreased postsynaptic function 
of GABAA receptors have been suggested as potential 
mechanisms (Qu and Leung, 2008; Qu et al., 2007). Re-
duced GABAergic transmission could rapidly contribute 
to hippocampal hyperexcitability after hyperthermia. 
However, it should be noted that at 2–6 h after ultrared-
light-induced experimental febrile seizures in P16 rats, 
GABA content was significantly increased in several re-
gions of the brain, including the hippocampus, and it re-
turned to control levels within 24 h after the onset of the 
seizures (Nagaki et al., 1996).

6 NEUROANATOMICAL CHANGES 
AFTER EXPERIMENTAL FEBRILE 

SEIZURES

Conclusions concerning the causal relationship be-
tween childhood febrile seizures and subsequent 
hippocampal atrophy or sclerosis in temporal lobe epi-
lepsy patients have been controversial. Several retro-
spective studies have reported relationships between 
a history of febrile seizures and increased incidence of 
sclerosis (Falconer, 1974; Falconer et al., 1964; Sagar and 
Oxbury, 1987) or reductions in hippocampal and amygda-
la volume (Cendes et al., 1993), whereas prospective stud-
ies, including recent magnetic resonance imaging (MRI) 
studies, have failed to confirm these observations (Berg 
and Shinnar, 1991; Shinnar, 1998; Tarkka et al., 2003). These 
inconsistencies may partially result from the fact that hu-
man studies inevitably involve diversity in the frequency 
of seizures (both febrile and afebrile), in the history of 
medication in retrospective studies, and in the length of 
the follow-up period in prospective studies.

Many of the difficulties associated with human stud-
ies can be controlled using experimental models of 
febrile seizures. These models have yielded reliable evi-
dence regarding cell loss, neurogenesis, and alterations 
in dendritic and axonal morphogenesis that occur after 
experimental febrile seizures.

6.1 Cell Loss

Cell loss in the hippocampus is one of the structural 
hallmarks of patients with mesial temporal lobe epi-
lepsy, but it is unclear whether febrile seizures cause 
the cell loss. No significant loss of pyramidal cells in the 
CA1 or CA3 regions, GluR2/3-immunoreactive mossy 
cells in the hilus, or GAD67 mRNA-positive interneu-
rons in these regions was observed in histological stud-
ies at 3 months after induction of experimental febrile 
seizures in the hair dryer model, indicating that febrile 
seizures do not induce delayed, chronic hippocampal cell 
loss (Bender et al., 2003). Importantly, significant neuro-
nal loss was not observed in adult rats that became epi-
leptic after experimental febrile seizures induced using 
the hair dryer model (Dube et al., 2006), indicating that 
cell loss is not necessary for the development of epilepsy 
after febrile seizures. However, another study reported a 
reduced density of parvalbumin-immunopositive inter-
neurons in the hilus at 5, 7, and 11 weeks after mercury-
vapor-lamp-induced experimental febrile seizures at P11 
(Kwak et al., 2008).

6.2 Neurogenesis

To examine the effects of experimental febrile sei-
zures on granule cell neurogenesis, Bender et al. (2003) 
injected a single dose of the S-phase marker 5-bromo-
2′-deoxyuridine (BrdU) into rat pups at 3, 7, or 28 days 
after experimental febrile seizures (hair dryer model, 
P10–11) and perfused the pups 48 h later. The number 
of BrdU-positive nuclei in the granule cell layer was 
not significantly different from that in control animals 
(Bender et al., 2003). However, Lemmens et al. (2005) re-
ported that in the dentate gyrus of male (but not female) 
P66 animals with experimental febrile seizures (hair dry-
er model, P10) in which BrdU was injected twice daily 
from P11–16, 25% more BrdU-positive cells existed than 
in age-matched normothermic controls. The authors re-
ported that gender also affected the survival of newborn 
cells in the dentate gyrus; the survival of BrdU-positive 
cells at P66 (percentage of P17) was significantly higher 
in female rats (control: 44% vs. experimental febrile sei-
zures: 53%, P < 0.05) than in male rats (control: 20% vs. 
experimental febrile seizures: 23%, not significant). The 
factors that regulate the effects of gender on these phe-
nomena remain unknown.

A recent study reported that experimental febrile sei-
zures (hair dryer model, P10) decreased the percentage 
of cells born at P11–16 that survive and differentiate into 
excitatory amino acid transporter 3-positive neurons 
in the granule cell layer at P66 from the control level of 
23%–14% (P < 0.01). Since the amino acid transporter 
eliminates glutamate from the synaptic cleft, these re-
sults suggest that experimental febrile seizures influence 



762 29. EXPERIMENTAL FEBRILE SEIZURES IN RODENTS 

J. EARLY LIFE

the excitability of the regional network (Lemmens 
et al., 2008).

Altogether, the results described above suggest that 
experimental febrile seizures affect the survival (with 
gender differences) and differentiation, but not the pro-
liferation, of newborn cells in the dentate gyrus. More 
specific markers for granule cells, such as prospero-
related homeobox 1 (Prox1), should be used to further 
determine whether these “newborn” cells are indeed 
dentate granule cells (Koyama et al., 2012).

6.3 Ectopic Granule Cells

Both human and animal studies have indicated that 
febrile seizures do not result in severe loss of primary 
neurons in Ammon’s horn or the dentate gyrus; how-
ever, it remains largely unknown whether the surviv-
ing dentate granule cells possess normal morphological, 
anatomical, and functional properties. Considering that 
the dentate gyrus prevents cortex-derived epileptiform 
discharges from invading the hippocampus, it is impor-
tant to investigate whether the properties of the dentate 
gyrus are modulated by early life febrile seizures. Thus, 
utilizing several techniques, including time-lapse imag-
ing of cultured neurons prepared from rats subjected to 
experimental febrile seizures (hair dryer model, P11), 
we examined whether such seizures induce hilar ecto-
pic granule cells that persist into adulthood (Koyama 
et al., 2012). Ectopic granule cells of this type create ab-
normal neural circuits in the hippocampus that induce 
synchronous epileptiform bursting in other hippocam-
pal neurons (Scharfman et al., 2007). As we have previ-
ously demonstrated, an overwhelming majority of the 
dentate granule cells in the adult rat brain are generated 
during the 2 weeks after birth and migrate toward the 
granule cell layer (Muramatsu et al., 2007). Therefore, 
we hypothesized that induction of experimental febrile 
seizures during this period would disturb this develop-
mental process and result in the emergence of ectopic 
granule cells. This hypothesis is supported by evidence 
from our previous study showing that granule cells born 
at P0–2 become ectopic granule cells at 6 months if the 
animals are subjected to pilocarpine-induced status epi-
lepticus at P14 (Muramatsu et al., 2008). We found that 
experimental febrile seizures induced at P11 using the 
hair dryer model increased the surface expression of 
GABAA receptors on migrating granule cells during de-
velopment, resulting in increased excitatory GABAergic 
input to these cells (Koyama et al., 2012). The enhanced 
excitatory GABAergic signaling caused a reversal in the 
direction of newborn granule cell migration via calcium 
influx, resulting in an ectopic localization of these cells 
that persisted into adulthood. Furthermore, there was 
a significant correlation between the number of ectopic 
granule cells and the occurrence of limbic seizures in 

adulthood. Importantly, these phenomena were blocked 
by inhibition of the Na+K+2Cl− cotransporter (NKCC1), 
which regulates the excitatory action of GABA. Further-
more, inhibition of NKCC1 by the diuretic bumetanide 
after febrile seizures prevented granule cell ectopia, sus-
ceptibility to limbic seizures, and the development of ep-
ilepsy. Thus, this work identifies a novel pathogenic role 
of excitatory GABAA receptor signaling and highlights 
NKCC1 as a potential therapeutic target for preventing 
granule cell ectopia and the development of epilepsy af-
ter febrile seizures.

6.4 Dendritic Morphogenesis

Silver staining revealed that experimental febrile sei-
zures (hair dryer model, P10) resulted in a number of 
neurons with shrunken dendrites in the central nucleus 
of the amygdala and in the hippocampal CA1 and CA3 
pyramidal cell layers within 24 h. These “injured” neu-
rons survived for at least two weeks (Toth et al., 1998). 
These alterations were not followed by significant DNA 
fragmentation, and no significant neuronal cell loss was 
observed in these regions 4 weeks after seizure induc-
tion. The presence of surviving neurons with malformed 
dendrites could potentially disrupt the balance between 
excitatory and inhibitory inputs to these neurons, result-
ing in hyperexcitability of the focal networks. However, 
in another study, biocytin-mediated tracing after whole-
cell recording at 1 week following experimental febrile 
seizures (hair dryer model, P10) did not reveal any dif-
ferences in the dendritic arborization of CA1 pyrami-
dal cells in animals subjected to experimental febrile 
seizures (Chen et al., 2001). Interestingly, it has been re-
ported that the dentate granule cells born 1 day after in-
duction of experimental febrile seizures by a regulated 
heated air stream at P10 had dendrites that were 66% 
longer than those of the corresponding cells in normo-
thermic controls (Raijmakers et al., 2016). The authors 
also found an increase in the number of mushroom-
type spines 8 weeks after experimental febrile seizures. 
These data indicate that the timing of febrile seizures 
with respect to neuronal differentiation affects whether 
febrile seizures induce changes in dendritic and spine 
morphologies.

6.5 Axonal Morphogenesis 
(Mossy Fiber Sprouting)

The contribution of experimental febrile seizures to 
the sprouting of hippocampal mossy fibers has also 
been examined. Mossy fiber sprouting is an important 
pathology that is frequently observed in the hippo-
campi of individuals with temporal lobe epilepsy, and 
a relationship of this sprouting to the hyperexcitabil-
ity of the dentate gyrus has been suggested (Koyama 
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and Ikegaya, 2004). Significantly increased numbers 
of Timm-positive puncta, which represent the zinc-
containing presynaptic terminals of mossy fibers, were 
observed in the granule cell and molecular layers of 
the hippocampus in 3-month-old rats subjected to ex-
perimental febrile seizures at P10–11 (hair dryer model) 
(Bender et al., 2003). Increased hippocampal activity 
was detected in these experimental animals, although 
its relationship to mossy fiber sprouting is unclear. Bun-
dled dense sprouting in the molecular layer has also 
been observed at 11 weeks after mercury-vapor lamp-
induced experimental febrile seizures at P11 (heated 
chamber model) that were later followed by spontane-
ous recurrent seizures (Kwak et al., 2008). Although the 
cellular mechanisms underlying experimental febrile 
seizure-induced sprouting remain unknown, brain-
derived neurotrophic factor (BDNF), which is sufficient 
and necessary to induce sprouting in vitro (Koyama 
et al., 2004), is a strong candidate because BDNF mRNA 
has been shown to increase after hot-water-induced fe-
brile seizures at P21 (Kim et al., 2001). BDNF has also 
been shown to mediate a febrile seizure (P11 and P14 
mice, hair dryer model)-induced increase in the density 
of mossy fiber synapses in CA3 (Tao et al., 2016).

7 NEUROPHYSIOLOGICAL CHANGES 
AFTER EXPERIMENTAL FEBRILE 

SEIZURES

Long-lasting modulation of neuronal network func-
tions after induction of experimental febrile seizures us-
ing the hair dryer model has been reported. At 1 week 
after the induction of experimental febrile seizures at 
P10, whole-cell patch clamp recordings from CA1 py-
ramidal cells in brain slices revealed that the amplitude 
of evoked inhibitory postsynaptic currents (IPSCs) was 
significantly increased compared with controls (Chen 
et al., 2001). The authors further showed that the fre-
quency of miniature IPSCs (mIPSCs) in experimental 
febrile seizure-induced rats was nearly doubled and 
that there was no change in mIPSC amplitude or kinet-
ics, indicating that the observed potentiation of inhibi-
tory transmission had a presynaptic locus. Finally, it was 
pharmacologically shown that activation of protein ki-
nase A (PKA) underlies the potentiation of the inhibitory 
responses.

Altogether, these results suggest that long-lasting po-
tentiation of inhibitory transmission decreases suscep-
tibility to seizures. However, increased inhibition has 
been associated with a persistent decrease in the seizure 
threshold after experimental febrile seizures (hair dryer 
model); one example is the observed reduction in seizure 
threshold in response to chemical convulsants in vivo 
and electrical stimulation in vitro (Dube et al., 2000).

As a mechanism underlying this paradox, the contri-
bution of the “molecular inhibition excitation converter” 
has been clearly demonstrated (Chen et al., 2001). The 
hyperpolarization-activated depolarizing current Ih 
generated by hyperpolarization-activated cyclic nucleo-
tide-gated (HCN) channels acts as a converter. In CA1 
pyramidal cells in brain slices, the membrane potential 
for the half-maximal activation (V50) of Ih was significant-
ly shifted in the depolarizing direction by 3.3 and 5.9 mV 
at 1 and 9 weeks, respectively, after induction of experi-
mental febrile seizures at P10 using the hair dryer mod-
el. A significantly larger Ih in cells from rats subjected to 
experimental febrile seizures compared with those from 
control rats has also been shown. Importantly, in pyrami-
dal cells of rats subjected to experimental febrile seizures, 
a short train of inhibitory postsynaptic potentials (IPSPs; 
6 IPSPs at 50 Hz) resembling those that occur spontane-
ously during the θ rhythm in vivo, but not single IPSPs, 
were shown to trigger postinhibitory rebound depolar-
ization and firing. This phenomenon was inhibited by 
application of the selective HCN blocker ZD-7288. Us-
ing both whole-cell dendritic recordings and computer 
models of CA1 pyramidal cells, Dyhrfjeld-Johnsen et al. 
(2008) further confirmed the upregulation of dendritic 
Ih in rats with experimental febrile seizures and showed 
that it leads to persistent dendritic hyperexcitability as 
a consequence of increased Ih-induced depolarization of 
the resting membrane potential. Thus, it is likely that a 
combination of the potentiation of inhibitory input and 
frequency-dependent modified Ih-mediated events gen-
erates persistent hyperexcitable foci in the hippocampus 
following febrile seizures.

Another solution to the above paradox is suggested 
by the demonstration of persistent potentiation of the 
depolarization-induced suppression of inhibition (DSI) 
in CA1 pyramidal cells 1–5 weeks after the induction of 
experimental febrile seizures at P10 (hair dryer model) 
(Chen et al., 2003). In this study, depolarization of CA1 
pyramidal cells resulted in a transient depression of 
spontaneous IPSCs (sIPSCs), or DSI; in slices from rats 
that had experienced experimental febrile seizures, this 
DSI was significantly increased both in magnitude and in 
duration. In both control and experimental febrile seizure 
slices, DSI was abolished in the presence of SR141716A, 
a cannabinoid type 1 (CB1) receptor antagonist, indicat-
ing the involvement of endocannabinoid signaling. Fur-
ther pharmacological manipulation of the evoked IPSCs 
(eIPSCs) suggested the activation of presynaptic CB1 
receptors by the retrograde release of endocannabinoids 
from pyramidal cells. Potentiation of endocannabinoid-
mediated retrograde signaling after experimental febrile 
seizures was demonstrated using several qualitative and 
quantitative methods that showed an increased number 
of CB1 receptors in the presynaptic terminals of chole-
cystokinin (CCK)-positive interneurons without any 
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significant change in the concentration of endocannabi-
noids in the hippocampi of animals that had undergone 
experimental febrile seizures.

Thereafter, the same group succeeded in preventing 
both the potentiation of DSI and the increase in CB1 re-
ceptor number by i.p. injection of SR141716A 1 h prior to 
experimental febrile seizure induction (P10, hair dryer 
model) (Chen et al., 2007). By blocking CB1 receptors in 
vivo, the authors further prevented experimental febrile 
seizure-induced long-lasting hippocampal excitability in 
vitro and in vivo as follows: both the electrical-stimula-
tion-induced, self-sustaining population activity of neu-
rons in vitro (1 week after experimental febrile seizures) 
and the decreased seizure threshold in response to the 
injection of kainate in vivo (6 weeks after experimental 
febrile seizures) were blocked.

Notably, dentate granule cells, which do not nor-
mally show DSI in control rats, exhibited DSI via CB1 
receptor activation after the induction of experimental 
febrile seizures (Chen et al., 2003). The dentate gyrus has 
been implicated as a highly resistant gate that blocks the 
transmission of epileptiform activity from the entorhi-
nal cortex to the hippocampus (Heinemann et al., 1992; 
Hsu, 2007; Lothman et al., 1992) via the static character-
istics of the dentate granule cells, including strong tonic, 
and phasic GABA inhibition by surrounding inhibitory 
interneurons (Nadler, 2003). Thus, it is possible that den-
tate DSI, in combination with the mossy fiber sprout-
ing that occurs following experimental febrile seizures, 
induces the malfunction of this gate, leading to hyper-
excitability of the hippocampus. This idea is supported 
by EEG recordings that show synchronized spiking and 
long-lasting abnormal discharges in the dentate gyrus 
11 weeks after mercury vapor lamp-induced experimen-
tal febrile seizures at P11 (Kwak et al., 2008).

8 NEURONAL HYPERACTIVITY AFTER 
EXPERIMENTAL FEBRILE SEIZURES

Long-term hyperexcitability of the hippocampal net-
work following the induction of experimental febrile sei-
zures using the hair dryer model has been confirmed in 
both in vitro and in vivo experiments (Dube et al., 2000). 
In adult rats subjected to induce experimental febrile 
seizures, the administration of a low dose of kainate 
(5 mg/kg, i.p.) 10–11 weeks after the experimental fe-
brile seizures induced hippocampal EEG seizures and 
associated behavioral seizures, most of which (8 of 11 
rats) progressed to status epilepticus. In contrast, only 
25% (2 of 8) of normothermic controls and 16.6% (1 of 
6) of hyperthermic controls exhibited EEG or behavior-
al seizures, and none of the control animals developed 
status epilepticus. These in vivo data were further sup-
ported by in vitro electrophysiological experiments. In 

hippocampal-entorhinal cortical slices prepared 1 week 
after the induction of experimental febrile seizures, re-
current, spontaneous, self-sustaining field discharges of 
progressively increasing amplitude and frequency were 
recorded in the CA1 pyramidal cell layer in response to 
the stimulation of Schaffer collaterals. These phenomena 
were not observed in slices from control animals. These 
results indicate that induction of experimental febrile 
seizures in early life reduces the seizure threshold to 
convulsant challenge in adulthood.

In addition, chronic video monitoring of spontaneous 
behavioral seizures and measurement of concurrent hip-
pocampal and cortical EEGs revealed the development 
of limbic epilepsy in a significant proportion of rats ap-
proximately 3 months after the occurrence of experimen-
tal febrile seizures (hair dryer model) (Dube et al., 2006).

9 BEHAVIORAL CHANGES AFTER 
EXPERIMENTAL FEBRILE SEIZURES

Epidemiologic studies of the outcome of febrile sei-
zures in humans have reported no association between 
early life febrile seizures and global cognitive dysfunc-
tion in later life. A febrile seizure cohort in the United 
States demonstrated that the intelligence and school 
performance of 7-year-old children with febrile seizures 
were not different from those of their unaffected siblings 
(Ellenberg and Nelson, 1978). In addition, a cohort study 
in the United Kingdom (Verity et al., 1998) reported that 
10-year-old children who experienced febrile seizures 
did not differ in academic progress, intellect, or behavior 
from children without febrile seizures.

The studies cited previously did not specifically in-
vestigate whether febrile seizures affect memory func-
tion. In another population-based study that examined 
the effects of febrile seizures on working memory, 
Chang et al. (2001) found that 87 school-aged children 
with febrile seizures performed significantly better 
than 87 age-matched control children in learning, con-
solidation, memory retrieval, and delayed recognition; 
however, children that had experienced febrile seizures 
prior to 1 year of age showed deficits in these skills, 
suggesting an age-dependent vulnerability to febrile 
seizures. Using a mouse model of febrile seizures (hair 
dryer, P11, or P14), we investigated the cellular mecha-
nisms underlying the age-dependent effects of febrile 
seizures on memory (Tao et al., 2016). We found that 
adult mice that had been subjected to experimental 
febrile seizures at P14 performed better in a cognitive 
task that requires dentate granule cells. The enhanced 
memory performance of these animals correlated with 
an increase in the density of the large mossy fiber termi-
nals of granule cells that was partly mediated by BDNF-
TrkB signaling. In contrast, memory enhancement was 
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not observed in mice subjected to experimental febrile 
seizures at P11; these animals exhibited ectopic granule 
cells in addition to an increased density of large mossy 
fiber terminals. Importantly, the ectopic granule cells in 
these animals were abolished by administration of the 
diuretic bumetanide, which unveiled the masked mem-
ory enhancement. Our finding that experimental febrile 
seizures at P14 but not at P11 enhanced adult memory 
performance is apparently consistent with the results 
obtained in the human studies; the first postnatal week 
in rodents roughly corresponds to the first 2–3 postna-
tal months in humans, and the next 2 postnatal weeks 
in rodents correspond to postnatal years 4–5 in humans 
in terms of the developmental stage of the hippocam-
pus and its role in learning and memory (Avishai-Eliner 
et al., 2002).

Several animal studies have investigated the molecu-
lar mechanisms underlying the relationship between 
early life febrile seizures and later hippocampal-depen-
dent memory dysfunction. In an infrared-lamp-induced 
experimental febrile seizure model, it was shown that 
single experimental febrile seizures at P10, 15, or 20, but 
not at P5, resulted in impaired inhibitory avoidance re-
sponses at P50–60 (McCaughran et al., 1982). Seizures 
induced by repeated episodes of brief hyperthermia 
(10 min at a rectal temperature of 40–43°C) at P10–12 re-
sulted in long-term memory deficits in both the Morris 
water maze (starting at P36) and an inhibitory avoidance 
task at P45; however, this study modeled brief, recurrent 
febrile seizures, not prolonged febrile seizures (Chang 
et al., 2003). Western blotting showed that the phosphor-
ylation of cAMP response-element binding (CREB) pro-
tein was significantly reduced in the hippocampi of rats 
that had been subjected to repeated experimental febrile 
seizures. Moreover, the authors showed that administra-
tion of rolipram, which activates the cAMP-CREB sig-
naling pathway, reversed long-term memory deficits via 
enhanced CREB phosphorylation. Repeated febrile sei-
zures also induced long-lasting deficits in synaptic plas-
ticity in CA1 pyramidal cells and reduced the tyrosine 
phosphorylation of the NMDA receptor subunit NR2A 
(Chang et al., 2005). Recently, abnormal firing rates of 
hippocampal CA1 cells and poor stability of their ac-
tivity have been proposed as a basis for deficits in hip-
pocampal-dependent memory in animals subjected to 
experimental febrile seizures (hair dryer model) (Dube 
et al., 2009).

To understand the effect of febrile seizures on later 
memory dysfunction, large-scale human, and animal 
studies targeting the age-dependent effects of febrile 
seizures and the cellular and molecular mechanisms un-
derlying these effects are necessary. Moreover, the use of 
noninvasive methods, such as MRI (Dube et al., 2009) to 
detect the later effects of febrile seizures on hippocampal 
function is required.

10 CONCLUSIONS

Animal models of febrile seizures have provided us 
with extensive evidence regarding the effects of early life 
seizures on the formation of neural circuits and on later 
behavior, including the development of epilepsy, which 
has been difficult to assess using human tissue samples 
alone. Studies using these models have also identified 
novel therapeutic strategies, such as increased ambi-
ent CO2 (Schuchmann et al., 2006) and the inhibition of 
NKCC1 (Koyama et al., 2012) that might be used to pre-
vent the induction of febrile seizures and the later de-
velopment of epilepsy, respectively. As performed in our 
laboratory (Koyama et al., 2012), experiments involving 
cultured brain slices and neurons from rat pups that ex-
perienced febrile seizures will help to further clarify the 
cellular and molecular mechanisms underlying febrile 
seizure-induced changes in neural circuit formation. It is 
also important to examine the role of glial cells in febrile 
seizures and the subsequent development of epilepsy.

Although one must be cautious when extrapolating 
results obtained from experimental febrile seizure mod-
els to human febrile seizures, the residual effects of a 
single episode of early life experimental febrile seizures 
have been observed in the adult brain. Future studies 
using these well-established experimental animal mod-
els will provide invaluable information concerning the 
causes and consequences of early life seizures and their 
relationship to epileptogenesis and will contribute both 
to the clarification of the mechanisms underlying neural 
circuit formation and to the development of therapeutic 
strategies to prevent epilepsy development.
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1 INTRODUCTION

It is increasingly apparent that preterm birth (PTB) 
is a complex, multifactorial syndrome wherein both 
the risk of both preterm delivery and resultant perina-
tal outcomes for the infant are predicated on the actions 
of a network of intractable (e.g., genetic background, 
family history) and modifiable (e.g., maternal stress, 

environmental exposures, sterile inflammation, infec-
tion) factors (Nadeau et al., 2016; Romero et al., 2014). 
The classical World Health Organisation (WHO) defini-
tion of PTB is live delivery prior to 37 weeks’ gestation 
(Blencowe et al., 2012). PTBs are further subclassified as 
extremely preterm (occurring before 28 weeks’ gesta-
tion), very preterm (occurring between 28 and 32 weeks’ 
gestation), and moderate to late preterm (occurring from 
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32 to 36 weeks’ gestation) (Goldenberg et al., 2008b). 
Although a range of factors including a history of pre-
term delivery or a cervix of less than 25 mm in length at 
18-week pregnancy assessment are indicators of elevat-
ed risk of preterm delivery, no definitive diagnostic test 
for PTB exists, and there are limited effective treatment 
options (Goldenberg et al., 2008a).

Highlighting comparatively recent evidence demon-
strating an increased risk of perinatal death and adverse 
neurodevelopmental outcomes in babies delivered at 
37 and 38 weeks gestation (Tita et al., 2009; Zhang and 
Kramer, 2009), a number of investigators have called for 
a reassessment of the definition of PTB, proposing a new 
cutoff gestation of 39 weeks (Goldenberg et al., 2012). 
Citing etiological similarities between spontaneous de-
liveries between 16 and 24 weeks’ gestation, the same 
group has also called for the adoption of a standard-
ized, empirically based definition of the lower limit of 
prematurity, including, perhaps, deliveries as early as 16 
weeks’ gestation (Goldenberg et al., 2012).

Currently, preterm deliveries are phenotypically 
classified as either: spontaneous (sPTB; 45% of preterm 
deliveries); preterm premature rupture of membranes 
(pPROM; 25% of preterm deliveries); or indicated de-
livery due to the identification of risk factors including 
fetal growth restriction or preeclampsia (30% of preterm 
deliveries) (Goldenberg et al., 2008b). Villar et al. (2012) 
have advocated for the adoption of a more granular phe-
notypic classification system that excludes risk factors to 
focus on five components of PTB: prelabor maternal con-
ditions; prelabor fetal conditions, placental pathology, 
signs of the initiation of parturition, and the pathway to 
delivery. Given the substantial geographical variations 
that exist in how PTB is defined (especially with re-
gards the lower limit of prematurity and the techniques 
used to estimate the date of conception), the adoption 
of a standardized, empirically defined definition of PTB 
supported by a more granular phenotypic classification 
system may benefit both our understanding of the PTB 
syndrome and allow more accurate assessment of global 
PTB trends.

The socioeconomic burden caused by PTB is pro-
found. The estimates of 2010 suggest that, worldwide, 
11.1% of all babies are born preterm (Harrison and Gold-
enberg, 2016). It is estimated that there are 15 million pre-
term deliveries each year; 965,000 neonatal deaths, and 
a further 125,000 deaths among children aged 1–5 years 
are attributable to PTB (Harrison and Goldenberg, 2016). 
Approximately 50% of chronic childhood neurologi-
cal deficit is a result of preterm delivery (Harrison and 
Goldenberg, 2016). Preterm infants are at elevated risk 
of respiratory, cardiovascular, and metabolic diseases 
and the risk of death and developmental disability in-
creases markedly with the degree of prematurity at birth 
(Harrison and Goldenberg, 2016). Data released by the 

WHO reveals that, despite significant improvements in 
reducing total under-five deaths, there has been little or 
no progress in reducing the rate of early neonatal death 
(Lawn et al., 2005).

A 2005 report by the Institute of Medicine estimated 
the annual societal cost of PTB to the USA at $26 billion 
(Institute of Medicine Committee on Understanding Pre-
mature Books and Assuring Healthy Outcomes, 2007). 
A subsequent report assessing PTB-associated costs in 
England and Wales during 2006 reported an attributable 
cost of £2.946 billion, 92% of which related to in-patient 
hospital costs after birth (Mangham et al., 2009). The 
treatment-to-discharge cost for a moderately preterm 
infant in the United Kingdom is approximately £11,629, 
some 6.3 times more than the treatment-to-discharge 
cost of infant delivered at term (Khan et al., 2016). Treat-
ment costs escalate markedly in proportion to the degree 
of prematurity; the cost of treating an extremely preterm 
infant has been estimated to be as high as $US 195,245 
(Khan et al., 2016). The majority of PTBs occur between 
32 and 36 weeks of gestation; for example, 75% of UK 
PTBs (6%–7% of total live births) fall in this moderate-
late PTB range (Khan et al., 2016). In contrast, 2013 data 
from the USA show that extremely preterm (<28 weeks’ 
gestation; 0.75% of total live births) and very preterm 
(28–32 weeks’ gestation; 1.2% of total live births) account 
for a comparatively small percentage of live births (Frey 
and Klebanoff, 2016).

Rates of PTB demonstrate marked geographic and 
socioeconomic variation. Broadly speaking, the rates of 
PTB are lowest among Caucasian populations living in 
high-resource environments. The overall rate of PTB in 
northern Europe is around 5%; in contrast, the rate of PTB 
in low-resource, sub-Saharan countries is around 18%. 
In the USA, the overall rate of birth in 2013 was 11.4%, 
down from a 2006 peak of 12.8%, potentially as a con-
sequence of fewer early inductions (Behnia et al., 2016). 
Interestingly, the rate of early PTB has not changed over 
the same period. A clear discrepancy in PTB rates exists 
between ethnic groups in the USA; 2013 data show, for 
example, that 16.3% of pregnant non-Hispanic black, 
10.2% pregnant non-Hispanic white, and 11.3% of preg-
nant Hispanic women had a preterm delivery (Harrison 
and Goldenberg, 2016). Interestingly, data from migrat-
ing Chinese populations suggest that differences in PTB 
rates between ethnicities may be geographically modifi-
able (Newnham et al., 2011). A disparate range of can-
didate factors (e.g., stress, socioeconomic disadvantage, 
genetic background, lifestyle factors) make unpacking 
the origin of these differences in the interracial PTB rate 
a difficult task.

Of the factors hypothesized to induce PTB, a signifi-
cant body of clinical and experimental data now exists 
to highlight the importance of intrauterine infection as 
a causal agent, especially in preterm infants who are 
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born at or before 32 weeks’ completed gestation (Kemp 
et al., 2010; Menon et al., 2009; Viscardi, 2010). The de-
velopment of this evidence, with specific reference to the 
use of animals in clarifying the role of infection and in-
flammation (both infectious and sterile in origin) in PTB, 
will constitute the focus of the present chapter.

2 INFECTION, INFLAMMATION, 
AND PRETERM BIRTH

Inflammation is tightly regulated process mounted by 
the body in response to tissue injury or microbial inva-
sion. A properly regulated inflammatory response acts to 
protect the body by limiting tissue damage, preventing 
further dissemination of infection, and initiating tissue 
repair. The presence of an active inflammatory response 
may, depending upon the stage of inflammation and the 
tissue in question, be determined by clinical signs (red-
ness, swelling, loss of function, heat), a molecular signa-
ture (elevated expression of proinflammatory cytokines 
and chemokines), or histological analyses (with regard 
to PTB, histological chorioamnionitis neutrophils, lym-
phocytes, and macrophages). With regard to PTB, his-
tological chorioamnionitis [neutrophil invasion of the 
chorionic and amniotic membranes, with severity and 
additional pathology described a grading system, such 
as that proposed by Redline et al. (2003)], and funisi-
tis (inflammatory involvement of the umbilical cord) 
are hallmarks of the presence of an intrauterine infec-
tion (Goldenberg et al., 2002; Grigsby et al., 2010; Kim 
et al., 2009; Lahra et al., 2007).

There is some debate, however, as to whether the in-
filtration of immune cells into the fetal membranes in 
response to infection initiates or amplifies the induction 
of PTB, or is merely an associated phenomenon. A re-
cent microarray analysis of laboring and nonlaboring 
myometrial samples identified a pattern of molecular 
inflammatory signaling consistent with neutrophil ac-
tivity (Sharp et al., 2016). However inflammation of 
uterine tissues is characteristic of uninfected pregnan-
cies delivering at term, although the magnitude of the 
inflammation is considered to be lower than in cases of 
preterm delivery with demonstrated uterine infection 
(Dudley et al., 1996; Keelan et al., 2003; Liggins, 1981). 
Moreover, acute chorioamnionitis has also been detected 
in the absence of intrauterine infection (Kim et al., 2015). 
Perhaps even more intriguing is data generated in an el-
egant study by Rinaldi et al. (2014), who showed that 
neutrophil-depleted mice had a reduction in LPS-driven 
uterine and placental IL-1β expression, but no change 
in LPS-driven PTB. These findings were subsequently 
corroborated by work in a rabbit model or prematuri-
ty; again, neutrophil-depleted animals stimulated with 
killed Escherichia coli relative had negligible signs of 

uterine or placental neutrophil invasion relative to con-
trol, but maintained high relative expression of inflam-
matory cytokines (including IL-1β) and increased rates 
of PTB (Filipovich et al., 2015).

The strongest association between intrauterine infec-
tion and preterm delivery is in cases of early PTB (prior 
to 32 weeks’ gestation). The long-held view of the eti-
ology of intrauterine infection in cases of PTB was that 
microorganisms ascended from the genital tract, invad-
ed the fetal membranes [either generally (Goldenberg 
et al., 2008b) or as proposed more recently via a discrete 
focal region (Kim et al., 2009)] before accessing the am-
niotic fluid and fetus. Recent data also suggests a role 
for hematogenously (Prince et al., 2014) spread oral mi-
croorganisms in PTB (Vanterpool et al., 2016) in support 
of earlier work by Offenbacher et al. (1996, 1998). It is 
tempting to speculate that the means by which a par-
ticular microorganism gains access to the gestational tis-
sues is dependent on both host (i.e., pregnancy related) 
and microbial factors. For example, the Ureaplasma spp. 
are exquisitely sensitive to inactivation by complement 
(Kemp, 2014). Accordingly, they are unlikely to dissemi-
nate to the fetus effectively by hematogenous spread un-
less the mother is severely complement deficient.

The application of metagenomics technologies to the 
question of PTB etiology has led to the generation of data 
suggesting that dysbiosis of the vaginal, gastrointestinal, 
and perhaps even placental microbiome may play an 
important role or at least be predictive of PTB (Vintura-
che et al., 2016). Vaginal microbiome diversity has been 
shown to decrease and population stability to increase, 
as pregnancy progresses (Vinturache et al., 2016). One 
particularly interesting hypothesis is that dysregulation 
of the cervical microbiome (which appears to show some 
homology to the oral microbiome) is associated with mi-
crobially induced shortening of the cervix, itself a known 
risk factor for PTB (Vinturache et al., 2016). Complicating 
the interpretation of these data are observations that tis-
sue sites once thought to be sterile, such as the placenta, 
do possess a native, low-biomass microbiome (Aagaard 
et al., 2014), and that the microbial population (most no-
tably species diversity) of the vagina differs between eth-
nicities (Hyman et al., 2014), proximity to the cervix, and 
with gestation (Aagaard et al., 2012). Although much re-
mains to be understood with regard to the role of the mi-
crobiome in PTB, these observations raise the question 
as to whether disruption of a yet-to-be defined “normal 
placental or intrauterine” microbiome may increase the 
risk of a preterm delivery.

What is apparent is data from clinical studies demon-
strating that the frequency of intrauterine infection and 
histological chorioamnionitis correlates inversely with 
gestational age at birth (Bastek et al., 2011; Goldenberg 
et al., 2000; Romero et al., 2005, 2007). Bacterial coloniza-
tion of the amniotic fluid is detected in <1% of women 
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not in labor at term; seminal research (now replicated by 
numerous investigators) demonstrated that in very low-
birth weight infants (<1500 g), the extraplacental mem-
branes had bacteria in 80% and chorioamnionitis in 60% 
of cases (Hillier et al., 1988). Before moving to discuss data 
from animal-based studies that support a role for infec-
tion and inflammation in PTB, it is useful to review some 
of the key microorganisms clinically associated with PTB.

2.1 Bacteria

An increasingly wide range of bacteria are identified 
from clinical samples in association with PTB, with some 
suggestion that the spread and diversity of microorgan-
isms identified alters with gestational age at delivery 
(Jones et al., 2009). Both genital tract and oropharyngeal 
microorganisms are implicated in the etiology of PTB, 
and will be introduced briefly in this section.

Members of the Ureaplasma spp. are present in the 
urogenital tract of up to 40%–80% of healthy women 
(Viscardi, 2014). Recent work by Sweeney et al. (2016) 
showed that the presence of Ureaplasma spp. in mid-
late preterm and term placental samples was associated 
with chorioamnionitis, elevated cord blood granulocyte 
colony stimulating factor [but not IL-6, IL-8, or mono-
cyte chemoattractant protein-1 (MCP-1)], and increased 
postnatal oxygen use (>6 h). Interestingly, there was no 
difference in gestational age at delivery between the in-
fected and noninfected groups, and the term delivery 
cohort (n = 92) had a higher total proportion of mild or 
severe chorioamnionitis than the mid-late preterm co-
hort (n = 443) (Sweeney et al., 2016). Chorioamnionitis 
and funisitis at term has also been reported due to in-
trauterine infection by Fusobacterium nucleatum (Bohrer 
et al., 2012). One interpretation of these data is that al-
though chorioamnionitis and Ureaplasma spp. infection 
in mid-late pregnancy or at term is associated with mod-
est adverse fetal outcomes (i.e., increased oxygen use), 
it does not correlate with an increased risk of preterm 
delivery, in contrast to findings at earlier gestations. This 
interpretation may not be true for all infecting microor-
ganisms; however, as term still birth has been reported in 
association with F. nucleatum infection (Han et al., 2010). 
Further interpreting these data from a pregnancy risk 
perspective is difficult given the problems inherent in 
determining when the Ureaplasma spp. infection became 
established. That said, these data do suggest that the 
identification of particular factors (in this cause Ureaplas-
ma spp. and chorioamnionitis) may equate with a differ-
ent risk assessment at different stages of pregnancy.

In this, and numerous subsequent studies, Ureaplasma 
spp. were the microorganisms most commonly isolated 
in PTB, although studies by several groups have dem-
onstrated the potential importance of polymicrobial 
infection of the uterus in prematurity (DiGiulio, 2012; 

DiGiulio et al., 2010; Jones et al., 2009). Ureaplasmas 
are small free-living bacteria that lack a cell wall and 
have been shown to activate the innate immune sys-
tem via Toll-like receptors (TLRs)-1, -2, and -6 (Shimizu 
et al., 2008). The original 14 serovars and 2 biovars of 
Ureaplasma urealyticum have now been reclassified into 
two species, Ureaplasma parvum (serovars 1, 3, 6, and 14) 
and U. urealyticum (serovars 2, 4, 5, 7–13) (Robertson 
et al., 2002). This taxonomy has been inconsistently em-
ployed by investigators and U. urealyticum is often still 
used to describe all 14 serovars.

The presence of Ureaplasma spp. in clinical specimens 
can be confirmed by culture or PCR assays, with more 
recent assays allowing for discrimination to serovar level 
(Payne et al., 2014a). A substantial body of data exists 
to suggest an important role of Ureaplasma spp. in early 
PTB; analysis of women with preterm labor or preterm 
prelabor rupture of membranes at 23–34 weeks gesta-
tion demonstrated Ureaplasma spp. in 43.9% of cases, 
compared with 2.7% at this age where the indication for 
Cesarean section did not include preterm labor or rup-
tured membranes (Witt et al., 2005). In a study of umbili-
cal cord blood at birth, positive cultures for Ureaplasma 
spp. were observed in 34.7% of spontaneous PTB at 
23–32 weeks gestation, compared with 3.2% for PTB at 
this age where the indication for delivery was for other 
reasons (Goldenberg et al., 2006, 2008a). Ureaplasma spp. 
are detected in respiratory tract samples of 20%–45% of 
very low (<1501 g) infants (Viscardi, 2014); data from a 
recent US cohort study demonstrated a statistically sig-
nificant association between Ureaplasma spp. coloniza-
tion of the respiratory tract and decreased gestational 
age; 65% of babies born before 26 weeks’ gestation tested 
culture or PCR positive for Ureaplasma spp. during the 
first month of life—more than double the rate of detect-
ed for preterm infants born between 26 and 33 weeks’ 
gestation (Sung et al., 2011). Ureaplasma spp. are 3 times 
more prevalent in the chorioamnion of early PTB deliv-
eries than in preterm deliveries at later gestational ages 
(Kundsin et al., 1984), with serovars 3 and 6 being the 
most commonly detected (Sung et al., 2011).

A multitude of studies over the past 20 years have 
demonstrated strong associations between Ureaplasma 
colonization of the upper genital tract (causing histo-
logical chorioamnionitis) and PTB in addition to spon-
taneous abortion, neonatal pneumonia, meningitis, and 
stillbirth (Cassell et al., 1993; Colaizy et al., 2007; Gar-
land and Murton, 1987). Ureaplasmas are microaero-
philes and demonstrate a marked affinity for epithelial 
surfaces (Cassell et al., 1993), and are phenotypically 
distinguished from Mycoplasmas by their ability to hy-
drolyze urea as their sole energy source, resulting in pro-
duction of ammonia, an increase in proton electrochemi-
cal potential, and de novo ATP synthesis (Volgmann 
et al., 2005). Interestingly, despite possessing a minimal 
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genome, Ureaplasma spp. widely express an IgA prote-
ase (Paralanov et al., 2012), which may act as a virulence 
factor in establishing mucosal infections. More recently, 
mycoplasmas, which are also implicated in infection-as-
sociated PTB, have been shown to possess a two-compo-
nent IgG binding and protease system (Arfi et al., 2016). 
Such a system may not only act as a means of circum-
venting host defense, it may also activate an innate im-
mune system-drive inflammatory response; recent data 
have suggested that leukocyte immunoglobulin-like re-
ceptor (LILR) A2, which is expressed on human myeloid 
cells, has the ability to bind with variable affinity IgM, 
IgG1, IgG2, IgG3, IgG4 fragments produced by micro-
bial proteases (Hirayasu et al., 2016).

There is ongoing debate regarding the role of peri-
odontitis and oral microorganisms in the etiology of PTB. 
Species including F. nucleatum (Gardella et al., 2004), 
Streptococcus agalactiae (Feikin et al., 2001), and Porphy-
romonas gingivalis (León et al., 2007) are among the oral 
microorganisms most commonly identified in either 
chorioamnion or amniotic fluid samples from cases of 
PTB. The most likely means by which oral microorgan-
isms are able to gain access to the uterine environment 
is predicted to be by hematogenous distribution (DiGi-
ulio, 2012). Han et al. (2010), for example, isolated the 
same clonal type of F. nucleatum from the lung of a still-
born term infant and the mother’s gingival crevice, but 
did not identify the same isolate in the mother’s vagina, 
suggesting hematogenous spread. Adding weight to the 
argument for periodontitis having a causal role in PTB 
are a number of studies linking periodontitis with PTB, 
low-birth weight, and adverse pregnancy outcomes (Ide 
and Papapanou, 2013; Offenbacher et al., 2006). In addi-
tion to directly impacting pregnancy, a review of peri-
odontitis in adverse pregnancy outcomes by Madianos 
et al. (2013) proposes that periodontitis may indirectly 
impact pregnancy well-being via cytokines/chemokines 
or proinflammatory bacterial products that may interfere 
with the immunological balance at the maternal/fetal 
interface. Studies performed in the pig-tailed macaque 
(Macaca nemestrina) provide further support for the im-
portance of systemic inflammation in adverse pregnancy 
outcomes. Employing a chronically catheterized model, 
Adams Waldorf et al. (2008) established an infection of 
the uterus with a clinical isolate of Group B Streptococ-
cus and investigated changes in fetal development and 
intraamniotic inflammation. Despite being unable to iso-
late the infecting microorganism from the amniotic fluid, 
maternal blood and fetal blood, the investigators demon-
strated marked lung injury and significant elevation of 
IL-6 and IL-8 in the amniotic fluid (Waldorf et al., 2011). 
Increased IL-8 levels were also reported in the fetal plas-
ma. These findings indicate that the direct induction of 
inflammation may not be necessary for the initiation of 
intrauterine inflammation or fetal injury.

Arguing against a role for periodontitis in PTB are 
data from two large trials, the Obstetric and Periodon-
tal Therapy Study (Michalowicz et al., 2006) (823 women 
randomized to receive scaling and root planing either 
before 21 weeks’ gestation or after delivery) and the 
Smile Study (1078 women with periodontitis random-
ized to receive periodontal treatment in midpregnancy 
or after delivery). Both studies noted an improvement 
in oral health as a result of treatment and there were 
no adverse side effects resulting from treatment. How-
ever, both studies also reported that periodontal treat-
ment did not prevent PTB. Interestingly, the findings 
of these two studies are supported by data from a rat 
study of periodontitis. Observing that many previous 
studies used models of oral pathogen challenge, rather 
than periodontitis per se, Fogacci et al. (2016) showed 
that periodontitis in Wistar rats did not alter cytokine 
levels in gestational tissues and, furthermore, that there 
was no difference in adverse pregnancy outcomes. One 
difference that was identified, however, was that fertil-
ity rates were reduced in rats with periodontitis. If and 
how periodontitis is related to PTB remains uncertain, 
and several authors have concluded that differences in 
how periodontitis is categorized may contribute to con-
flicting study findings (Ide and Papapanou, 2013). With 
a recent appreciation that the placenta possesses its own 
microbiome-bearing similarities to that of the oral cavity, 
Aagaard et al. (2014) have assessed this apparent paradox 
from a microbiome perspective. They hypothesize that 
the apparent contradiction in the literature over the role 
of periodontitis in PTB may derive from the hematog-
enous spread of pathogenic periodontal bacteria to the 
placenta during early pregnancy (Aagaard et al., 2014). 
In such a scenario, although mid-trimester periodontal 
treatment may improve clinical signs of active periodon-
titis, it is unlikely to impact the microbial population of 
the placenta, or any inflammatory response potentially 
predisposing the pregnancy to early delivery or adverse 
outcome. Some support for this theory comes from work 
in baboons (Papio anubis) undertaken by Ebersole et al. 
(2014). Using a ligature model of periodontitis, they 
demonstrated significant increases in low-birth weight, 
spontaneous abortion, and a decrease in gestational age 
among animals with periodontitis, relative to control. 
Interestingly, the authors concluded that the animals at 
greatest risk of adverse pregnancy outcomes were also 
those that had the most severe/extensive periodontal 
disease in the first half of pregnancy.

2.2 Viruses

The body of literature describing the role of viral 
pathogens in the etiology of PTB is, relative to that de-
scribing bacterial infection, comparatively small. Accord-
ingly, much remains to be understood about the role of 
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viral infection in adverse pregnancy outcomes and PTB. 
At an epidemiological level, maternal infection caused 
by a range of viruses including: influenza virus (Meijer 
et al., 2015; Nakai et al., 2012), human immunodeficien-
cy virus (Montgomery-Taylor and Hemelaar, 2015; Xiao 
et al., 2015), dengue virus (Hanf et al., 2014), adenovirus 
(Tsekoura et al., 2010), hepatitis B (Sirilert et al., 2014), and 
hepatitis C virus (Huang et al., 2015; Money et al., 2014) 
are associated with variably increased rates of PTB. Us-
ing newborn screening cards, Gibson and coworkers re-
ported that the presence of cytomegalovirus was associ-
ated with a statistically significant increase in PTB (OR 
1.61, 95% CI 1.14–2.27). Of some comfort, however, are 
studies demonstrating that vaccination against a num-
ber of these pathogens (i.e., influenza, hepatitis) dur-
ing pregnancy poses virtually no risk to the fetus (Moro 
et al., 2013, 2014). A number of viruses have been detect-
ed in mid-trimester amniotic fluid samples using molec-
ular methods; two studies, by Wenstrom et al. (1998) and 
Baschat et al. (2003) have identified (among others) the 
presence of adenovirus and cytomegalovirus in amniotic 
fluid, but both studies concluded that there was no as-
sociation between the presence of virus and pregnancy 
loss or adverse pregnancy outcome, respectively. In con-
trast, Srinivas et al. (2006) reported that the presence of 
histologic chorioamnionitis and any viral infection was 
independently associated with second trimester preg-
nancy loss. More recently, Gervasi et al. (2012) examined 
the potential association between the presence of specific 
viral nucleic acids (adenoviruses, herpes simplex virus, 
varicella zoster virus, human herpesvirus 6, human cyto-
megalovirus, Epstein–Barr virus, parvovirus B19, and en-
teroviruses) in 729 mid-trimester amniotic fluid samples 
and pregnancy outcomes. The authors reported identi-
fying viral nucleic acid in 2.2% of samples, with human 
herpes virus 6 (seven cases), human cytomegalovirus (six 
cases) being the most commonly pathogens identified. In-
terestingly, although the study did identify an association 
between maternal plasma and amniotic fluid interferon-
γ-inducible protein 10 and human cytomegalovirus copy 
number (but not human herpes virus 6 copy number), 
the authors concluded that their data did not support a 
causal association between the presence of viral nucleic 
acid in the amniotic fluid at mid-trimester screening and 
adverse pregnancy outcomes (Gervasi et al., 2012).

2.3 Fungi

Traditionally, fungi have not been considered impor-
tant in the etiology of PTB. Members of the genus Candida, 
including Candida albicans (Romero et al., 1985), Candida 
glabrata have been identified from amniotic fluid samples, 
with C. albicans being the species most commonly isolated 
(DiGiulio, 2012). There is some debate surrounding the 
role of Candida spp. in the etiology of PTB. As many as 40% 

of pregnant women may have vaginal colonization by 
Candida spp.—a significantly higher rate than in nonpreg-
nant women (DiGiulio, 2012; DiGiulio et al., 2010; Jones 
et al., 2009). The presence of C. albicans has been identified 
in amniotic fluid samples from women with spontaneous 
PTB with intact membranes (Andrew Combs et al., 2014). 
Although congenital candidiasis is a comparatively rare 
finding, intraamniotic C. albicans infection has been linked 
to fetal demise and adverse pregnancy outcomes (Chaim 
et al., 1992; DiGiulio, 2012; DiGiulio et al., 2008, 2010). 
Work by DiGuilio and coworkers indicate that C. albicans 
may be present in the intrauterine environment more fre-
quently than has been suggested by studies employing 
culture-based techniques.

3 INNATE IMMUNE RESPONSES

Before moving to review a selection of the studies 
providing evidence for the role of infection-driven in-
flammation in PTB, it is useful to touch briefly on the in-
nate immune system and, more specifically, the pattern 
recognition receptors (PRRs) that play a key role in the 
recognition of microbial agonist.

Comprised of pathogen and damage-recognizing cel-
lular [i.e., natural killer cells, macrophages, eosinophils, 
neutrophils (Alberts et al., 2002)] and humoral [(i.e., nat-
ural IgM, IgG3, and IgA antibodies (Cao, 2016), comple-
ment (Dunkelberger and Song, 2009), defensins (Hazlett 
and Wu, 2011)] elements, the innate arm of the immune 
system plays a pivotal role in defending the body from 
infection due to its ability to recognize and respond to de 
novo microorganisms. In addition to mounting an initial 
antimicrobial defense, the innate immune system also 
acts to recruit an adaptive immune response (Agrawal 
and Hirsch, 2012). Innate immune cell receptors are 
known as pattern recognition receptors (PRRs). PRRs 
are transmembrane and intracellular proteins with the 
ability to recognize a wide range of conserved pathogen-
associated molecular patterns [PAMPs; including lipo-
polysaccharide, lipoproteins, peptidoglycans, and nu-
cleic acids (i.e., unmethylated CpG motifs) (Kawai and 
Akira, 2011)] and danger-associated molecular patterns 
[DAMPs; cellular molecules generated in response to 
trauma, ischemia, cancer, etc., including heat shock pro-
teins, high mobility-group box 1 (HMGB1), nucleic acids, 
ATP, and hyaluronic acid (Tang et al., 2012)]. Activation 
of PRRs leads to the induction of an intracellular signal-
ing cascade, resulting in the production of cytokines and 
chemokines. Today, major classes of PRRs are known 
to include the TLRs (De Nardo, 2015; Kawai and Aki-
ra, 2011), C-type lectin receptors (CLRs) (Dambuza and 
Brown, 2015), retinoic acid-inducible gene I (RIG-I)-like 
receptors (RLRs) (Matsumiya and Stafforini, 2010), Nod-
like receptors (NLRs) (Franchi et al., 2009), and LILRs 
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(Hirayasu et al., 2016; Sloane et al., 2004). In addition to 
acting individually, a number of investigators have sug-
gested that PRR systems have the ability to interact; for 
example, Chaput et al. (2013) have suggested that the 
stimulation of TLRs may facilitate the internalization of 
muramyl dipeptide, which is necessary for the activa-
tion of NOD-2 signaling. LILRs, which demonstrate in-
hibitory effects on antigen presenting cell activity, may 
also act to downregulate TLR-driven proinflammatory 
signaling (Anderson and Allen, 2009).

3.1 Toll-like Receptors

TLRs were the first class of pf PRRs to be discovered. 
Ten TLRs in have been identified in humans (TLRs1–10) 
and twelve (TLRs1–9, 11, 12, 13) in mice, each recogniz-
ing a range of specific agonists (De Nardo, 2015). Plasma 
membrane expressed TLRs include: TLR1 (triacyl lipo-
peptides), TLR2 (lipopeptides, peptidoglycan, lipotei-
choic acid), TLR4 (lipopolysaccharide; note TLR4 also has 
endosomal activity), TLR5 (flagellin), and TLR6 (diacyl 
lipopeptides, lipoteichoic acid). These TLRs interact with 
microbial wall or membrane proteins and their activa-
tion results in the upregulation of proinflammatory sig-
naling cascades (Hess et al., 2016). TLR3 (dsRNA), TLR7 
(ssRNA), TLR8 (ssRNA), and TLR9 (CpG-containing 
DNA) are sequestered within endosomes and mainly 
respond to nucleic acids, resulting in the increased ex-
pression of type-I interferons (De Nardo, 2015). TLR10 
remains an orphan receptor; the activating ligand(s) 
and effector signaling pathways remain unresolved for 
this TLR. Interestingly, recent work by Jiang et al. (2016) 
showed TLR-10 suppression of IL-6 and tumor necrosis 
factor (TNF)-α expression in vitro, suggesting a potential 
role as a generalized negative regulator of proinflamma-
tory TLR signaling.

TLRs have been identified in a range of human and 
animal fetal tissues [including lung (Petrikin et al., 2010; 
Sow et al., 2012), skin (Iram et al., 2012), spleen (Na-
lubamba et al., 2008), and CNS (Vontell et al., 2013)] from 
a very early gestational age. PAMP recognition by a TLR 
leads to the recruitment of adaptor protein(s) to the intra-
cellular TIR domain and proinflammatory signaling via 
myeloid differentiation primary response 88 (MyD88)-
dependent or TIR domain-containing adapter-inducing 
interferon-β (TRIF)-dependant pathways—TLR-4 being 
the only receptor to utilize both signaling pathways. 
Initiation of the MyD88-dependant pathway leads to 
early activation of NF-кβ and MAP kinases, resulting 
(in conjunction with TRIF signaling) in the elaboration 
of inflammatory cytokines including interleukin (IL)-1β, 
IL-6, TNF-α, and chemokines including IL-8 and MCP-1. 
Activation of the TRIF-dependant pathway induces TNF 
receptor-associated factor 3 activation of interferon regu-
latory factor 3 and the elaboration of type-I interferons 

(Akira and Takeda, 2004; Kawai and Akira, 2011). Ad-
ditionally, TRIF signaling can also promote RIP-1 kinase 
interaction with TRAF6, leading to NF-kB-driven proin-
flammatory cytokine expression (De Nardo, 2015).

3.2 C-type Lectin Receptors

Historically, CLRs have been of interest due to their 
involvement in host defense from fungal infection; more 
recently, CLRs have been shown to play a role in defense 
against bacterial infection (notably the mycobacteria) and 
tissue homeostasis (Dambuza and Brown, 2015; Sancho 
and Reis e Sousa, 2012). CLRs are members of a super-
family of around 1000 proteins that are subclassified into 
17 groups on the basis of phylogenetic analysis and the 
protein domain organization. The ability to bind carbo-
hydrate in a calcium-dependent manner is a common 
characteristic of CLRs, although not all CLRs possess this 
functionality, and many exhibit specificity for different 
agonists, including proteins and lipids (Dambuza and 
Brown, 2015; Sancho and Reis e Sousa, 2012). Dectin-1 and 
Dectin-2 are among the best characterized members of 
the CLR superfamily. Dectin-1 (alternatively named CLE-
C7A) is expressed by human monocytes, macrophages, 
dendritic cells, neutrophils, and B cells (Dambuza and 
Brown, 2015; Sancho and Reis e Sousa, 2012). It is activat-
ed by β-1,3 glucans from a range of fungi including Myco-
bacteria spp.—Pneumocystis carinii, C. albicans, Aspergillus 
fumigatus, Penicillium marneffei, Coccidioides posadasii, and 
Histoplasma capsulatum, which it binds with an a-typical 
carbohydrate-binding motif in a calcium-independent 
fashion (Dambuza and Brown, 2015; Sancho and Reis e 
Sousa, 2012). Dectin-1 signals via the recruitment and ac-
tivation of Syk kinase-dependent and -independent path-
ways to regulate a range of cellular responses including 
phagocytosis, respiratory burst, enhanced production of 
IL-2, IL-6, IL-10, IL-23, and also the production of type-
I interferons in response to stimulation by C. albicans. 
Dectin-2 (alternatively termed CLEC6A) is expressed in 
macrophages, monocytes, and some classes of dendrit-
ic cells (Dambuza and Brown, 2015; Sancho and Reis e 
Sousa, 2012). Dectin-2 is primarily activated by fungal α-
mannans and in mice plays a greater role than Dectin-1 in 
driving dendritic cell responses to C. albicans (Sancho and 
Reis e Sousa, 2012).

3.3 RIG-I-like Receptors

RLRs are helicase proteins that respond to the pres-
ence of cytoplasmic RNA (Matsumiya and Staffori-
ni, 2010), making them an important defense against 
viral infection due to their ability to induce the expres-
sion of type-I interferons (Loo and Gale, 2011; Matsum-
iya and Stafforini, 2010). Members of the RLR family 
include retinoic acid inducible gene-I (RIG-I), melanoma 
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differentiation-associated gene 5 (MDA5), and labo-
ratory of genetics and physiology 2 (LGP2) (Loo and 
Gale, 2011; Matsumiya and Stafforini, 2010). As is the 
case with TLRs, RLRs each respond to a range of viruses; 
RIG-I has been shown to respond to viruses including 
Paramyxoviridae (e.g., measles and respiratory syncytial 
virus), Orthomyxoviridae (e.g., influenza A and B), and 
the Flavivirus Hepatitis C. MDA5 has a been shown to 
respond to a smaller range of viruses, including mem-
bers of the Picornaviridae and the DNA virus vaccinia 
(Loo and Gale, 2011). The role of LGP2 in antiviral signal-
ing is somewhat unclear; LGP2 differs structurally from 
both RIG-I and MDA5 due to the lack of two N-terminal 
caspase recruitment domains (CARDs), which are impli-
cated in interacting with downstream effector molecules 
to drive upregulation of antiviral gene expression (Bruns 
et al., 2013). Studies to date have shown that LGP2 has 
the ability to inhibit RIG-I-driven signaling activation; 
conversely, LGP2 has been shown to be a critical ele-
ment of MDA5-driven signaling (Zhu et al., 2014). One 
potential role for LGP2 may, however, lie in controlling 
antigen-specific CD8+ T cell survival during population 
expansion in response to viral infection. Elegant work 
in Dhx58 (the gene encoding LGP2)-null mice by Suthar 
et al. (2012) demonstrated elevated expression of death 
receptors in antigen-specific CD8+ T cells. This observa-
tion led the authors to conclude that LGP2 may function 
as a molecular switch to control death receptor signal-
ing during the early stages of T cell activation (Suthar 
et al., 2012).

3.4 NOD-Like Receptors

NLRs are a large family of cytosolic sensors primar-
ily involved in the detection of bacteria. Human NLRs 
are subclassified into one of five groups based on the 
nature of their N-terminal effector domain homology. 
Of the NLRs, members of the NLRC family NOD-1 
(which possesses one N-terminal CARD) and NOD-2 
(two N-terminal CARDs) are among the best charac-
terized (Moreira and Zamboni, 2012). NOD-1 is widely 
expressed, whereas NOD-2 expression is believed to be 
more restricted; NOD-2 expression has been detected 
in macrophages, dendritic cells, keratinocytes, epithe-
lial cells, and osteoblasts (Franchi et al., 2009). NOD-1 
and -2 expression can be induced by a range of stimuli 
including TNF-α, IFN-γ, and bacterial agonist (Chaput 
et al., 2013). NOD-1 and NOD-2 respond to products of 
Gram-positive and Gram-negative peptidoglycan syn-
thesis and degradation, including meso-diaminopimelic 
acid and muramyl dipeptide, respectively. NOD-1 sig-
naling has been shown to be induced by respiratory 
pathogens including Chlamydophila pneumoniae, Legio-
nella pneumophila, Klebsiella pneumoniae, Haemophilus in-
fluenzae, and Pseudomonas aeruginosa. Similarly, NOD-2 

responds to stimulation by Streptococcus pneumoniae, 
Staphylococcus aureus, E. coli, C. pneumoniae, and Myco-
bacterium tuberculosis (Chaput et al., 2013). Activation 
of NOD-signaling results in the NF-kB and mitogen-
activated protein kinase-driven expression of numerous 
antimicrobial peptides, cytokines, and chemokines in-
cluding human β-defensin 2, IL-6, IL-8, CCL2, and CCL5 
(Chaput et al., 2013; Voss et al., 2006).

4 INFLAMMATION AND LABOR

The net upregulation of proinflammatory mediators 
during pregnancy has the ability to shift the uterus from 
a quiescent state into one primed for labor by inducing 
remodeling and opening the cervix (otherwise known as 
cervical ripening), weakening, and eventually rupturing 
the fetal membranes, and inducing coordinated uterine 
contractions.

Increased cytokine/chemokine levels in the amniotic 
fluid and fetal membranes elicit proparturition changes 
via tissue remodeling of the membranes and cervix as 
a result of altered matrix metalloproteinase (MMP) and 
tissue inhibitors of matrix metalloproteinases in conjunc-
tion with alterations in uterine contractility via altera-
tions in prostaglandin synthesis and metabolism. MMPs 
comprise a group of some 20 endopeptidases whose pro-
teolytic remodeling of the extracellular matrix plays an 
important role in a host of normal and pathological pro-
cesses (Cockle et al., 2007). Each MMP possesses a range 
of substrate specificities, which results in considerable 
heterogeneity in their activities. A number of inducible 
factors including cytokines, hormones (including prosta-
glandins), and reactive oxygen species (especially nitric 
oxide) can induce MMP transcription. MMP activity is 
suggested to play a role in both membrane rupture and 
cervical ripening. Elevated levels of MMP-9, a gelatin-
ase, which degrades basement membrane proteins, have 
been described in the placenta, membranes, and amni-
otic fluid in term and PTB studies performed in rhesus 
macaques (Cockle et al., 2007).

Uterine activity during pregnancy and labor can be 
divided into four phases (0, quiescence; 1, activation; 2, 
stimulation; 3, involution) during quiescent pregnancy 
and the eventual transformation to parturition. During 
phase 0, a host of endocrine mediators including cortico-
trophin-releasing hormone (CRH), progesterone, pros-
tacyclin (PGI2), relaxin, and nitric oxide act to maintain 
quiescence by limiting intracellular Ca2+ release (and 
thus myofilament shortening via reduced myosin light 
chain kinase activity) in response to elevated intracel-
lular levels of cyclic adenosine monophosphate (cAMP) 
and/or cyclic guanosine monophosphate (cGMP) (Chal-
lis et al., 2000; Lye et al., 1998). In phase 1, the uterus is 
primed for activation (either by mechanostimulation or 
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uterotrophic priming) resulting in increased expression 
of procontractility proteins including the gap-junction 
protein connexion 43 and prostaglandin and oxytocin 
agonist receptors. The generation of prostaglandin H2 
from arachidonic acid is under the control of prostaglan-
din cyclooxygenase endoperoxidase synthase 1 (PTGS1) 
and 2 (PTGS2). PTGS1 is a constitutively expressed en-
zyme, whereas increases in Ptgs2 expression is closely 
associated with inflammation or injury. With regards the 
role of infection in PTB, of interest is work by Timmons 
et al. (2014) demonstrating that in mice neither the level 
of prostaglandins nor the expression of prostaglandin 
synthase enzymes are altered in term cervices; however 
and in contrast, LPS exposure induced significant in-
creases in prostaglandin synthesis and tissue levels, me-
diated by increased activity of PTGS2. In phase 2, uterine 
contractility is stimulated by prostaglandins, oxytocin, 
and CRH. The third phase of parturition is characterized 
by involution of the uterus following delivery of the fe-
tus and placenta, primarily under the control of oxytocin 
(Challis et al., 2000; Lye et al., 1998).

5 THE USE OF ANIMALS IN THE STUDY 
OF PRETERM BIRTH—JUSTIFICATION 

AND VALIDITY

The use of animals in the study of human PTB is, quite 
rightly, a contentious undertaking requiring careful con-
sideration of pragmatic and ethical aspects. In this regard, 
the work of Russell and Burch (1959), a lucid, rigorous, 
and compassionate treatment of humane experimental 
technique remains a landmark text in the field of animal 
experimentation. It should be considered essential read-
ing for all individuals contemplating the use of animals 
in scientific research (Russell and Burch, 1959).

At a pragmatic level, much of the progress made in 
our understanding of human PTB is, as with many areas 
of biomedical science, derived from the use of animal 
experimentation. One of the most important questions 
facing the investigator thus relates to the “best” animal 
in which to model human PTB. We, and others, have 
suggested that there is no “best” animal system with 
which to model human PTB; a particular animal model, 
due to the nature and regulation of fetal development, 
may be well suited to one area of investigation (Bastek 
et al., 2011; Kemp et al., 2010). Alveolar development 
in rats and mice, for example, occurs predominantly in 
the postnatal period; in contrast, alveolar development 
in sheep, guinea pigs, and humans is well advanced at 
the time of birth (Warburton et al., 2000). As such, inves-
tigating the impact of antenatal steroids, such as beta-
methasone phosphate or dexamethasone phosphate on 
antenatal alveolar development and surfactant produc-
tion is likely better undertaken in the fetal sheep than in 

a rodent. Similarly, demonstrating that infection of the 
amniotic cavity induces preterm labor is likely better un-
dertaken in a rodent model than in a sheep, due to the 
sheep’s resistance to preterm labor in response to florid 
uterine inflammation (Kemp et al., 2010). As a means of 
framing our subsequent discussion, we will draw briefly 
on mice, sheep, and nonhuman primates, three experi-
mental models that will form the bulk of our subsequent 
discussion on the study of animal models of human PTB.

Rats (commonly derived from the brown or Norwe-
gian rat, Rattus norvegicus) and mice (Mus musculus) are 
commonly employed as models of infection-derived 
PTB. Their use confers numerous advantages due to their 
small size, ease of housing, and that they may be cheaply 
and easily obtained from defined, commercial breeding 
lines. Rats and mice have a brief gestation (21–23 days 
for rats and 19–21 days for mice), produce large litters 
(6–12 pups for rats and 4–15 pups for mice), and rapidly 
reach sexual maturity (puberty occurs at 50–60 days for 
rats and 6–7 weeks of age in mice) meaning that colonies 
can rapidly be expanded to meet experimental needs 
and precise age/gender matching is generally achiev-
able (Wolfenson and Lloyd, 2003). Mice in particular are 
especially amenable to genetic modification and both 
rats and mice have well-characterized genomes. Stud-
ies involving rats and mice also benefit from the wide 
range of array platforms, multiplex protein assays, and 
siRNA probes that are commercially available (Kemp 
et al., 2010).

There are also a number of potential drawbacks to 
the use of rodents to model human PTB that need to be 
considered in experimental design. Rats and mice have 
a greatly shortened gestation when compared with hu-
mans and large litters, which limits the usefulness of this 
model when studying chronic infections/standardized 
fetal drug exposures or performing longitudinal analy-
ses. There are significant variations in responsiveness to 
inflammatory compounds (e.g., LPS) exhibited between 
strains of mice, which necessitates caution in designing 
and comparing experiments. Additionally, their small 
anatomical size and elevated litter size makes maternal 
and fetal instrumentation, surgical interventions, perina-
tal ventilation, and amniotic fluid sampling difficult.

Primates are the closest animal model to humans in 
terms of pregnancy and labor, and marmosets and ma-
caques are among the most commonly used primates in 
research (Wolfenson and Lloyd, 2003). Primate genomes 
are well studied and a host of molecular tools and com-
mercially available antibody/probe/array tools exist to 
support analytical work. Despite possessing a host of 
attractive attributes, their use in PTB research remains 
comparatively limited. Primates possess elevated sen-
tience, resulting in their use in experimental studies 
constituting an ethically difficult question. They are ex-
pensive, require substantial environmental enrichment, 
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are at times aggressive and are also a potential source 
of zoonotic disease, all of which necessitate specialized 
housing and care and dedicated, experienced technical 
staff (Wolfenson and Lloyd, 2003). Although amenable 
to chronic instrumentation and surgical interventions, 
they require significant suppression of labor postopera-
tively and extended postoperative recovery times which 
may introduce a potential source of experimental con-
founding in addition to posing additional cost to the in-
vestigators (Gravett et al., 2007).

Sheep have traditionally proved a valuable model 
in which to study fetal physiology, respiratory devel-
opment and the development of neonatal ventilation 
techniques. More recently, sheep have been employed 
in the study of the infectious and inflammatory origins 
of PTB and in the development of antibiotic therapies 
for PTB. Sheep can be selectively bred for single preg-
nancies by adaptation of the ewe’s nutritional plane and 
have a gestational length of 144–150 days (the average 
is 147 days) (Wolfenson and Lloyd, 2003) which enables 
longitudinal sampling and the analysis of the effects of 
chronic fetal exposure to pharmaceutical compounds 
and infectious agents. Both the ewe and fetus are well 
suited to a range of surgical interventions, ultrasound-
guided injections, and studies requiring long-term cath-
eterization (Meschia et al., 1969; Newnham et al., 1989). 
Sheep are easy to handle once an appreciation of flock 
behavior is gained and show a remarkable resilience to 
surgical interventions. The disadvantages of using sheep 
as an experimental model relate primarily to their size 
and their historical status as a production rather than 
laboratory animal. Sheep require large landholdings to 
breed, specialized housing facilities and are, relative to 
rodent models, expensive to purchase and slow to reach 
sexual maturity (ewes may be mated at 6 months of age 
assuming 70% of adult body weight has been achieved) 
(Wolfenson and Lloyd, 2003) and breed. From a postop-
erative care perspective, sheep are adept at disguising 
pain, making assessment of pain difficult. Sheep are well 
characterized from a physiological and parturition per-
spective but their immunology and genome is much less 
well understood. The pronounced lack of commercially 
available molecular and protein-based tools available to 
perform analyses on sheep tissues constitutes an addi-
tional drawback.

6 ANIMAL MODELS OF INFECTION-
ASSOCIATED INFLAMMATION

As will be discussed, animal studies addressing the 
form and origins of PTB-associated inflammation have 
utilized nonviable microbial agonist (i.e., E. coli lipo-
polysaccharides or synthetic TLR3 agonist poly I:C), vi-
able microorganisms (i.e., Ureaplasma spp., C. albicans, 

F. nucleatum, Group B streptococci), or inflammatory 
cytokines and chemokines (i.e., IL-1, IL-8, TNF-α) to 
directly and indirectly induce inflammatory changes in 
gestational tissues (the fetus, uterus, and placenta) with 
a view to investigating fetal injury responses, patterns 
of uterine activation and perinatal outcomes. The use 
of purified bacterial or synthetic TLR agonist allows for 
assessment of the inflammatory response derived from 
the activation of a discrete set of PRRs (such as TLR-4 
activation by E. coli LPS or TLR-3 activation by poly I:C) 
but is artificial in the sense that in utero inflammation is 
likely caused by more than one microbial agonist. The 
use of intact heat-killed bacteria (including E. coli and 
Group B Streptococci) may, on the basis that many PRRs 
act synergistically, provide a more translatable response 
and controls for growth-related variation in bacterial 
stimulation; however, the presence of multiple potential 
agonists may complicate investigations into pathway-
specific signaling in the induction of subsequent inflam-
mation.

The use of viable microorganisms including F. nu-
cleatum, U. parvum, or C. albicans may provide the most 
translatable model of fetomaternal inflammation, and is 
certainly appropriate when antimicrobial and antiinflam-
matory interventions are being tested. However, there 
are a number of potential complications to be controlled 
for in the study design, as host-dependent variations in 
microbial growth and tissue colonization in utero may 
greatly increase the variability of experimental data. As 
with the choice of a particular animal model with which 
to assess inflammation, we suggest that the choice of 
agonist employed needs to be selected with reference to 
the specific objectives of the experimental model. Puri-
fied agonist is likely of most use when investigating spe-
cific inflammatory responses to identify potential signal-
ing control points for therapeutic intervention, and live 
microorganism is an appropriate choice when seeking to 
assess the therapeutic efficacy of a combined antibiotic 
and antiinflammatory intervention.

6.1 Cytokine and Chemokine-Based Models 
of Intrauterine Inflammation

The elevated expression of proinflammatory media-
tors in gestational tissues, amniotic fluid, and cord blood 
is associated with both preterm labor and adverse peri-
natal outcomes (Gomez et al., 1998; Gotsch et al., 2007). 
Accordingly, a number of investigators have focused on 
specific cytokines and chemokines as the basis of in vivo 
experiments to investigate the role played by individual 
proteins in the induction of these two processes. Of these, 
IL-1 (Kallapur et al., 2009, 2013; Leitner et al., 2014; Rome-
ro and Tartakovsky, 1992; Romero et al., 1991; Sadowsky 
et al., 2006; Wang et al., 2006), IL-6 (Robertson et al., 2010; 
Sadowsky et al., 2006; Wakabayashi et al., 2013), IL-8 
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(Cheah et al., 2009; Sadowsky et al., 2006), and TNF-α 
(Ikegami et al., 2003; Sadowsky et al., 2006) have re-
ceived particular attention.

There is good evidence to suggest an important role 
for IL-1 in PTB. Expression of precursor IL-1β is induced 
following PRR signaling induction. Precursor IL-1β then 
undergoes caspase-1-mediated proteolytic cleavage be-
fore being secreted as mature IL-1β. In human cord blood 
monocytes, overexpression of IL-1β is controlled by in-
hibition of precursor IL-1β production and the down-
regulation of TLR-mediated NLRP3 expression, of which 
caspase-1 is a component (Sharma et al., 2015). The ma-
ture forms of both IL-1α and IL-1β bind to the widely ex-
pressed IL-1 receptor 1 (IL-1R1). IL-1R2, which has a more 
restricted pattern of expression (neutrophils, monocytes, 
and B cells), acts as a signal transduction-deficient decoy 
due to the absence of a cytoplasmic tail (Nadeau-Vallée 
et al., 2016). Binding of ligand to IL-1R1 induces accesso-
ry protein recruitment leading to the translocation of sig-
naling pathway intermediates including MyD88, TRAF6, 
and IL-1 receptor-associated kinase 4, resulting in MAPK 
and or NF-kB activation (Sims and Smith, 2010).

Unlike IL-1β, IL-1α is primarily an intracellular medi-
ator and is seldom released to the extracellular environ-
ment unless cell damage occurs (Werman et al., 2004). 
IL-1α is constitutively expressed in a wide variety of cell 
types and functions as an early responder to an inflam-
matory stimulus, acting before IL-1β to initiate an im-
mune response (Idan et al., 2015). IL-1α also differs from 
IL-1β in that it is biologically active in its precursor form. 
Work by Werman et al. (2004) demonstrated that TLR 
stimulation induces translocation of precursor IL-1α to 
the nucleus where it has the ability to activate NF-kB 
and AP-1. Subsequent studies have demonstrated that 
IL-1α is an important early responder to DNA damage, 
hypoxia, or heat shock (Idan et al., 2015).

Increases in amniotic fluid IL-1β concentrations 
have been identified in women in labor at term and in 
infection-associated PTB (Nadeau-Vallée et al., 2016; 
Romero et al., 1989). Studies in several population 
groups have concluded that IL-1, IL-1R1, IL-1R2 poly-
morphisms modify the risk for PTB (Cui et al., 2015; 
Kayar et al., 2015; Langmia et al., 2015; Pandey and Aw-
asthi, 2016; Schmid et al., 2012). Accordingly, IL-1 is of 
interest in terms of both PTB etiology and as a potential 
therapeutic intervention point. However, whether IL-1 
plays a role in all PTB phenotypes, or only those induced 
by infection, remains unclear. Wei et al. (2010), for ex-
ample, performed a metaanalysis of the association be-
tween common inflammatory cytokines and spontane-
ous PTB as an outcome in asymptomatic women. Their 
findings demonstrated an association between IL-6 and 
C-reactive protein (CRP), but did not identify a PTB as-
sociation for a number of common inflammatory me-
diators including IL-1, IL-2, IL-8, IL-10, and TNF-α. It 

is important to note, however, that this conclusion may 
be due to the small number of studies involving these 
mediators that were included in the metaanalysis (Wei 
et al., 2010). In contrast, cervical concentrations of IL-1β 
were shown to be elevated in a cohort of symptomatic 
women (22–33 weeks’ gestation) with intact membranes 
who delivered preterm (Edwards et al., 2006). A meta-
analysis of IL-1β gene variants in four ethnicities (Cauca-
sian, African American, Hispanic, Asian) from the USA, 
China, and Chile revealed an association between IL-1 
genotype pattern and moderate to severe periodontitis 
(itself associated with an increased risk of PTB) with an 
odds ratio of 1.95 (P < 0.001) (Wu et al., 2015). Additional 
work in a Turkish population has reported a potential as-
sociation between IL-1 receptor antagonist (IL-1ra) allele 
2, periodontal disease, and previous PTB, or low-birth 
weight delivery (Kayar et al., 2015).

In addition to investigations based on human clinical 
samples, animal studies have made a substantial con-
tribution to our understanding of the role of individual 
cytokines and chemokines in PTB and fetal injury. Work 
by Romero et al. (1991) describing the systemic adminis-
tration of IL-1 to pregnant, C3H/HeJ LPS resistant mice 
revealed that IL-1 induces preterm delivery in pregnant 
mice via interaction with the IL-1 receptor (Romero and 
Tartakovsky, 1992). Interestingly, studies undertaken 
by Hirsch et al. (2002) demonstrated that IL-1β is not 
an essential regulator of preterm labor induction in the 
mouse; mice lacking a functional IL-1 receptor were as 
equally susceptible to LPS-induced preterm labor as 
their wild-type counterparts (Hirsch et al., 2002). Geneti-
cally modified mouse models allow detailed studies of 
the molecular pathways underlying inflammation and 
PTB. An excellent example of this is work by Hirsch et al. 
(2002, 2006), who utilized a double knockout (Il1r1/
Tnfrsf1a) mouse model to demonstrate marked reduc-
tions in the rate of PTB even at high (1.4 × 108) doses of 
intraamniotic heat-killed E. coli. This study is of particu-
lar interest as it serves both to highlight the importance 
of multisystem signaling in infection-derived inflamma-
tion and PTB and also suggests that cytokine signaling 
(in this case IL-1 and TNF-α) constitutes an appropri-
ate therapeutic target for pharmacological intervention. 
Interestingly, at the highest dose delivered (7 × 108–
1.4 × 109 heat-killed E. coli) there was no difference in 
the rate of preterm delivery between wild-type and dou-
ble-knockout groups. Although this may be attributable 
to confounding following the exclusion of most of the 
double knockout group on the basis of maternal shock, it 
may also suggest that targeting cytokine pathways may 
only be efficacious up until a certain infectious or inflam-
matory load has been reached.

Reznikov et al. (1999) employed a IL-1β knockout 
mouse model to study the mechanistic role of IL-1β sig-
naling in the induction of preterm labor. Intracervical 
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E. coli or LPS was administered to C57BL/6J wild-type 
and IL-1β knockout mice at 70% of term gestation. PTB 
was initiated within 36 h of inoculation in 90%–100% of 
both groups of animals studied. Control animals treated 
with saline did not exhibit preterm delivery of pups. 
Interestingly, although analysis of infected IL-1β knock-
out mice demonstrated lower levels of cytokine expres-
sion, pregnancy loss rates were not reduced (Reznikov 
et al., 1999). These data suggest that an intervention for 
infection-derived preterm labor may require the control 
of IL-1 family signaling (in addition to the control of oth-
er proinflammatory cytokines/chemokines) as opposed 
to controlling the expression of an individual cytokine.

In a study of chronically instrumented rhesus mon-
keys (Macaca mulatta), Sadowsky et al. (2006) demon-
strated that infusions of IL-1β resulted in significant 
increases in amniotic fluid concentrations of IL-6, IL-8, 
TNF-α, prostaglandins, MMP9, histologic chorioam-
nionitis, coordinated uterine contractions, and preterm 
delivery. TNF-α infusions generated a similar response 
pattern, but with smaller increases in amniotic fluid 
prostaglandin concentrations and preterm delivery in 
only two of five animals. Interestingly, although both 
IL-6 and IL-8 were upregulated in response to IL-1β 
and TNF-α, infusion of these mediators alone (albeit 
in only two animals per group) was insufficient to pro-
voke the induction of preterm labor, but did induce 
histologic chorioamnionitis (Sadowsky et al., 2006). In 
earlier work employing in a sheep model of pregnancy, 
Ikegami et al. (2003) demonstrated that preterm fetal 
sheep exhibit only a minor inflammatory response to 
TNF-α, but a comparatively pronounced response to IL-
1α. Subsequent work, again in the sheep, demonstrated 
that IL-1α signaling was involved in intestinal injury 
and caused disruption to the maturation of the fetal gut 
(Nikiforou et al., 2016). More recent work by Kallapur 
et al. (2013) demonstrated a similarly strong proinflam-
matory response in rhesus monkeys given intraamniotic 
injections of IL-1β. The investigators reported substan-
tial increases in histologic chorioamnionitis, neutrophil 
infiltration of the fetal airways, and increased pulmo-
nary surfactant and cytokine mRNA expression. Of 
interest in this study was the observation that IL-1β 
administration was associated with a perturbation of 
the frequency of CD4+FOXP3+ cells in the CD4+CD3+ 
cell population (predicted to be T-regulatory cells) in the 
mediastinal and mesenteric lymph nodes and the spleen 
at 24 h post-IL-1β administration. A transient increase in 
the frequency of IL-17+ T cells was also identified (Kalla-
pur et al., 2013). These data are in keeping with clinical 
observations demonstrating that CD4+ T cells collected 
from extremely preterm infants have a strong IL-17 bias 
(Black et al., 2012). The importance of these findings re-
lates to an appreciation for the importance of CD4+ T 
cell polarization during pregnancy.

An increasing body of data exists to suggest that the 
balance of Th1 (CD4+ T cells polarized by IL-12 and 
characterized by prodigious interferon-γ production), 
Th2 (CD4+ T cells polarized by IL-4 and characterized 
by the expression of several cytokines including IL-4, -5, 
and -6 and IL-13), T-regulatory (CD4+CD25+FOXP3+ T 
cells) and Th17 (CD4+ T cells polarized under the control 
of transforming growth factor β, IL-6, IL-21, and IL-23 
that express IL-17a and IL-17f) is critical to the mainte-
nance of pregnancy (Polese et al., 2014). For example, a 
decrease in T-regulatory cells has been linked with abor-
tion in human pregnancy and that Th17 cells may pro-
mote inflammation at the fetomaternal interface in PTB 
(Polese et al., 2014). For a comprehensive review of T cell 
regulation in pregnancy see Polese et al. (2014).

In a sheep model of pregnancy, use of recombinant IL-
1ra in combination with LPS-driven TLR-4 stimulation 
showed the importance of IL-1 signaling chorioamnion-
itis and lung maturation; the use of IL-1ra significantly 
inhibited, but did not entirely resolve fetal lung and sys-
temic inflammation (Kallapur et al., 2009). Arguing for 
a central role for IL-1 in the induction of infection-asso-
ciated PTB, Nadeau-Vallée et al. (2016) have developed 
a noncompetitive peptide termed rytvela which func-
tions to selectively inhibit IL-1β signaling in an NF-kB-
independent fashion. Data from a number of elegant in 
vitro and murine studies suggested that rytvela acts by 
inhibiting the p38, JNK, c-jun, and the Rho/ROCK path-
ways (Nadeau-Vallée et al., 2015). Rytvela has shown 
promise for prolonging labor and reducing the magni-
tude of intrauterine inflammation. When administered 
to mice in combination with bacterial agonists TLR2 and 
TLR4 or recombinant IL-1β it has exhibited strong inhib-
itory effects; however, as with other inhibitors tested to 
date, it does not entirely resolve inflammatory activation 
or completely prevent preterm labor.

Wakabayashi et al. (2013) reported a similar pattern 
of findings in murine experiments with the anti-IL-6 re-
ceptor antibody MR16-1; administration of this inhibi-
tor prior to LPS treatment lowered, but did not inhibit 
preterm delivery. Studies undertaken in C57BL/6 IL6 
knockout mice by Robertson et al. (2010) demonstrated 
that IL-6 is likely an important, but nonessential factor 
in the induction of labor either at term or preterm. These 
experiments demonstrated a significant delay in term 
labor in IL6−/− mice of around 24 h, a reduction in the 
ability of LPS to induce preterm labor, and a reduction 
in the number pups that died in response to LPS expo-
sure (Robertson et al., 2010). Given changes in genes in-
volved in uterine activation (e.g., oxytocin receptor) rela-
tive to wild-type animals, combined with an absence of 
change in serum progesterone levels in IL6−/− mice, the 
authors concluded that IL-6 acts within the uterus to reg-
ulate genes important to uterine activation (Robertson 
et al., 2010). In addition to suggesting the importance of 
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specific inflammatory mediators, such as IL-1β and IL-6 
in the induction of preterm labor, these data from ani-
mal studies also suggest that any potential intervention 
will likely have to account for the action of multiple cy-
tokines and redundancy in cytokine signaling to prevent 
fetal injury and PTB.

6.2 Microbial Agonist

A number of animal models based around the intra-
venous, intraamniotic, intraperitoneal, or intracervical 
administration of LPS from E. coli or P. gingivalis have 
been employed to explore the causal relationship be-
tween infection, inflammation, and PTB. Each model is 
useful for unpacking slightly different elements of the 
PTB-infection paradigm. Intraamniotic models allow the 
analysis of direct exposure of agonist to the gestational 
tissues and fetus; cervical models are useful in studying 
inflammatory signaling arising from vaginal dysbiosis 
or ascending infection; intravenous and intraperitoneal 
studies allow the assessment of the impact of systemic 
maternal inflammation and, in the cause of intravenous 
systems, hematogenous spread on pregnancy well-being.

Studies undertaken in the early 1990s by Collins et al. 
(1994a,b) demonstrated that the intravenous administra-
tion of LPS isolated from E. coli or P. gingivalis caused a 
dose-dependent inflammatory response and negatively 
affected fetal well-being in hamster models of pregnancy. 
In a series of elegant experiments performed by Hirsch 
et al., high doses of attenuated E. coli were injected into a 
ligated uterine horn of pregnant mice, resulting in local-
ized induction of IL-1α, IL-1β, and IL-6 expression. The 
unligated horn, which did not receive E. coli, was subse-
quently induced to labor (Hirsch et al., 2002).

Studies in mice revealed that repeated, low doses 
of LPS [which does not readily cross cell–cell barriers 
(Romero et al., 1987)] administered via intraperitoneal 
injection resulted in preterm delivery and uterine in-
flammation in a cohort of 60 C3H/HeN × B6D2F1 
mice. Together, these studies suggest that labor may 
be induced by systemic mediators, and even when 
the primary site of infection is at a distance from the 
gestational tissues. The scenario of “remote inflamma-
tory activation” is supported by work undertaken in 
rhesus monkeys by Adams Waldorf et al. (2008). With 
the use of chronically catheterized animals, a Group B 
streptococci infection of the uterus was initiated, with 
subsequent analyses focusing on alterations to fetal 
development and the presence of intraamniotic inflam-
mation (Waldorf et al., 2011). Of additional interest with 
regards the potentially infection-specific nature of PTB 
is subsequent work demonstrating, again in mice, that 
different isolates of E. coli LPS exert markedly different 
effects on inflammatory signaling, and fetal well-being 
(Migale et al., 2015).

The impact of direct exposure of the fetomaternal 
tissues has also received a significant amount of atten-
tion from investigators. Work undertaken in the 1990s 
by several groups demonstrated the induction of uterine 
inflammation and preterm delivery in a rabbit model fol-
lowing intrauterine administration of E. coli to does at 21 
days (70% of term) gestation (Dombroski et al., 1990; Hed-
dleston et al., 1993; McDuffie et al. 1991). Compounding 
the complexity introduced by apparent species-derived 
differences in LPS response is a recent appreciation of 
the differences in inflammatory response conveyed by 
alterations in the structure of LPS itself. Chang et al. 
(2010) employed a macaque explant model to investigate 
changes in cytokine, chemokine, prostaglandin, and TLR 
expression in response to LPS structural variants. First 
demonstrating consistency in TLR expression, they dem-
onstrated the macaque amniochorion could distinguish 
between LPS variants—suggesting that some strains of a 
particular microorganism may be more adept at induc-
ing an inflammatory response, fetal injury, and PTB than 
others (Chang et al., 2010).

Identifying the tissues responsible for driving intra-
uterine inflammation is an important step in efforts to 
develop interventions for PTB and fetal injury. Apply-
ing the observation that MyD88 is a critical mediator 
in TLR signaling; Filipovich et al. (2009) demonstrated 
an absence of preterm labor in MyD88 knockout mice 
following LPS challenge, whereas wild-type and TRIF 
knockout animals remained susceptible to LPS-induced 
preterm labor. Using rhesus macaques, the pretreat-
ment of pregnant animals with a TLR-4 antagonist re-
duced proinflammatory cytokine expression and uter-
ine contractility following LPS administration, relative 
to animals that received LPS alone (Adams Waldorf 
et al., 2008).

In sheep, selective exposure of E. coli LPS to the lung, 
gut, or oropharyngeal cavity has been demonstrated 
to induce a systemic fetal immune response character-
ized by changes in liver enzymes associated with in-
jury, changes in LPS-isolated tissues, and alterations in 
cord blood immunocyte populations (Kemp et al., 2013; 
Maneenil et al., 2015a; Nikiforou et al., 2016; Wolfs 
et al., 2014). More recently, Kemp et al. (2016) demon-
strated that in a sheep model of early pregnancy, acute 
systemic fetal inflammation is rapidly initiated by E. coli 
LPS stimulating amniotic fluid-exposed tissues (most 
notably the fetal lung), and that this acute response is 
not derived from cells in the fetal blood. A rabbit model 
has also been used to study the temporal relationship 
between histological inflammation and intraamniotic in-
fection, illustrating that inflammation was present in the 
placenta and uterus 8 h after infection, and inflammation 
in the fetal lung 30 h after infection.

A similar pattern has been identified in a sheep model 
of pregnancy; intraamniotic injection of E. coli LPS 



782 30. INFECTION-ASSOCIATED PRETERM BIRTH: ADVANCES FROM THE USE OF ANIMAL MODELS 

J. EARLY LIFE

resulted in immunocyte infiltration of the chorioamni-
on by within 5 h, and increases in chorioamnion cyto-
kine/chemokine mRNA by 15 h. Cytokine mRNA was 
increased in the fetal lung at 2 days postexposure, and 
evidence of lung maturation was apparent after 7 days 
(Kallapur et al., 2001). These studies suggest that inflam-
mation and fetal injury is an evolving process rather than 
a “single strike” phenomenon. This observation may be 
of importance as it suggests that timely diagnosis of in-
fection and treatment may allow for the prevention of 
preterm delivery and fetal injury. This phenomenon 
has been assessed in rhesus macaques by Grigsby et al. 
(2010), who concluded that choriodecidual inflamma-
tion occurs before premature ripening of the cervix, fetal 
membranes rupture, and eventual preterm labor.

One of the most interesting contemporary areas of 
study involving animal models involves assessment 
of the impact of subclinical intrauterine inflammation, 
partly in response to the identification of an association 
between intrauterine inflammation and an increased 
risk of developing cerebral palsy or other neurodevel-
opmental disorders in infancy. Burd et al. used RU486 (a 
progesterone antagonist) and LPS in a PTB mouse model 
to investigate the effect of PTB per se on the fetal brain. 
When administered individually at embryonic day 15, 
both agents induced PTB, however, only the LPS-in-
duced animals demonstrated increases in neuronal dam-
age and cytokine expression (Burd et al., 2010).

The impact of subclinical inflammation in term and 
preterm fetuses was then elegantly demonstrated by 
employing a low dose LPS (50 µg) model of intraam-
niotic inflammation in CD-1 mice. In this study, 30% of 
animals exposed to LPS at embryonic day 15 delivered 
preterm, compared with no preterm deliveries in ani-
mals exposed to LPS at embryonic day 18. At both ges-
tational ages, 50 µg LPS exposure elicited an increase 
in IL-1β and TNF-α expression in the fetal brain, but 
no increase in IL-6. White matter injury was induced at 
both time points although the expression of glial fibril-
lary acid protein (GFAP, a 432 residue type III interme-
diate filament protein expressed in astrocytes and used 
as a marker of astrocytosis) was unchanged (Elovitz 
et al., 2011). A further study in term CD-1 mouse fetuses 
demonstrated aberrations in in vitro dendrite arbori-
zation and growth following in utero exposure to LPS 
(Burd et al., 2011). These studies suggest that although 
PTB may not occur, exposing the fetus to even relatively 
low levels of uterine inflammation early in gestation 
and, perhaps most surprisingly, close to term can lead to 
alterations in fetal neurological development and neu-
rological injury. As such these recent findings highlight 
the need to control both the preterm induction of labor 
and uterine inflammation in an attempt to improve 
pregnancy outcomes.

Data from several studies suggest a potential role for 
virus-driven TLR3 signaling (agonized by ds-RNA) in 
PTB. Ilievski et al. (2007) used intraamniotic injections 
of the synthetic TLR3 agonist, polyinosinic:cytidylic 
acid (poly[I:C]) to demonstrate increased expression of 
interferon-β and PTB in one-third of mice treated in-
traamniotically at 75% gestation. Similar findings were 
reported by Koga et al. in a series of experiments involv-
ing wild-type (C57B/6) and TLR-3 knockout mice (Koga 
et al., 2009); maternal administration (intraperitoneal) of 
poly[I:C] had no effect in knockout animals, but induced 
preterm delivery in wild-type mice in a dose-dependent 
fashion (Koga et al., 2009). Interestingly, more recent 
work involving TLR-3 has suggested the existence of a 
synergistic, “double hit” mechanism wherein the simul-
taneous administration of peptidoglycan (a TLR-2 ago-
nist) and poly[I:C] resulted in enhanced expression of 
proinflammatory mediators (IL-1β, TNF-α, CCL5) rela-
tive to the response elicited by either agonist in isolation 
(Ilievski and Hirsch, 2010).

Two subsequent papers by Racicot et al. have provid-
ed additional and important insights into the potential 
role of viruses in PTB. First, using a mouse model, ma-
ternal infection with murine γ-herpesvirus 68 (MHV-68) 
was shown to downregulate cervical TLR expression 
and cytokine/chemokine expression, relative to unin-
fected control. Interestingly, this observation correlated 
with both reduced cytokine/chemokine expression 
and increased ascending (intrauterine) infection when 
MHV-68-infected animals were challenged with E. coli 
or U. urealyticum. The authors concluded by propos-
ing a role for viral infections in making the female re-
productive tract more permissible for the transcervical 
passage of PTB-associated bacteria (Racicot et al., 2013). 
Second, the authors demonstrated that inhibition of 
the interferon-β signaling pathway results in impaired 
control of LPS-driven proinflammatory changes. In tro-
phoblast cells, MHV-68 downregulated two transcrip-
tion factors, STAT3 and Twist1—changes consistent 
with increased expression of inflammatory mediators 
when combined with TLR-4 activation by LPS (Racicot 
et al., 2016). Based on these data, a viral infection may 
play multiple roles in predisposing a pregnancy to pre-
term labor; by making the cervix more permissible to 
the passage of invading bacteria, and by increasing the 
subsequent proinflammatory response at the maternal–
fetal interface.

6.3 Viable Infection

As discussed, the use of viable, PTB-associated mi-
croorganisms to study fetal injury and inflammatory ac-
tivation of the uterus presents a number of challenges. 
It also affords the opportunity to investigate the role 
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of infection in PTB and the efficacy of potential anti-
microbial and antiinflammatory interventions. Model 
systems describing the use of viable Ureaplasma spp., 
oral microbes, and Candida spp. will be covered in the 
present section.

Some of the earliest studies into the effects Ureaplasma 
spp. on pregnancy well-being were undertaken in early 
gestation sheep by Ball et al. (1985). Ureaplasma spp. in-
fection and intraamniotic inflammation has also been 
demonstrated in a baboon model (Yoder et al., 2003). We 
have developed a sheep model of intraamniotic Urea-
plasma spp. infection wherein chronic (70 day) and acute 
(1, 3, and 7) day exposures can be initiated and then se-
quentially sampled using ultrasound-guided injections. 
Using this model, we have demonstrated that intraam-
niotic injection of Ureaplasma spp. in early pregnancy 
induced statistically significant increases in fetal lung 
IL-1β mRNA expression 6 and 10 weeks after adminis-
tration (Moss et al., 2005). We have also demonstrated 
that Ureaplasma spp. elicits a robust inflammatory re-
sponse in the fetal skin characterized by increases in 
TNF-α and MCP-1 expression, but no changes in IL-1β 
or IL-8 expression as recorded in response to LPS expo-
sure (Kemp et al., 2011). These data indicate that Urea-
plasma spp. induces a far more variable and subtle in-
flammatory response than purified LPS, an observation 
in agreement with data obtained from studies of PTB in 
humans. Lending weight to the association of Ureaplas-
ma spp. with PTB, work Novy et al. (2009) in a macaque 
model demonstrated increases in cytokine, MMP, and 
prostaglandin expression along with enhanced uterine 
activity in response to intraamniotic administration of U. 
parvum.

As noted previously, Ureaplasma spp. are the micro-
organisms most commonly isolated from cases of PTB. 
Novy et al. (2009) employed a macaque model to investi-
gate the fetomaternal responses to intrauterine infection 
with U. parvum and Mycoplasma hominum infection. They 
demonstrated a correlation between amniotic infection 
and elevated MMP-9 activity, increased amniotic fluid 
cytokines, prostaglandins (E2 and F2a), and chorioam-
nionitis (Novy et al., 2009). We have previously demon-
strated similar findings including lung inflammation, 
chorioamnionitis, and inflammation of the fetal skin in 
response to intrauterine U. parvum infection in sheep 
(Kemp et al., 2011; Moss et al., 2005, 2008). These data 
are in agreement with clinical findings and support the 
hypothesis that Ureaplasma spp. and Mycoplasma spp. are 
key microorganisms in PTB.

Maternal treatment with the macrolide antibiotic 
erythromycin is a standard clinical intervention for 
Ureaplasma spp. infection. Attempts to prevent PTB with 
maternally administered antibiotics during the third 
trimester of pregnancy have proven largely ineffective. 

Inappropriate antibiotic use, antibiotic resistance, and 
a lack of maternal–fetal transfer, and continued inflam-
matory activation by nonviable microbial agonist are all 
potential reasons for these disappointing results to date. 
The ORACLE II trial, for example, compared perinatal 
outcomes in 6295 women (in spontaneous preterm labor 
with intact membranes and no evidence of clinical infec-
tion) randomly assigned to maternal amoxicillin clavula-
nate (coamoxiclav) or erythromycin, or both, or placebo, 
4 times daily, orally for up to 10 days. Approximately 
90% of participants were enrolled in the third trimester 
of pregnancy. No improvement in primary outcome mea-
sure (a composite of neonatal death, chronic lung dis-
ease, or major cerebral abnormality) was associated with 
antibiotic use compared to placebo (Kenyon et al., 2001). 
In contrast, recent metaanalyses demonstrated a sta-
tistically significant reduction in the risk of early PTB 
and increased average gestational age at delivery when 
macrolide antibiotics were administered to women with 
bacterial vaginosis before 22 weeks’ completed gestation 
(Lamont et al., 2011).

We hypothesized that the inability of maternally ad-
ministered antibiotics to resolve PTB may be derived 
from a lack of placental transfer, rather than microbial 
resistance to the antimicrobial agents used. Using a 
chronically catheterized sheep model, we generated data 
in third trimester sheep pregnancies to demonstrate that 
maternally administered erythromycin failed to reach 
therapeutic levels in utero due to poor placental trans-
fer. Maternal administration of erythromycin achieved 
therapeutic maternal plasma macrolide concentrations 
(<0.5 µg/mL) with low concentrations in amniotic fluid 
equivalent to less than 7% transfer; fetal plasma levels 
were even lower (<1.5% transfer). In contrast, mater-
nal administration of azithromycin during the second 
trimester of pregnancy has been demonstrated to result 
in significant fetal tissue accumulation and plasma lev-
els in the sheep model (Kemp et al., 2014). These data 
are in keeping with additional studies demonstrat-
ing the efficacy of macrolide antibiotics azithromycin 
and solithromycin in eradicating amniotic fluid U. par-
vum infection in a sheep model of pregnancy (Kemp 
et al., 2014). Grigsby et al. employed a chronically cathe-
terized macaque model to similarly address the question 
of placental transfer of maternally administered azithro-
mycin and the clearance of U. parvum serovar 1 from the 
amniotic sphere. U. parvum serovar 1-infected macaques 
received maternal intravenous azithromycin (12.5 mg/
kg) twice daily for 10 days. Repeated dosing yielded am-
niotic fluid azithromycin levels similar to that of mater-
nal plasma and effective clearance of U. parvum serovar 
1 from the amniotic environment (Grigsby et al., 2009).

A number of investigators have used a mouse model 
of pregnancy to study the impact of F. nucleatum on 
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pregnancy outcomes (Han et al., 2004; Liu et al., 2007; 
Stockham et al., 2015). Han et al. used a CF-1 mouse 
model of pregnancy to induce a transient bacteremia by 
intravenously administering F. nucleatum, resulting in 
PTB, and fetal demise. The authors demonstrated that F. 
nucleatum preferentially colonized the uterus by invad-
ing blood vessel endothelial cells in the placenta, pro-
liferating in the surrounding tissues, and subsequently 
gaining access to the amniotic cavity (Han et al., 2004). 
Subsequent work in TLR4−/− knockout mice suggested 
that TLR-4 plays a primary role in F. nucleatum-driven 
inflammation signaling, and that inflammation, rather 
than the microbe itself was likely the primary cause of 
fetal demise (Liu et al., 2007). P. gingivalis is also impli-
cated as a PTB-associated pathogen of oral origin. Mi-
yoshi et al. used a mouse model to generate a chronic 
(6 weeks) odontogenic P. gingivalis infection, and then 
mated the animals to assess the impact of infection on 
inflammation, contractile apparatus, and pregnancy out-
comes. Having previously demonstrated an association 
between shortened gestation and P. gingivalis infection 
relative to control (18.3 ± 0.9 days vs. 20.5 ± 0.5 days, 
respectively) (Ao et al., 2015), P. gingivalis colonies were 
identified in villus cells and amniotic epithelial cells in 
association with two- to threefold increases in serum IL-
1β and TNF-α, and significant increases in myometrial 
oxytocin receptor and connexion 43 mRNA (Miyoshi 
et al., 2016) at 18 days gestational age.

A small number of studies have also investigated 
the impact of intrauterine C. albicans infection on fetal 
well-being in a sheep model of pregnancy (Maneenil 
et al., 2015b; Ophelders et al., 2016; Payne et al., 2014b; 
Stock et al., 2016). In these studies, infection with C. al-
bicans was accompanied by marked fetal inflammatory 
responses, increased amniotic fluid cytokines, fetal car-
diac dysfunction, but a lack of chorioamnionitis in both 
mid-late and early gestation pregnancies, highlighting 
the highly nuanced and organism-specific nature of re-
sponses to intrauterine infection.

Studies in macaques have demonstrated the poten-
tial for using combined immunomodulating and an-
tibacterial agents to simultaneously prevent preterm 
labor and downregulate in utero inflammation. Gra-
vett and Sadowsky demonstrated that an intraamni-
otic infusion of the nonsteroidal antiinflammatory 
drug (NSAID) indomethancin suppressed uterine 
contractility (ostensibly via reduced prostaglandin 
expression in utero) in chronically catheterized ma-
caques exposed to intraamniotic IL-1β. Interestingly, 
indomethacin did not resolve the amniotic fluid leu-
kocytosis or levels of proinflammatory cytokines IL-
1β, IL-8, or TNF-α (Sadowsky et al., 2000). Similar 
findings were derived from a subsequent study em-
ploying dexamethasone and IL-10 to control uterine 
contractility following IL-1β infusion in chronically 

catheterized macaques (Sadowsky et al., 2003). More 
recently, the same investigators used ampicillin in 
conjunction with dexamethasone and indomethacin 
to successfully resolve Group B Streptococcus infec-
tion and limit the expression of IL-1β, TNF-α, prosta-
glandin E2 and F2α (Gravett et al., 2007). Despite this, 
chorioamnionitis was unresolved and the expression 
of MM-9 (a key agent in cervical remodeling and fetal 
membrane degradation) remained elevated.

7 SUMMARY

Animal models, including rodents, nonhuman pri-
mates, and sheep have played a key role over the past 2 
decades in allowing the advancement our understand-
ing of the pathophysiological mechanisms underlying 
PTB. These studies have: (1) demonstrated the proin-
flammatory role of microorganisms in human preterm 
labor, (2) provided clarification on the route(s) by which 
uterine infection may occur, (3) identified the innate im-
mune signaling pathways involved in the induction of 
preterm labor via modulation of prostaglandin metabo-
lism and structural alteration of the fetal membranes and 
the cervix, (4) demonstrated the importance of control-
ling fetomaternal inflammation, not just as a means of 
preventing PTB but also to protect the fetus, and (5) of-
fered insight into how antibiotics and antiinflammatory 
agents may be used in combination to develop interven-
tions for PTB.

8 PRACTICAL STUDY—FETAL 
SURGERY IN THE SHEEP

The sheep is a uniquely versatile model organism; its 
size, resistance to labor following surgery and inflam-
matory agonist exposure allows for the surgical isolation 
of maternal and fetal tissues and the chronic catheter-
ization of maternal and fetal circulations and the amni-
otic cavity. The remainder of this chapter will focus on 
providing an introduction to a number of the key issues 
relating to performing aseptic, recovery surgery in preg-
nant sheep. This section will begin with a discussion of 
the perioperative management of sheep, and provide 
an introduction to the anesthetic and analgesic man-
agement of animals. An important point to note at this 
juncture is that rigorous perioperative management of 
pregnant sheep is as absolutely critical to the success of 
a surgical study as is the conduct of the surgery itself. 
In this regard, we cannot overemphasize the importance 
of gaining an appreciation for sheep behavior (both in 
flock and pen environments) to accurately assess animal 
welfare and analgesic requirements in the postoperative 
phase of a study.
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8.1 Anesthesia of Pregnant Sheep

8.1.1 Planning

Preparation of pregnant sheep for general anesthesia 
and surgery begins well before the day of surgery: trans-
port from the farm of origin and acclimatization to the 
research facility must be carefully planned to minimize 
the stress associated with a change in feed, climate, com-
pany, and daylight hours. Transport from the farm of 
origin or the field should be no later than 100 days ges-
tation and pregnant sheep should not be starved prior 
to transport. The veterinary inspection prior to transport 
must include assessment of body condition score as un-
derweight pregnant sheep are more prone to pregnancy 
toxemia.

8.1.1.1 INTRODUCTION TO THE ANIMAL FACILITY

The institutional procedures for introduction of sheep 
to the facility should be adhered to with particular em-
phasis on low stress handling of pregnant sheep. Com-
munal pens will maintain the dynamics of the sheep 
group so they should be housed as such until the day 
prior to surgery. This acclimatization period should be at 
least 7 days. On the day prior to surgery the ewes should 
be introduced to single pens, which are large enough for 
them to turn around in. They should always have at least 
one other ewe adjacent to them. A sudden change of 
available feed may decrease caloric intake and this may 
be detrimental to the pregnant ewe and the fetus. Intro-
ducing the feed that will be available in the research fa-
cility at the farm of origin may help familiarize the sheep 
with the different substrate. The ration should be care-
fully calculated to ensure it meets the requirements of 
pregnancy and decreases the risk of metabolic disorders.

8.1.1.2 PREGNANCY TOXEMIA

Pregnancy toxemia is a potentially fatal metabolic 
disorder of glucose and fat metabolism in sheep, which 
usually occurs spontaneously in the last 3 weeks before 
parturition (Schlumbohm and Harmeyer, 2008). While 
ewes with multiple fetuses are more commonly affected, 
the disease can occur in singleton pregnancies as well. 
The clinical signs of the disease may take a few days to 
develop and include weakness, drowsiness, sluggish 
behavior, and apparent blindness. These signs may de-
teriorate to recumbency, tremors, spasms, and death. A 
combination of low plasma glucose concentration and 
increased plasma concentration of ketone bodies charac-
terize the disease (Van Saun, 2000) and occur as a result 
of inadequate energy intake in the face of growing ener-
gy demands of the developing fetus(es). The pathophys-
iology, however, is complex and several preventative 

measures must be taken to reduce the risk of this dis-
ease. Preventative measures include: avoid interruptions 
to feed intake (e.g., transport-associated stress), ensure a 
suitable body condition score prior to transport, utilize 
singleton ewes where possible, and monitor food intake 
during the acclimatization period. Treatment is more 
likely to be successful if a timely diagnosis is made and 
an energy source is administered to sick animals (Bro-
zos et al., 2011). Oral or injectable glucose solutions can 
be administered in the short term but veterinary advice 
should be sought urgently.

8.1.1.3 HYPOCALCEMIA

An increase in calcium demand by a fetus may over-
whelm the ewe’s calcium homeostasis mechanisms 
and cause a drop in plasma calcium concentration 
(Larsen et al., 1986). Late pregnant ewes are particu-
larly susceptible to this metabolic disorder and prompt 
and aggressive treatment may be required. The clinical 
signs of hypocalcemia usually develop relatively rap-
idly and include tremors, a stilted gait and generalized 
weakness. Death may ensue within hours. Preventative 
measures should always be considered when working 
with pregnant sheep: avoid interruptions to feed in-
take (e.g., transport-associated stress) and supplement 
calcium, especially if the diet is low in calcium. Oral 
administration of a calcium solution, such as Unimix 
(The Mackinnon Project, Werribee, Victoria, Australia) 
prior to transport or as part of the introduction to the 
facility has been incorporated into the standard operat-
ing procedures of the authors’ institution to decrease 
the risk of hypocalcemia. The pathophysiology of this 
metabolic disorder is complex and treatment should be 
administered promptly and in accordance with veteri-
nary advice. Hypocalcemia is potentially fatal and as it 
often occurs as a result of nutritional stress, it is com-
monly associated with pregnancy toxemia. Preventa-
tive measures taken for one disease, invariably apply 
to both.

8.1.1.4 LAMINITIS

As sheep transition from a farm environment to a re-
search facility their diet changes from a cellulose-based 
diet to a more readily digestible starch-based diet. If 
this change is abrupt ruminal acidosis may develop. 
Ruminal acidosis may manifest as laminitis, which is 
a painful condition of the hooves. Laminitis refers to 
inflammation of the laminae of the hoof wall and pres-
ents with reluctance to stand or move. The hooves 
may feel warm and the animal may overreact to pres-
sure applied to this area. The condition is painful so, 
while the underlying cause should be addressed, the 
administration of analgesia is essential. Treatment of 
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the underlying cause is focused on modification of the 
diet to increase the intake of lucerne hay and chaff (at 
least matchstick length) and limit the intake of grain or 
pelleted feed. Oral sodium bicarbonate may be admin-
istered under veterinary direction to alter the pH of the 
rumen. For analgesia buprenorphine is suitable and a 
single dose of a nonsteroidal antiinflammatory may be 
appropriate. Analgesia should be administered under 
veterinary direction.

8.1.2 Anesthetic Considerations for Pregnant Sheep

General anesthesia causes a range of major physi-
ological alterations and in combination with pregnancy 
there are a number of specific considerations, which 
require attention when planning anesthesia for preg-
nant animals. These considerations relate to the global 
increase in oxygen consumption and decreased func-
tional residual capacity of the lung during pregnancy. 
Furthermore, during pregnancy, the mean arterial blood 
pressure (ABP) is lower and the heart rate and cardiac 
output are higher than during the nonpregnant state. 
Pregnant animals also have an increased blood volume 
and a dilutional anemia. These changes contribute to 
an increased risk of hypotension, hypercapnia, and hy-
poxemia during general anesthesia. It is important that 
these physiological parameters are monitored and man-
aged for the well-being of both the ewe and the fetus.

8.1.3 Preanesthetic Preparation, Assessment, and 
Premedication

Preanesthetic fasting is routine for ruminants but dur-
ing pregnancy it is preferable to maintain caloric intake 
prior to anesthesia and allow access to food and water 
up until the administration of preanesthetic medica-
tion. This approach will minimize the risk of periop-
erative pregnancy toxemia and hypocalcemia, and will 
contribute to an uneventful recovery from anesthesia 
and surgery. However, the anesthetic complications as-
sociated with a full rumen include: regurgitation of ru-
men contents and the risk of aspiration; rumen bloat; 
a decrease in functional residual capacity as a result of 
the weight of the rumen on the diaphragm, especially 
in dorsal recumbency; hypoventilation; and decreased 
cardiac output due to decreased venous return. These 
potential complications can be managed by ensuring 
placement of an appropriately sized cuffed endotracheal 
tube promptly after induction of anesthesia, monitoring, 
and management of rumen bloat, intermittent positive 
pressure ventilation during anesthesia and appropriate 
cardiovascular support during anesthesia (e.g., intrave-
nous fluid therapy).

On the morning of anesthesia and surgery, the ewe 
should be examined. This preanesthetic assessment 

should include observation of the ewe from a distance 
to subjectively assess demeanor, comfort, and gait. Ob-
jective measurements of rectal body temperature, heart 
rate, respiratory rate, and character should also be made. 
If the preanesthetic assessment is satisfactory a tranquil-
izing combination of drugs should be administered as a 
“premed.” This preanesthetic medication provides anx-
iolysis, mild tranquilization, and preemptive analgesia 
and will facilitate a smoother induction of and recovery 
from anesthesia. Premedication should also make physi-
cal restraint for placement of an intravenous catheter less 
stressful for both the ewe and personnel. The premedica-
tion combination of drugs should be administered by in-
tramuscular (IM) injection 30–40 min prior to induction 
of anesthesia unless α2 adrenoreceptor agonist drugs are 
being used. In this case the premed can be given just 10–
15 min prior to induction of anesthesia. It is best to leave 
the ewe in the same room as other ewes until the lat-
est possible moment. Isolating her will cause significant 
stress. The induction of anesthesia should occur a short 
distance from the housing area to minimize the stress of 
being alone. Table 30.1 includes drugs that can be used 
for premedication. The dose of drugs should be calculat-
ed according to lean body mass. If the sheep have signifi-
cant wool growth then this should be considered when 
estimating their actual weight from the weight given by 
reliable scales.

8.1.4 Induction of Anesthesia

Following premedication, the ewe should be tran-
quilized or sedated, and can be transported to the an-
esthetic induction area. The ewe should be restrained in 
the “shearing position” (Fig. 30.1A). The wool over the 
cephalic vein should be clipped and the site prepared for 
aseptic placement of an intravenous catheter. The per-
son restraining the ewe will occlude the vein by plac-
ing pressure over it as it traverses the radius and ulna, 
close to the elbow joint (Fig. 30.1B). This occlusion will 
“raise” the vein to facilitate identification and catheter-
ization. An 18 gauge catheter can be placed in most preg-
nant ewes (Fig. 30.1C). The catheter should be secured 
in place with adhesive tape and flushed with 3–5 mL of 
heparinized saline (5 IU/mL heparin in 0.9% NaCl).

Once the catheter is placed, secured and flushed intra-
venous anesthetic induction drugs can be administered. 
Drugs that can be used for induction of anesthesia are 
listed in Table 30.2. Immediately after induction of an-
esthesia, an oral endotracheal tube is placed. The posi-
tioning of the ewe is important to ensure that saliva or 
regurgitated rumen contents are not aspirated. The neck 
should be extended and the tongue must be withdrawn 
(Fig. 30.2A). A laryngoscope is used to facilitate place-
ment of the endotracheal tube by optimizing the view 
of the larynx. A long straight laryngoscope blade is used 
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and the tip of the blade is positioned to depress the base 
of the tongue and allow a good view of the arytenoid 
cartilages. The endotracheal tube must have an inflatable 
cuff to create a seal within the lumen of the trachea. An 
8–8.5 mm cuffed endotracheal tube is appropriate for a 
50–60 kg ewe.

To confirm correct placement of the endotracheal tube 
in the trachea, there are a few tests which should be per-
formed: visualize the passage of the endotracheal tube 
over the epiglottis and between the arytenoid cartilages, 
attach a capnograph to ensure carbon dioxide is detected 
during expiration, observe condensation on the inside of 
the tube, observe the displacement of wool fibers held 
at the end of the tube during inspiration and expiration. 
Once correct placement is confirmed, secure the tube in 
place with a gauze tie and inflate the cuff. Do not move 
the animal until the tube is secured and the cuff has been 
inflated.

To optimize conditions for successful tracheal in-
tubation, the animal must be adequately anesthetized. 
Trauma to the larynx, laryngospasm, and laryngeal 
edema are all more likely if the patient is inadequately 

anesthetized. Consider giving more of the intravenous 
induction agent or, in the instance of using midazolam 
or diazepam and ketamine, wait another 15–30 s to allow 
the drugs to have their full effect. A long straight blade 
laryngoscope with a light is also essential in this species. 
The position of the neck has been discussed but subtle 
changes can alter the view of the larynx considerably so 
instruct the person restraining the animal accordingly. 
Suction may also be helpful as saliva can accumulate 
around the larynx if there is a delay to intubation. Re-
gurgitated rumen material can also present a risk of as-
piration, but the potential for active regurgitation is less 
if the depth of anesthesia is adequate.

8.1.5 Maintenance of Anesthesia

The best option for maintenance of anesthesia in preg-
nant sheep is delivery of an inhalational anesthetic agent, 
such as isoflurane or sevoflurane in 100% oxygen. An 
anesthetic machine with a circle breathing system and a 
mechanical ventilator is required and this should be as-
sembled and leak tested prior to induction of anesthesia. 

TABLE 30.1  Premedicant Drugs for Use in Pregnant Sheep Prior to General Anesthesia

Drugs Dose Comments

Acetylpromazine 
(phenothiazine 
tranquilizer)

0.01–0.04 mg/
kg SC or IM

Mild tranquilizer when used alone, moderate tranquilizer when used in combination with an opioid

Causes a dose-dependent decrease in arterial blood pressure due to vasodilation

Long duration of action (∼6 h)

Buprenorphine 
(partial µ ago-
nist opioid)

0.01–0.02 mg/
kg IM

Moderate tranquilization occurs when combined with acepromazine

Provides preemptive analgesia

Long duration of action (∼6–8 h)

Morphine (pure µ 
agonist opioid)

0.1–0.3 mg/
kg IM

Moderate tranquilization occurs when combined with acepromazine

Provides preemptive analgesia

Moderate duration of action (∼2–4 h).

Xylazine (α2 
adrenoreceptor 
agonist)

0.1–0.3 mg/
kg IM

Heavy sedation, especially when combined with an opioid

Provides some analgesia.

May cause pulmonary edema in sheep

Short duration of action (∼1 h).

Side effects include hyperglycemia, hypotension, hypoxemia, and cardiac arrhythmias

Can be reversed with yohimbine or atipamezole

Medetomidine (α2 
adrenoreceptor 
agonist)

10–30 µg/kg 
IM

Heavy sedation, especially when combined with an opioid

Provides some analgesia

May cause pulmonary edema in sheep

Short duration of action (∼1 h).

Side effects include hyperglycemia, hypotension, hypoxemia, and cardiac arrhythmias

Can be reversed with yohimbine or atipamezole

IM, Intramuscular; SC, subcutaneous.
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The breathing system is connected to the endotracheal 
tube and an initial fresh gas flow of 2 L/min and an ap-
propriate vaporizer setting should be set. The vaporizer 
setting should then be adjusted according to clinical as-
sessment of anesthetic depth with an understanding of 
the physicochemical properties of the agent being used 

(Table 30.3). Maintenance of anesthesia at 1.5 x MAC is 
standard.

The use of nitrous oxide as part of the carrier gas for 
sheep is controversial. Nitrous oxide has a very low 
blood:gas partition coefficient so rapidly moves from 
the blood to gas filled cavities in the body, including the 

FIGURE 30.1 (A) Restraint in the “shearing position.” (B) An assistant occludes the cephalic vein to facilitate identification of the vessel and 
placement of the intravenous catheter. (C) An intravenous catheter placed in a cephalic vein for administration of anesthetic induction drugs and 
intraoperative fluid therapy.

TABLE 30.2  Anesthetic Induction Drugs for Use in Pregnant Sheep. The Authors’ Preference is Midazolam or Diazepam and Ketamine

Drugs Dose Comments

Propofol (phenol) 4–6 mg/kg IV No analgesia

Rapid onset and short duration of action

Postinduction apnea may occur for 3–5 min

May cause a decrease in blood pressure due to vasodilation

Alfaxalone (steroid anaesthetic) 1–2 mg/kg IV No analgesia

Rapid onset and short duration of action

Postinduction apnea may occur for 3–5 min

May cause a decrease in blood pressure due to vasodilation.

Midazolam or diazepam and ketamine 
(benzodiazepine and a dissociative anaesthetic)

0.25 and 5 mg/kg IV Delayed onset of action (∼30–60 s)

Ketamine has analgesic properties

Maintenance of heart rate and blood pressure

Thiopentone (barbiturate) 6–10 mg/kg IV No analgesia

Rapid onset of action

May cause a decrease in blood pressure due to vasodilation
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rumen. Given this property of nitrous oxide there is a 
theoretical concern, at least, that the inclusion of nitrous 
oxide in the carrier gas will exacerbate rumen bloat and 
compromise both venous return to the heart and there-
fore cardiac output, and decrease the functional residual 
capacity of the lungs. The argument for using nitrous ox-
ide is that through the second gas effect it will increase 
the speed of uptake of other inhalant anesthetic drugs, 
such as isoflurane, and it may have analgesic properties. 
If nitrous oxide is included in the carrier gas, it should be 
no more than 70% and no less than 50% of the fresh gas 
flow. Hypoxemia is a common complication of general 
anesthesia in pregnant sheep so 100% oxygen as the car-
rier gas is often required, precluding the use of nitrous 
oxide.

8.1.5.1 MECHANICAL VENTILATION

Intermittent positive pressure ventilation during gener-
al anesthesia of pregnant sheep will achieve a stable plane 
of anesthesia, adequate oxygenation, and ventilation and 

may help prevent lung collapse associated with position-
ing (Dugdale, 2007). It is routine to use a mechanical ven-
tilator throughout anesthesia to achieve normocapnia and 
prevent hypoxemia. Ventilator settings will vary between 
models but delivering a tidal volume between 10 and 
15 mL/kg to a peak inspiratory pressure no greater than 
20–25 cmH2O at a rate to achieve normocapnia (end-tidal 
CO2 of 35–45 or ∼4.6–5.8 kPa) should be appropriate for 
the majority of animals (Davis and Musk, 2014). Monitor-
ing the adequacy of ventilation is covered in Section 9.13.

Efficient mechanical ventilation will only be possible 
if the animal is adequately anesthetized. If resistance to 
breaths is observed (bucking the ventilator), the depth of 
anesthesia should be assessed carefully and adjusted ac-
cordingly. Neuromuscular blockade may be required, but 
in this species it is not usually necessary. Atracurium and 
pancuronium are nondepolarizing neuromuscular block-
ing agents that could be used for this purpose. These 
drugs should only be administered by personnel familiar 
with their clinical effects, when adequate monitoring of 
the depth of anesthesia can be performed, and when in-
termittent positive pressure ventilation can be provided.

8.1.5.2 INTRAVENOUS FLUID THERAPY

Fluids are administered during general anesthesia to 
expand the blood volume and offset drug-mediated va-
sodilation, replace losses associated with surgery or ex-
posure of body cavities, and provide maintenance needs. 
A balanced electrolyte crystalloid solution is usually suf-
ficient (e.g., Hartmann’s or lactated Ringer’s solution) 
when delivered at 10 mL/kg/h during anesthesia. If the 
animal is hypotensive or there is significant hemorrhage 

FIGURE 30.2 (A) Placement of an endotracheal tube after induction of anesthesia. The neck is extended and the tongue is withdrawn. A long 
straight bladed laryngoscope is used to help visualize the larynx. (B) Positioning of the head and neck during general anesthesia is essential to fa-
cilitate drainage of saliva and regurgitated material away from the larynx. A bucket is used to collect this fluid, which may be a significant volume 
after 2 h of anesthesia. (C) Profuse salivation is normal for sheep.

TABLE 30.3  Physical and Chemical Properties of Isoflurane and 
Sevoflurane in Pregnant Sheep

Physicochemical property Isoflurane Sevoflurane

MAC (%) in pregnant sheep 
(Okutomi et al., 2009)

1.02 ± 0.19 1.52 ± 0.15

Blood:Gas partition coefficient 1.46 0.68

Boiling point (°C) 49 59

Saturated vapor pressure 
at 20°C (mmHg)

240 160
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associated with the surgical procedure, a higher infusion 
rate of the crystalloid should be administered and a colloid 
solution may be indicated. Colloids are starch, gelatin, or 
dextrans in origin and have the advantage of more pro-
longed plasma volume expansion when compared to crys-
talloids. The infusion rate of a colloid is lower than that of 
a crystalloid (2–5 mL/kg/h). Crystalloids and colloids can 
be given concurrently but if large volumes are required a 
second intravenous catheter may be useful. Consider cath-
eterizing the other cephalic vein or the jugular vein. Blood 
pressure should be monitored throughout anesthesia and 
the infusion rate of fluids adjusted accordingly.

8.1.5.3 POSITIONING

The surgical procedure will usually dictate the po-
sition in which the animal is placed for the majority of 
the anesthetic. Invariably dorsal recumbency is required 
but this position predisposes the animal to hypoten-
sion and a decrease in the functional residual capacity 
of the lungs. Monitoring and managing blood pressure 
and ventilation is important during anesthesia, but es-
pecially during positioning in dorsal recumbency. Given 
the propensity for ruminants to salivate it is important to 
position the animal to prevent saliva entering the larynx 
by lowering the head or creating an uphill gradient to 
the pharynx to prevent accumulation of fluids around 
the cuff of the endotracheal tube (Fig. 30.2B). Creating a 
passage for drainage of these secretions and any regur-
gitated material is essential (Fig. 30.2C). It is also impor-
tant to avoid hyperextension of the hips and shoulders 
during positioning on the surgery table.

8.1.5.4 MONITORING ANESTHESIA

The ultimate aims during anesthesia are to ensure an 
adequate depth of anesthesia, the provision of appropriate 
analgesia and maintenance of oxygen delivery to ensure 
cells and tissues can continue functioning normally. This 
approach can be considered as monitoring the central ner-
vous system, the cardiovascular system (delivering blood 
to the tissues) and the respiratory system (adding oxygen 
and removing carbon dioxide from the circulation). Anal-
gesia will be discussed in the next section.

8.1.5.5 ASSESSMENT OF DEPTH OF ANESTHESIA

Monitoring central nervous system depression is 
essential during anesthesia. Electroencephalography 
(EEG) may be one of the most extensively utilized meth-
ods for objective evaluation of the state of responsiveness 
of the central nervous system and is considered the most 
direct indicator of central nervous system depression 
(Serfontein, 2010). There is, however, considerable varia-
tion between species and the EEG changes associated 

with different drugs may also complicate interpretation. 
Recent work suggests that the EEG can be relied upon in 
sheep to determine depth of anesthesia (Otto et al., 2012) 
but in the majority of environments assessing the depth 
of anesthesia will be a subjective exercise.

There are a number of observations to make when un-
dertaking subjective assessment of anesthetic depth in 
sheep: palpebral (blink) reflex, muscle tone, eye position, 
and tongue withdrawal. At an adequate depth of anes-
thesia, there should be a sluggish palpebral reflex when 
the medial commissure of the eyelids is gently stimu-
lated. The muscles should be relaxed without any resis-
tance to manipulation. During a laparotomy an anesthe-
tist has access to the head so testing jaw tone is helpful to 
determine the muscle tone of the masseter muscles. The 
position of the eye will change during anesthesia and al-
though it can be difficult to interpret when an animal is 
in dorsal recumbency the basic pattern is that the eye is 
in a central position initially and rotates ventrally dur-
ing anesthesia. It will return to the central position if the 
depth of anesthesia is too deep or if the animal is wak-
ing up. Lastly, tongue withdrawal can easily be checked 
regularly. The tongue should be relaxed at an adequate 
depth of anesthesia. When assessing depth of anesthesia 
by these subjective techniques, it is essential to evaluate 
more than one parameter before deciding whether the 
depth of anesthesia is adequate.

8.1.5.6 CARDIOVASCULAR PERFORMANCE

The overall aim of monitoring and managing the car-
diovascular and respiratory systems during anesthesia 
is to ensure that the oxygen supply to the tissues exceeds 
the oxygen demand of the tissues. If oxygen delivery 
(DO2) is a product of the cardiac output (CO) and the ox-
ygen content of arterial blood (CaO2) then maintaining 
these two parameters is essential. Measuring the cardiac 
output is not routinely performed during anesthesia as 
it is a technically challenging technique that is relatively 
invasive and expensive. As a surrogate for cardiac out-
put, ABP is measured. If CO = heart rate × stroke vol-
ume and ABP = CO × total peripheral resistance, we 
can see that measuring the heart rate and ABP during 
anesthesia can indirectly indicate the adequacy of car-
diac output. During anesthesia pregnant ewes may be 
anemic so CaO2 may be lower than normal (Musk and 
Kemp, 2016). Low CaO2 will compromise DO2 so it is es-
pecially important that CO is monitored and managed.

The heart rate can be measured with an electrocardio-
graph (ECG) and the pulse rate can be measured with a 
pulse oximeter. The ECG displays the electrical activity 
of the heart and is used to assess heart rate and rhythm. 
The pulse oximeter measures oxyhemoglobin saturation 
and pulse rate. The normal heart rate of a pregnant sheep 
during anesthesia will vary according to anesthetic and 
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analgesic protocol employed but should be between 70 
and 100 beats/min. Alterations in the heart rate can be 
caused by a number of different factors (Table 30.4).

ABP can be measured noninvasively with either an os-
cillometric technique or a Doppler technique. The former 
measures systolic, mean, and diastolic ABP while the latter 
measures systolic ABP only. The aim is to maintain mean 
ABP over 60 mmHg or the systolic ABP over 90 mmHg. 
It is important to familiarize yourself with your equip-
ment to ensure accurate measurements are made and ap-
propriate therapy is instituted. The gold standard of ABP 
measurement is an invasive technique where a catheter is 
placed in a peripheral artery, connected by a fluid filled 
tube to a transducer, and converted to an electrical signal. 
Invasive ABP measurement is the most accurate method 
for the measurement of ABP and should be considered if 
the duration of anesthesia is likely to be greater than 1 h.

The most common alteration to ABP is hypotension 
and in turn, the most common cause of hypotension is 
vasodilation induced by inhalant anesthetics (especially 

isoflurane). Decreasing inhalant anesthetic requirements 
can be achieved with premedication, as discussed pre-
viously and appropriate analgesia. The management 
of hypotension is usually most successful with IV flu-
id therapy. Isotonic crystalloids should be delivered at 
10 mL/kg/h during anesthesia but the rate of admin-
istration can be increased up to 80 mL/kg/h for a brief 
period if required. Colloid infusions can be given con-
currently (2–5 mL/kg/h). The most common causes of 
hypotension are presented in Table 30.5.

8.1.6 Respiratory Performance

The adequacy of ventilation is best assessed by mea-
suring the partial pressure of CO2 in arterial blood 
(PaCO2). Alternatively, end-tidal CO2 can be measured 
as a noninvasive estimate of PaCO2. In the absence of 
significant lung collapse or compromise to pulmonary 
perfusion, the measurement of end-tidal CO2 by cap-
nography gives a good indication of the adequacy of 

TABLE 30.4  Factors Affecting the Heart Rate During Anesthesia

Change in heart rate Cause Management

Increase Inadequate depth of anesthesia: 
“too light”

Assess depth of anesthesia and deliver more anesthetic agent (intravenous or 
inhalant drugs) if appropriate. Check endotracheal tube position and cuff

Inadequate analgesia Assess depth of anesthesia and if adequately anesthetized, administer more 
analgesia

Hypotension Isotonic crystalloids: initiate intravenous fluid therapy (10 mL/kg/h) or deliver 
a bolus of (40–80 mL/kg/h) for 10–15 min

Colloids: deliver 2–10 mL/kg/h of gel or starch-based colloid

Hypovolemia Isotonic crystalloids: initiate intravenous fluid therapy (10 mL/kg/h) or deliver 
a bolus of (40–80 mL/kg/h) for 10–15 min

Colloids: deliver 2–10 mL/kg/h of gel or starch-based colloid

Hypercapnia Initiate mechanical ventilation or adjust ventilation parameters to achieve 
normocapnia

Hypoxemia (early) Mechanical ventilation with 100% oxygen and positive end-expiratory pressure 
(PEEP)

Drugs Ketamine may cause a transient tachycardia after induction of anesthesia

Decrease Excessive depth of anesthesia: 
“too deep”

Assess depth of anesthesia and adjust delivery of anaesthetic drugs accordingly

Overdose of analgesic drugs 
(especially opioids)

Administer atropine (0.02 mg/kg) or glycopyrrolate (0.01 mg/kg) IV

Hypertension Stop IV fluids

Hypervolemia Stop IV fluids

Hypoxemia (advanced) Mechanical ventilation with 100% oxygen and PEEP

Hypothermia Check core body temperature and provide insulation, circulating warm air 
blankets, hot water bottles, heat pads, heat lamps, warm IV fluids

Overdose of alpha 2 
adrenoreceptor agonist drugs 
(e.g., xylazine)

Administer atipamezole (5 µg/kg) IM
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ventilation (Bilbrough, 2006). End-tidal CO2 should be 
between 35 and 45 mmHg (∼4.6–5.8 kPa). If the PaCO2 
increases ventilation is inadequate and if it decreases 
ventilation is excessive (Table 30.6).

Oxygenation should also be monitored during anes-
thesia. Pulse oximetry is a noninvasive method for assess-
ing oxyhemoglobin saturation (Quinn et al., 2013) and is 
useful as an indicator of peripheral perfusion and oxy-
genation. The normal oxyhemoglobin saturation (SpO2) 
is above 95% and if it decreases it is essential to determine 
if the reading is accurate. To obtain a reliable reading, the 
pulse oximeter must be positioned on a nonpigmented 
and hairless tissue. The tongue is an ideal site. Factors 

that interfere with the accuracy of the reading include: 
vasoconstriction, pigment, theatre lights, movement, and 
hypotension. If the carrier gas for inhalant anesthesia is 
100% oxygen, a decrease in SpO2 will be a late indicator 
of respiratory compromise. Pulse oximetry is, in fact, best 
used to monitor peripheral perfusion.

Arterial blood gas analyses are the best method for as-
sessing the physiological status of the ewe. These analy-
ses provide information about the acid base status of the 
ewe and the blood gases carbon dioxide and oxygen. This 
information is invaluable for guiding the management 
of ventilation and fluid therapy during anesthesia. These 
data will also help in determinations about fetal health 

TABLE 30.6  Alterations in Ventilation May Occur During General Anesthesia and Should be Managed Appropriately

Change in end-tidal CO2 Cause Management

Increase due to hypoventilation 
(decreased minute volume)

Excessive depth of anesthesia: “too deep” Assess anesthetic depth and decrease anesthetic drug 
delivery if possible

Dorsal recumbency Mechanical ventilation. Minimize the duration of time 
in this position

Pressure of the gravid uterus on the 
diaphragm

Mechanical ventilation. Tilt the table to decrease 
pressure on the diaphragm.

Decrease due to hyperventilation  
(increased minute volume)

Inadequate depth of anesthesia: “too light” Assess anesthetic depth and administer more 
anesthetic drugs

Inadequate analgesia If depth of anesthesia is appropriate, more analgesia 
may be required

Hypoxemia Mechanical ventilation with 100% oxygen and PEEP

TABLE 30.5  Factors Affecting Blood Pressure During Anesthesia

Change in blood pressure Cause Management

Increase Inadequate depth of anesthesia: 
“too light”

Assess depth of anesthesia and deliver more anesthetic agent 
(intravenous or inhalant drugs) if appropriate. Check endotracheal 
tube position and cuff

Inadequate analgesia Assess depth of anesthesia and if adequately anesthetized, administer 
more analgesia

Hypervolemia Stop IV fluid therapy

Hypercapnia Initiate mechanical ventilation or adjust ventilation parameters to 
achieve normocapnia

Decrease Excessive depth of anesthesia: “too 
deep”

Assess depth of anesthesia and adjust delivery of anesthetic drugs 
accordingly

Bradycardia Check heart rate and/or pulse rate and administer atropine 
(0.02 mg/kg) IV or glycopyrrolate (0.01 mg/kg) IV if the heart rate 
is below 50 beats/min

Overdose of alpha 2 adrenoreceptor 
agonist drugs (e.g., xylazine)

Administer atipamezole (5 µg/kg) IM

Hypovolemia Isotonic crystalloids: initiate intravenous fluid therapy (10 mL/kg/h) 
or deliver a bolus of (40–80 mL/kg/h) for 10–15 min

Colloids: deliver 2–5 mL/kg/h of gel- or starch-based colloid



 8 PRACTICAL STUDY—FETAL SURGERY IN THE SHEEP 793

J. EARLY LIFE

(Musk and Kemp, 2016). Arterial blood samples can be 
collected from the radial artery of the ewe through a pre-
placed catheter or from a single needle-stick sample.

8.1.6.1 RECOVERY FROM ANESTHESIA

Ruminants present a number of challenges during the 
recovery phase of anesthesia. Their propensity for regur-
gitation and salivation becomes particularly problematic 
when the endotracheal tube is removed and the airway 
is no longer protected. The primary challenge during 
this time is to prevent aspiration of such fluids. Return-
ing the animal to a more physiologically normal position 
is important to facilitate eructation and the expulsion of 
gas from the rumen. Positioning in “sternal recumben-
cy” will also support spontaneous ventilation. The en-
dotracheal tube should be removed when the animal is 
observed to swallow. The return of this reflex indicates 
the animal is able to protect the airway and aspiration 
is less likely. It is worth having equipment on hand to 
reintubate a sheep if they develop an upper respiratory 
tract obstruction following extubation. This equipment 
should be kept in the area where sheep are recovered 
from anesthesia and surgery, and be readily available in 
the event of a crisis. Anesthetic drugs for induction of 
anesthesia, heparinized saline, a laryngoscope, and en-
dotracheal tube are the basic necessities. An ambu bag 
will enable ventilation on room air if required. A syringe 
to inflate the cuff of the endotracheal tube and a gauze tie 
to secure it in place will also be useful. Food and water 
should be offered as soon as possible and in the author’s 
experience sheep that have received appropriate analge-
sia will eat within 30 min of recovery from anesthesia.

8.1.7 Analgesia

Sheep have evolved to hide signs of pain. Pain assess-
ment is difficult in any species, but this instinctive behavior 
to conceal pain makes the provision of analgesia particu-
larly challenging. Nevertheless, analgesia must be provid-
ed if an animal has undergone a surgical procedure. There 
are important ethical and moral obligations, which ensure 
the administration of analgesic drugs and techniques that 
are appropriate to the species, the procedure that has been 
performed and the circumstances in which it has been 
performed (Australian Government, 2013). This remit is 
difficult to achieve in sheep as there is not an extensive 
scientific database from which to draw sound conclusion. 
Furthermore, there are no validated pain scoring systems, 
which reliably indicate the severity of pain a sheep may 
be experiencing. With these limitations in mind a multi-
modal analgesic approach is prudent. In the perioperative 
period, analgesia can be provided by administering drugs 
from the following drug classes: opioids; NSAIDs; local or 
regional anesthetic drugs; alpha 2 adrenoreceptor agonist 

drugs; and other miscellaneous drugs, such as ketamine 
and tramadol. The efficacy of opioids in sheep is contro-
versial and while there is little convincing data to support 
or refute their use for acute surgical pain, the author in-
cludes these drugs in perioperative analgesic protocols as 
part of the premed and for postoperative analgesia (Musk 
et al., 2014). Transdermal fentanyl delivery in pregnant 
sheep has been described and is part of the author’s mul-
timodal analgesia regime for pregnant sheep undergo-
ing anesthesia and surgery (Heikkinen et al., 2015; Musk 
et al., 2014). There is a significant body of evidence regard-
ing the danger of NSAID use in a range of species, during 
pregnancy, as theoretically these drugs may cause prema-
ture closure of the ductus arteriosus (Baragatti et al., 2003; 
Van Overmeire and Chemtob, 2005). This side effect may 
be fatal for the fetus and the author therefore excludes 
this class of drug from perioperative analgesia protocols 
for pregnant sheep. Local anesthetic drugs are common-
ly used in sheep for regional anesthesia and analgesia 
(Harris, 1991; Hodgkinson and Dawson, 2007) and should 
always be considered as part of a multimodal analgesic 
regime. Local anesthetic drugs should be administered 
preemptively to optimize their effects. Alpha 2 adrenore-
ceptor agonists are commonly used in sheep (Grant and 
Upton, 2001, 2004; Grant et al., 2001; Kastner et al., 2003; 
Murdoch et al., 2013). They are perhaps the most exten-
sively studied class of analgesic drugs in sheep but have 
significant side effects, which must be understood. These 
side effects are dose dependent and include peripheral 
vasoconstriction, bradycardia, hypoxemia, and uterine 
muscle contraction. Ketamine is a drug with analgesic 
properties that may be used as part of the anesthetic in-
duction protocol and/or infused during surgery for both 
analgesia and anesthetic sparing effects. The cardiovascu-
lar and respiratory side effects of ketamine are unlikely to 
have detrimental effects on uterine blood flow (Strumper 
et al., 2004). Finally, tramadol has also been used in sheep 
for its opioid analgesic effects and could be considered an 
option for chronic pain management.

Combining analgesic drugs from different classes (mul-
timodal analgesia) will decrease the dose of each individu-
al drug, thus enhance the effects, and decrease the potential 
for adverse side effects of the drugs. Furthermore, multi-
modal analgesia targets the pain pathway at multiple sites 
and mitigates pain more effectively than using an analge-
sic drug from a single class. As more research is conducted 
in sheep, valuable data about pain assessment and efficacy 
of analgesic drugs data will enable more evidence-based 
decision-making in this species. Until then the pharmaco-
kinetic and pharmacodynamic data of a drug should form 
the basis of analgesia regimes. Table 30.7 includes some 
analgesic drugs for consideration in pregnant sheep.

Pain assessment must form part of any analgesic pro-
tocol. Ideally, pain should be assessed before and after 
the administration of analgesic drugs to determine the 
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analgesic requirements and response to therapy. Objec-
tive assessments of pain include changes in physiology 
(e.g., alterations in the heart rate and circulating plas-
ma cortisol) and nociceptive threshold testing (Musk 
et al., 2014) while subjective assessments rely upon ob-
servations of behavior. Understanding the normal be-
havior of sheep (in a specific environment) is essential 
for the identification and interpretation of abnormal be-
haviors. A composite pain score assessing a combination 
of physiological and behavioral parameters should be 
developed for the environment in which the sheep will 
be kept. An intervention score should also be set to en-
sure that optimal analgesia is achieved. Pain assessment 
tools for sheep require further development and investi-
gation to determine the most accurate method.

8.2 Preoperative Preparation for Aseptic Surgery

Surgical preparation of the skin may commence once 
anesthesia has been induced and stabilized. The ewe 
should be placed in dorsal recumbency, allowing expo-
sure of the abdomen (Fig. 30.3A). The wool should be 
wetted with 70% ethanol in H2O and clipped to the skin 

between the groin and the sternum (Fig. 30.3B) to cre-
ate a surgical field. Special care should be taken not to 
abrade or cut the skin during clipping (especially around 
the groin flaps)—placing tension on the skin will assist in 
ensuring a clean, trauma-free clip. Once the abdomen has 
been carefully shorn, use a damp sponge and chlorhexi-
dine (4%) surgical skin disinfectant to thoroughly remove 
all feces and lanolin from the clipped area. Wetting down 
the wool at the periphery of clipped surface helps to pre-
vent loose strands of wool falling back onto the surgical 
field during cleaning and subsequent draping.

Once all obvious contaminants have been removed 
from the surgical field, the skin may be disinfected with 
a chlorhexidine surgical scrub (4%) as follows: take a 
clean, fist-sized wad of cotton wool, and soak liberally in 
chlorhexidine surgical scrub. Starting on the abdominal 
midline, scrub a 15 cm × 5 cm (length × width) zone 
moving in a straight line up and down the abdomen. 
Then scrub the skin in a circular pattern, moving out-
ward from the abdominal midline until you reach the 
periphery of the surgical field. Clean the surgical site 
with 70% ethanol. Then discard the used wad of cotton 
wool for a new one, soak in chlorhexidine surgical scrub, 

TABLE 30.7  Analgesic Drugs for Use in Pregnant Sheep

Drug Dose and route of administration Side effects

Buprenorphine (partial µ agonist 
opioid)

0.01–0.02 mg/kg IM Moderate tranquilization occurs when 
combined with acepromazine

Long duration of action (∼6–8 h) Bradycardia at high doses

Morphine (pure µ agonist opioid) 0.1–0.3 mg/kg IM Moderate tranquilization occurs when 
combined with acepromazine

Moderate duration of action (∼2–4 h) Bradycardia at high doses

Fentanyl (pure µ agonist opioid) 0.1–0.3 µg/kg/min IV Bradycardia and respiratory depression

1–2 µg/kg/h transdermal (allow 12–24 h to achieve 
therapeutic plasma concentrations)

Lidocaine (local anesthetic) Up to 5 mg/kg infiltration at the surgical site Rare unless given IV

Short duration of action (∼1 h) Hypotension, tachycardia, cardiac arrhythmias, 
seizures

Bupivacaine (local anaesthetic) Up to 2 mg/kg infiltration at the surgical site Rare unless given IV

Long duration of action (∼6 h) Cardiac arrhythmias, seizures, death.

Xylazine (alpha 2 adrenoreceptor 
agonist)

0.1 mg/kg then 0.04 mg/kg/h IV 
(Grant et al., 2001)

Dose-dependent sedation, hyperglycemia, 
hypotension, hypoxemia, cardiac 
arrhythmias

Can be reversed with yohimbine or atipamezole

Medetomidine (α2 adrenoreceptor 
agonist)

1–3 µg/kg/h IV Dose-dependent sedation, hyperglycemia, 
hypotension, hypoxemia, cardiac 
arrhythmias

Can be reversed with yohimbine or atipamezole

Ketamine (N-methyl-d-aspartate 
antagonist)

2–5 µg/kg/min IV Tachycardia and hypertension
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and repeat the previous process 3 times. This process 
should take no less than 5 min to complete, leaving the 
abdomen resembling the image shown in Fig. 30.3C.

Once preparation of the skin is complete, the ewe 
should be transferred to the operating theatre and po-
sitioned for surgery on a surgical table. Care should 
be taken not to contaminate the surgical field during 
the transfer. Furthermore, care should be taken not to 
hyperextend the ewe’s hips or shoulders during posi-
tioning. Prior to draping the animal, the surgical team 
should select an incision site (approximately 8 cm in 
length) just large enough to allow exteriorization of the 
fetal head and neck. A number of large, superficial veins 
populate the abdomen in a pregnant ewe and the inci-
sion site should be selected to avoid cutting these. Using 
a 21-gauge needle, introduce 10 mL of 1% ropivacaine 
hydrochloride (or similarly long-acting local anesthetic) 
subcutaneously along the incision site (Fig. 30.3C Inset).

Once the animal has been covered with a fenestrated 
surgical drape and an anesthetist has confirmed that the 
ewe is adequately anesthetized, the surgical team (at least 
two skilled surgeons) can proceed to scrub and gown 
prior to commencing surgery. We cannot overemphasize 
that rigorous aseptic technique from the initiation of scrub-
bing through to the closure of the abdominal incision is 
absolutely critical to the success of surgical studies of this 
nature. All surgical equipment should be sterilized by high 
temperature autoclave and all sterile consumables opened 
by a surgical assistant proficient in theater technique.

8.3 Surgical Protocol—Isolation of the Fetal 
Lung and Gut

The following protocol provides a guide to surgically 
isolating the fetal lung and gut from the amniotic envi-
ronment. We have performed this protocol on fetuses at 

118–122 days gestation. Following exteriorization of the 
fetal head, the fetal esophagus and trachea are sequen-
tially exposed and ligated. In addition, a tracheal cath-
eter attached to a fluid collection bag (1.5 L total volume) 
is installed, with the collection bag sited in the amniotic 
cavity. This apparatus allows for collection of fetal lung 
fluid preventing overdistension and injury to the fetal 
lung. This basic protocol may be readily adapted to al-
low for the selective exposure of the fetal lung or gut to 
an agent of interest by inserting a fine catheter attached 
to a subcutaneously sited osmotic pump. Additionally, 
the fetal skin and membranes can be selectively isolated 
and exposed to intervention compounds by the installa-
tion of an additional surgical seal around the fetal snout. 
Interventions may be administered for between 24 h and 
6 days following surgery. Suggested surgical consum-
ables and equipment are detailed in Table 30.8 and 30.9, 
respectively.

8.3.1 Surgery Phase 1—Abdominal Incision 
(Laparotomy) to Exteriorization of the Fetal Head 
via Hysterotomy

Surgery should only commence once an anesthetist 
has confirmed that anesthesia is stable. The following 
protocol assumes a good level of surgical proficiency and 
as such does not detail fundamental techniques, such as 
those necessary for maintaining hemostasis, suturing 
tissue, and general instrument handling. This protocol 
also assumes that a veterinary anesthetist (or similarly 
experienced person) is continually monitoring the ani-
mal throughout surgery to ensure the maintenance of an 
adequate plane of anesthesia.

1. Using a disposable size 20 scalpel blade, make a 
superficial, 8 cm long incision along the incision site 

FIGURE 30.3 (A) Ewe abdomen clipped for presurgical preparation. (B) Ewe abdomen following preoperative scrub. (C) Ewe abdomen pre-
pared for surgical draping. Inset demonstrates subcutaneous administration of local anesthetic to the incision site.
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where local anesthetic has been injected, taking care 
to stay lateral to the superficial mammary vein. The 
surgical pack should contain a number of precut 
lengths of size 0 Sofsilk that can be rapidly deployed 
to control any bleeding.

2. Using 2–3 surgical swabs in each hand, 
a-traumatically dissect the subcutaneous tissue to 
expose the linea alba.

3. Using a size 20 scalpel blade, make a superficial 1 cm 
long incision in the linea alba.

4. Using an index finger rotating in a circular motion 
about the incision site, ensure that linea alba is 
separated from the tissue below.

 5. Elevating/tensioning the linea alba with the 
index and forefinger, use pair of 14 cm curved 
Metzenbaum tissue scissors to enlarge the linea alba 
incision to a final length of 8 cm.

 6. Retract the omentum and palpate the uterus to 
identify the fetal head. Careful pressure may be 
used to reorient the fetal head within the uterus, 
allowing for exteriorization of the head.

 7. Using both hands, gently exteriorize the fetal head 
within the uterus and stabilize with laterally placed 
laparotomy sponges (Fig. 30.4A).

 8. The surgical assistant now places the uterine 
wall under tension. Taking care to avoid uterine 
vasculature, use a disposable size 10 scalpel blade 
to make a 5 cm long incision in the uterine wall and 
fetal membranes (Fig. 30.4B).

 9. Use 4 × 20 cm atraumatic Babcock tissue clamps to 
secure the incision site and exteriorize the fetal snout 
by gently pushing down on the fetal skull while 
simultaneously squeezing the snout forward and 
up through the uterine incision. It is important to 
minimize the loss of amniotic fluid and to exteriorize 
as little of the fetus as possible (Fig. 30.4C).

10. The fetal head and neck are extended and rested 
on a sterile laparotomy sponge. Each Babcock 
clamp used in (9) should be relocated to clamp the 
uterine wall to the fetal neck, creating a seal, and 
preventing the loss of amniotic fluid during the 
subsequent fetal surgery (Fig. 30.5A).

8.3.2 Surgery Phase 2—Installation of Fetal 
Esophageal and Tracheal Ligations

1. Palpate the cricoid cartilage on the fetal neck to 
identify the trachea. Use forceps to raise the skin 
above the cricoid cartilage and make a small lateral 
incision with the fetal vessel scissors. Keeping 
tension on the skin flap, use the Metzenbaum tissue 
scissors to make a 3 cm long incision, parallel to the 
trachea.

2. Blunt dissect the connective tissue from around 
the trachea using a small hemostat. Introduce two 
lengths of size 0 Sofsilk around the trachea, laterally 
relocate and clamp in place (Fig. 30.5B).

3. Blunt dissect the connective tissue from around the 
esophagus using a small hemostat. Introduce two 
lengths of size 0 Sofsilk around the esophagus and 
ligate.

4. Using a size 10 scalpel blade, make a transverse 
incision around one of the cartilage rings in the fetal 
trachea, taking care not to cut completely through 
the trachea.

5. Using traumatic forceps to hold the tracheal incision 
open, insert the tracheal catheter into the incision site 
to a depth of 2 cm.

TABLE 30.8  Sterile Surgical Consumables

Number Item

1 0–0 Sofsilk (Medtronic, Australia)

1 1–0 Polysorb braided suture with 26 mm taper needle 
(Medtronic, Australia)

1 1–0 Maxon monofilament suture with 65 mm taper 
needle (Medtronic, Australia)

1 Bag of large laparotomy sponges

1 Catheter bag and circuit for lung fluid collection

1 Transdermal fentanyl patch

TABLE 30.9  Sterile Surgical Equipment

Number Item

1 Size (20) scalpel blade (maternal)

1 Size (10) scalpel blade (fetal)

1 Size (4) scalpel handle (maternal)

1 Size (3) scalpel handle (fetal)

1 Metzenbaum (14 cm) curved tissue scissors (maternal)

1 Vessel scissors (fetal)

1 Suture scissors

2 Curved needles—curved triangular cutting size 10

2 Straight needles—straight triangular cutting size 6

4 Atraumatic (Babcock) clamps

4 Medium traumatic (Kelly) clamps

4 Small (14 cm) hemostat (curved nose)

4 Medium (16 cm) hemostat (curved nose)

1 Small (14 cm) needle driver

1 Large (18 cm) needle driver

1 Medium Steinhauser forceps

1 Medium Allis clamps
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6. Introduce two additional lengths of size 0 Sofsilk 
around the tracheal catheter site and ligate firmly in 
place. Pull gently on the ligated catheter to confirm 
sound installation.

7. Use the two lengths of Sofsilk introduced around the 
esophagus in (3) to ligate the esophagus superior to 
the tracheal catheter insertion site and to tether the 
extension of the catheter line.

8. Holding the catheter line flat to the fetal neck, 
use an additional length of size 0 Sofsilk to 
close the incision site made in the fetal skin 
(Fig. 30.5C).

8.3.3 Surgery Phase 3—Closure of Uterine 
and Abdominal Incisions

1. Elevate the fetal head and release the Babcock 
clamps from the fetal neck. Reattach Babcock clamps 
to the uterine wall and elevate to prevent the loss of 
amniotic fluid and to make room to return the fetal 
head to the uterus.

2. Gently slide the connection bag attached to the tracheal 
catheter along the fetal spine and into the uterus. 
Administer an appropriate dose of prophylactic 
antibiotic to the fetus via subcutaneous injection.

3. Keeping the uterine incision elevated by tensioning 
the attached Babcock clamps, tilt the fetal snout 
forward and down. Using gentle downward 
pressure, reintroduce the fetal head into the uterus, 
taking care to return the head and neck to the same 
preoperative orientation.

4. Use size 2.0 Polysorb in a purse-string oversuture 
pattern to close the uterine incision. Take particular 
care to suture the fetal membranes to the internal 
aspect of the uterus during closure of the first layer 
(Fig. 30.6A–B).

5. Use size 1.0 Maxon in a running suture pattern to 
close the linea alba incision. Take particular care the 
suture through the fascia on the internal aspect of the 
linea alba incision (Fig. 30.6C).

6. Pause briefly to ensure that incision hemostasis has 
been achieved. Use size 2.0 Polysorb to close the 

FIGURE 30.4 (A) Exposure of the fetal head within the uterus. (B) Lateral incision of the uterine wall and fetal membranes. (C) Atraumatic 
Babcock clamps are used to secure the fetal membranes and uterine wall in preparation for exteriorization of the fetal head.

FIGURE 30.5 (A) The fetal head is secured in place, exposing the trachea. (B) Surgical silk is introduced underneath the trachea (following 
blunt dissection) to assist in manipulation and to allow occlusion superior to the tracheal cannula. (C) The fetal head with surgical implants in-
stalled, prior to reintroduction to the uterus.
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superficial incision made in (1). Spray the incision 
site with Opsite (or similar spray dressing)

7. If the provision of postoperative analgesia is from a 
transdermal fentanyl patch, clean and dry the skin in 
the groin and apply the patch to this site. Judicious 
use of surgical adhesive may assist in keeping the 
patch in place.

8.4 Euthanasia

The most common method of euthanasia is intravenous 
injection of pentobarbitone (Leary et al., 2013). In an adult 
sheep, intravenous access is possible at a number of sites. If 
a catheter has been placed for use during surgery then en-
sure the catheter is kept patent with continuous delivery of 
IV fluids or intermittent flushing with heparinized saline. 
The cephalic or jugular veins are usually easily accessible. 
If euthanasia of the fetus is required during surgery an in-
travenous injection can be given into the umbilical vein. 
Death must be confirmed before tissues are harvested or 
the carcass is disposed of. Three checks must be made: 
ensure absence of a heart beat by auscultating the chest, 
ensure absence of spontaneous ventilation by observing 
the chest wall, and ensure absence of a corneal reflex by 
stimulating the cornea with light digital pressure.
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NEONATAL RESPIRATION

A thorough review of the literature on the animal 
models used to study neonatal breathing is clearly be-
yond the scope of this short review. A biased choice of a 
few items in this area is proposed in the following para-
graphs. We have attempted to illustrate the variety of 
animal models that have been used to unravel the nor-
mal establishment of successful breathing at birth and 
its maintenance in the early postnatal period, as well as 
a number of abnormal conditions that can interfere with 
those processes.

1 ESTABLISHMENT OF AIR 
BREATHING AT BIRTH

At birth, an immediate adaptation to air breathing is 
a vital requirement for the newborn. This adaptation in-
cludes lung aeration as well as maintenance of regular 
and efficient respiratory efforts.

1.1 Transition From a Liquid-Filled Lung to Air 
Breathing at Birth

1.1.1 Normal Lung Aeration at Birth
Rapid aeration of liquid-filled lungs at birth is manda-

tory for a successful transition from the fetal to the new-
born state. Forceful inspiratory efforts create a pressure 
gradient within the airways, which moves air into the 
lungs. This in turn opens the distal airways and moves 
the liquid across the epithelial alveoli into the paren-
chyma. At the same time, lung inflation decreases the 
pulmonary vascular resistance and increases pulmo-
nary blood flow, creating an optimal situation for gas 
exchange. Air stacking in the lungs initially depends not 
only on inspiratory efforts, but also on active expiratory 
laryngeal closure to keep a sufficient amount of air into 
the lung at the end of expiration, namely the functional 
residual capacity. The presence of surfactant is crucial in 
this process; by decreasing the surface tension of the dis-
tal airways, the surfactant decreases the elastic recoil of 

the lung, hence decreasing expiratory emptying of the 
lung.

Studies in spontaneously breathing newborn rab-
bits have shown that lung aeration is predominantly 
achieved by inspiratory efforts, while expiratory efforts 
are involved in maintaining functional residual capac-
ity (Siew et al., 2009). Further studies in newborn rabbits 
have shown that lung aeration is not homogeneous at 
birth (Hooper et al., 2007), and that monitoring of ex-
pired CO2 in lambs and rabbits is a useful indicator of 
the degree of lung aeration (Hooper et al., 2013).

1.1.2 Influence of Premature Birth 
and Resuscitative Maneuvers to Aerate 
the Lung at Birth

While the transition to air breathing occurs smooth-
ly at birth in the vast majority of full-term newborns, a 
number of premature neonates, especially the very low 
birth weight, are not capable to successfully transition to 
air breathing at birth. Inadequate command from the re-
spiratory centers to initiate breathing, weak inspiratory 
muscles, absence of functional surfactant, extremely pli-
able rib cage, persistence of a high pulmonary vascular 
resistance are among the factors that negatively impact 
respiration onset at birth.

Most very preterm infants at birth hence require the 
use of some form of positive pressure respiratory sup-
port, such as positive end-expiratory pressure, sustained 
lung inflation, or mechanical ventilation at fixed tidal 
volumes. This can, however, have highly deleterious 
effects on the immature lungs. For instance, studies in 
preterm lambs have shown that the use of large tidal vol-
umes (35 mL/kg) for only six breaths to aerate the lungs 
at birth is sufficient to induce lung inflammation, initiate 
ventilator-induced lung injury (VILI), setting the stage 
for chronic lung disease, namely bronchopulmonary 
dysplasia (Bjorklund et al., 1997). In addition, very high 
pressures (40 cmH2O) are needed in the preterm lamb to 
open the airways filled of liquid and assure a tidal vol-
ume of 6–8 mL/kg at 5 min of life (Wada et al., 1997). 
Convincing evidence on the proinflammatory effect of 
positive pressure ventilation at the onset of breathing 
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at birth has now been collected in a number of preclini-
cal studies, using the preterm lamb model (Hillman 
et al., 2011a,b; Hillman et al., 2012b; Tingay et al., 2015a). 
Long-lasting consequences of this lung inflammation 
will be further reviewed in the section on bronchopul-
monary dysplasia (see Section 2.3).

1.1.3 The Quest for the Optimal Ventilator Strategy 
to Support Lung Aeration at Birth in Very Preterm 
Newborns

Given the deleterious effect of positive pressure venti-
lation at birth in preterm lungs, a number of studies have 
been conducted in animal models, mainly in preterm 
lambs, with the aim to find out which ventilator strat-
egy could minimize lung injury and reduce the develop-
ment of bronchopulmonary dysplasia. Unfortunately, as 
reviewed later, the results do not allow to draw a clear 
picture of the optimal ventilator strategy to use to aerate 
the lung at birth (Jobe, 2015).

Endotracheal respiratory support. Lung inflammation 
induced at birth by endotracheal positive pressure me-
chanical ventilation was not prevented by using a low 
tidal volume (8 mL/kg) and a PEEP in lambs (Polglase 
et al., 2008). Moreover, other studies found that the in-
flammatory response and lung injury were lessened 
with surfactant treatment prior to ventilation (Hillman 
et al., 2011a; Wada et al., 1997), with antenatal cortico-
steroid treatment (Hillman et al., 2009) or with the use 
of PEEP (Hillman et al., 2011a; Ingimarsson et al., 2004). 
The latter was especially shown in lambs supported with 
higher levels of PEEP during high-frequency jet ventila-
tion (Pillow et al., 2011).

On the other hand, variable ventilation improves 
ventilation efficiency and in vivo lung compliance (Pil-
low et al., 2011). While the use of a sustained inflation 
with a fixed duration was reported not to prevent lung 
inflammation (Hillman et al., 2013; Polglase et al., 2014), 
a further study suggested that a sustained inflation with 
an individualized duration is a better approach (Tingay 
et al., 2015a). However, this team also demonstrated that 
an incremental tidal volume strategy resulted in worse 
oxygenation and gravity-dependent heterogeneity of 
aeration in 131 days preterm lambs resuscitated at birth 
(Tingay et al., 2015b).

Noninvasive respiratory support. Given the deleterious 
effects of aerating the lungs at birth using endotracheal 
mechanical ventilation, noninvasive respiratory support 
from birth is an attracting modality. Studies using preterm 
experimental animal models (mainly lambs, but also pig-
lets or mice) have revealed that the early use of noninva-
sive respiratory support is associated with better respira-
tory outcomes (Dargaville et al., 2015; Null et al., 2014; 
Reyburn et al., 2008; Thomson et al., 2004, 2006; Yoder 
et al., 2016). However, the optimal noninvasive support 
modality for preventing lung injury remains unclear. An 

animal model of nasal CPAP applied from birth has been 
designed, using short binasal prongs in newborn pre-
term lambs at 136 days of gestation (Rahmel et al., 2012). 
Also, nonintubated preterm lambs were effectively tran-
sitioned from nasal intermittent positive pressure venti-
lation + respiratory stimulants to nasal CPAP soon after 
birth (Dargaville et al., 2015). However, premature lambs 
with significant respiratory distress showed a progres-
sive deterioration of respiratory gas exchanges after 
3–4 h, while supported with bubble CPAP through nasal 
prongs or a nasopharyngeal tube (Reyburn et al., 2008).

1.2 Establishment and Maintenance of Regular 
Breathing Movements in the Newborn

Besides successful lung aeration at birth, regular 
breathing movements are vital for the newborn. Animal 
studies have allowed to show that breathing movements 
are present in the fetus before birth, and have helped to 
understand the normal perinatal control of breathing 
and its alterations in disease states.

1.2.1 Fetal Breathing Movements
Fetal breathing movements have been observed in 

utero either by chronic instrumentation or via ultra-
sound in a number of mammal species, including the 
horse, goat, rat, guinea pig, dog, rabbit, and baboon 
[reviewed in Jansen and Chernick (1983), Teppema and 
Dahan (2010)]. The vast majority of our knowledge on fe-
tal breathing movements comes, however, from studies 
in the chronically instrumented lamb in utero initiated 
by Barcroft’s team in the 1930s in Cambridge. Numerous 
experiments since then have shown the presence of fetal 
breathing movements, which can be observed as early 
as 40 days in the fetal lamb (versus 110 days in the hu-
man fetus). While continuous in early gestation, they 
follow the differentiation of electrocorticogram between 
states so that they are linked to low voltage electrocorti-
cogram (REM sleep-like state) in the third trimester. This 
modulatory role of sleep states is demonstrated by the 
observation in the fetal lamb of almost continuous fetal 
breathing movements following brainstem transection 
at the upper pontine level [close to the principal trigemi-
nal nuclei; reviewed in Teppema and Dahan (2010)]. Be-
yond being evidence of the early maturation of respira-
tory control, fetal breathing movements are crucial for 
prenatal lung growth [reviewed in Jansen and Chernick 
(1983), Teppema and Dahan (2010)]. During fetal breath-
ing movements, diaphragmatic contractions are already 
well coordinated with contraction of the upper airway 
muscles, so that laryngeal constrictor muscles are toni-
cally active when phasic diaphragm activity is absent, 
but silent when the diaphragm contracts (Kianicka 
et al., 1998a). Together with continuous lung liquid se-
cretion, this tonic closure of the larynx allows to build 
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up positive pressure in the lung, in turn promoting lung 
growth. Fetal breathing movements have been shown to 
be the major stimulus for lung growth and maturation 
via mechanical stretch of the lung (Kitterman, 1996) and, 
at least partly, via stimulation of the epidermal growth 
factor receptor (Huang et al., 2012). Mechanical stretch 
of the lung occurs both with fetal breathing movements, 
which change the shape of the thorax, and during the 
prolonged phases without FBM, when active tonic clo-
sure of the larynx prevents the egress of lung liquid into 
the amniotic cavity, in turn distending the lungs.

1.2.2 Control of Breathing in the Perinatal Period
Establishment of respiratory efforts at birth. The pro-

cess underlying the dramatic change from intermit-
tent breathing in the fetus to continuous breathing in 
the newborn is far from being completely understood. 
Most of the information comes from studies in the fe-
tal and newborn lamb. A number of stimuli are likely 
involved in the process, including the increased arterial 
pressure in CO2 (Kuipers et al., 1992; Praud et al., 1997) 
and decreased arterial pressure in O2 (not if severe hy-
poxia is present), the surge in catecholamines, the state 
of wakefulness, body cooling, and sensorial stimula-
tions (Hillman et al., 2012a). In addition, controversial 
results have been reported on the crucial importance of a 
breathing inhibitory factor from placental origin, which 
would be prostaglandin E2, and whose effect is suddenly 
stopped at birth with section of the umbilical cord (Al-
varo et al., 1993; Kuipers et al., 1992).

Maturation of the hypoxic ventilatory response in the new-
born. The importance and frequency of hypoxic condi-
tions in the newborn has led to numerous experiments 
conducted in various animal species, including newborn 
lambs, kittens, piglets, monkeys, guinea pigs, rats, and 
mice, to study the hypoxic ventilatory response in the 
neonatal period [see reviews by Darnall (2013), Teppema 
and Dahan (2010)]. Prenatally, results have shown that 
hypoxia in the fetal lamb as well as in rhesus monkeys 
and rats is responsible for a decrease in ventilation. This 
inhibitory effect of hypoxia on fetal breathing move-
ments’ response is likely due to stimulation of the up-
per pons, as shown by the conversion to a stimulatory 
effect after lesions in the region of the upper pons, in the 
region of the parabrachial, and Kolliker-Fuse nuclei [re-
viewed in Teppema and Dahan (2010)]. Postnatally, the 
hypoxic ventilatory response is biphasic in the newborn 
mammals studied to date. Following a rapid increase in 
minute ventilation for 1–2 min due to carotid body stim-
ulation, various central mechanisms, such as adenosine, 
GABA and endogenous opioids, as well as decreased 
metabolism are responsible for a roll-off of the hypoxic 
ventilatory response (Darnall, 2013; Teppema and Dah-
an, 2010). In newborn rats and mice, as well as in the pre-
term human, minute ventilation in the second phase of 

the hypoxic response can even decrease below baseline 
level, with a significant decrease in body temperature 
(Gallego and Matrot, 2010). In the preterm lamb, the de-
creased hypoxic ventilatory response is related to the ab-
sence of the normal increase in tidal volume (as well as 
in heart rate) seen in full-term lambs (Pladys et al., 2008).

Postnatal maturation of the carotid body response to 
hypoxia has also been the subject of numerous studies in 
animals (Canet et al., 1996). Overall, these studies have 
established that following birth, carotid body sensitivity 
to O2 is reset in a few days, from 3 days in lambs to 2–3 
weeks in rodents and 4 weeks in the kitten [reviewed in 
Carroll and Kim (2013)]. Carotid body resetting is related 
to the increase in PaO2 occurring with the transition to 
air breathing at birth (PaO2 rapidly increases from 25 to 
80 mmHg), as demonstrated by the fact that rising PaO2 
in the fetal lamb in utero by mechanical ventilation dur-
ing 27 h is responsible for increased carotid body sen-
sitivity at birth (=carotid body resetting had occurred 
prenatally) (Blanco et al., 1987).

Ventilatory response to CO2 in the newborn. The venti-
latory response to CO2 in the newborn is very different 
from the hypoxic ventilatory response. Hypercapnia was 
shown to stimulate fetal breathing movement in lambs 
(Jansen and Chernick, 1983). Several studies have been 
conducted in animals (piglets, puppies, newborn rats, 
and mice) on the postnatal maturation of the ventilatory 
response to CO2 [reviewed by Putnam et al. (2005)]. De-
pending on the species and the experimental conditions, 
the response at birth appeared as vigorous or sometimes 
less than the adult response. In all species, the CO2 re-
sponse was low between the 1st and 2nd postnatal week 
and then increased toward the adult level. The relative 
importance of breathing frequency or tidal volume in the 
response to CO2 during maturation was variable among 
studies. Intriguingly, a prolongation of expiration was 
shown during the response to CO2 in piglets, suggesting 
that postinspiratory laryngeal braking of the expiratory 
flow served to reduce the large variations in functional 
residual capacity, in turn optimizing gas exchange (Dre-
shaj et al., 2001).

Importance of vagal afferences for neonatal breathing. By 
constantly monitoring the mechanical status of the lungs 
throughout the breathing cycle, continuous vagal affer-
ent information from bronchopulmonary receptors has 
a major influence on respiratory center output. Among 
other roles, slowly adapting receptors are responsible 
for the Hering–Breuer reflex that tightly controls tidal 
volume in newborn mammals, rapidly adapting recep-
tors induce augmented breaths (=sighs), and C fibers 
participate with slowly adapting receptors in dynami-
cally maintaining a high end-expiratory lung volume 
(Diaz et al., 1999). The vital importance of such informa-
tion in the immediate postnatal period has been dem-
onstrated in vagotomized newborn lambs, which die 
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from respiratory failure in a few hours, likely from at-
electasis and hypoxia secondary to the loss of both the 
active maintenance of a high end-expiratory lung vol-
ume and the augmented breaths (Lalani et al., 2001). 
Though not so crucial a few days after birth, vagal affer-
ent information is still of major importance for normal 
breathing in the 1st month of life. Indeed, the role of the 
Hering–Breuer reflex in exerting a tight control at this 
period is well established in newborn mammals (Trip-
penbach, 1994), underlying the important role of slowly 
adapting bronchopulmonary receptors. Experiments in 
lambs have shown that preterm birth does not alter mat-
uration of the Hering–Breuer reflex. In addition, reflexes 
originating from C fibers are also present at birth in pre-
term lambs, though less potent than after full-term birth 
(Arsenault et al., 2003).

1.2.3 Apnea of Prematurity
Apnea of prematurity continues to be a daily, very 

important problem in neonatology. It is clearly related 
to the overall neural immaturity of the preterm new-
born, so that the incidence is proportional to the degree 
of prematurity. Given that virtually all preterm infants 
born before 28 weeks of gestation suffer from clinically 
significant apnea of prematurity, and that the number of 
extreme preterm newborns (22–26 weeks) has been on 
the rise in neonatal intensive care units (NICUs) within 
the last years, the incidence of severe apnea of prematu-
rity has similarly increased.

Apnea of prematurity is defined by the occurrence 
of repetitive, acute, and symptomatic cardiorespiratory 
events manifesting in a preterm infant as apneas lon-
ger than 20 s or shorter if accompanied with bradycar-
dias and/or desaturations. Various mechanisms can be 
responsible for apnea of prematurity. For instance, the 
event can be primarily due to immaturity of the brain-
stem centers responsible for the basal respiratory rhythm, 
manifesting either as periodic breathing with intermit-
tent hypoxia or as an isolated prolonged apnea + brady-
cardia + desaturation. In addition, other events can rep-
resent a reflex response, for example, originating from 
laryngeal or esophageal receptor stimulation during a 
gastric reflux.

A number of studies on apnea of prematurity have 
been conducted directly in preterm human infants. An-
imal models, however, have been also frequently used, 
when there was a need either for invasive instrumenta-
tion (e.g., in studies on upper airway muscle activity) 
or for experimental conditions unacceptable in human 
infants (e.g., repeated stimulation of the laryngeal mu-
cosa, use of drugs). The following paragraphs sum-
marize a few studies performed in that area. It begins 
by highlighting the preterm lamb model, which con-
stitutes a unique and real asset for studying apnea of 
prematurity.

Preterm animal models to study apnea of prematurity. 
Apart from human newborn infants, most of the studies 
on spontaneous breathing reported in unanesthetized 
preterm animals have been performed in lambs, rabbits, 
monkeys, and in the very immature newborn opossum 
(Davey et al., 1996; Farber, 1972; Guthrie et al., 1980; 
Hedner et al., 1984; Marchal et al., 1982). To our knowl-
edge, however, the only reports of prolonged recordings 
during sleep of cardiorespiratory variables in nonse-
dated, spontaneously breathing preterm mammals are 
in lambs. The preterm lamb constitutes a unique model 
of neonatal spontaneous respiratory instability, in which 
extensive chronic instrumentation and prolonged poly-
somnographic recordings are possible.

Personal experience (JPP) in prolonged recordings 
of spontaneously breathing, nonsedated preterm lambs 
dates from about 20 years. Our preterm lamb model has 
a postconceptional age of 131 ± 2 days (normal gesta-
tion 147 days). Over the years, many improvements 
have been made in order to increase survival rate and 
health outcomes of the animals. Following several pro-
tocols comparing cesarean section versus vaginal de-
livery, different methods to induce delivery, more or 
less postnatal intensive care (Arsenault et al., 2003; 
Reix et al., 2003, 2004; Renolleau et al., 1999; St-Hilaire 
et al., 2007), we are now using the following protocol, 
which ensures a mean survival of ∼75% after 5–7 days 
of life, when we can perform surgical instrumentation 
followed by polysomnographic recordings. Premature 
labor is induced by mifepristone in ewes with dated 
gestation, after antenatal lung maturation by two be-
tamethasone injections. Vaginal delivery occurs under 
continuous surveillance, in order to intervene in case 
of dystocia. At birth, lambs are cared by their mother, 
under strict and continuous supervision by an observer 
present for 48 h. Vital signs, including body temperature, 
heart and respiratory rate, oxygen saturation, blood glu-
cose level, and weight are regularly monitored. Lambs 
need to be bottle-fed (preferably with mother’s milk) 
in the first 24–48 h until they are strong enough to feed 
by themselves from the ewe. Apart from severe dysto-
cia, the problems often encountered in the first 24–48 h 
include hypoglycemia, slight hypoxemia and hypother-
mia, which are immediately corrected. No exogenous 
surfactant is administered and no endotracheal support 
is given (Boudaa et al., 2013). The most recent addition 
is the successful use of high-frequency nasal cannula 
as a primary respiratory support in lambs with mild to 
moderate respiratory distress syndrome, which paral-
lels recent results from randomized controlled trials in 
preterm infants with a gestational age (GA) greater than 
28 weeks (Lavizzari et al., 2016). About 20% of the pre-
term lambs must be euthanized within the first 24 h due 
to severe respiratory distress syndrome. General anes-
thesia for chronic surgical instrumentation can be given 
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without problem after 5 days; local anesthesia is prefer-
able when the research protocol necessitates earlier sur-
gical instrumentation.

Availability of both the preterm and full-term lamb 
model constitute a truly unique asset to assess the effect 
of preterm birth both during physiological studies and 
in experiments mimicking pathological conditions en-
countered in the NICU and beyond. We have taken ad-
vantage of this comparison especially to perform studies 
on the control of breathing and apneas of prematurity, as 
reported in the following sections.

Active glottal closure during neonatal central apneas. Cur-
rent knowledge ascribes an essential role to the larynx 
in perinatal respiration. Accordingly, the larynx helps 
the newborn in its transition from intrauterine to extra 
uterine environment by promotion of fetal lung growth, 
establishment of functional residual capacity, reabsorp-
tion of lung water (Praud et al., 1995), and maintenance 
of a high functional residual capacity in the early post-
natal life (Harding, 1984). Moreover, several studies sug-
gest an important role of the larynx in neonatal central 
apneas. In 1980, Milner speculated that glottal closure 
was frequently present during central apneas in preterm 
newborns (Milner et al., 1980). Since then, several obser-
vations in the newborn lamb have supported Milner’s 
speculation [reviewed in Dorion and Praud (2003)]. In a 
first series of experiments on artificially induced central 
apneas, continuous electrical activity (EMG) of the 
thyroarytenoid muscle (TA, a glottal constrictor muscle) 
was observed throughout central apneas, irrespective of 
arterial oxygenation (from hypoxemia to hyperoxemia) 
and arterial pressure in CO2 (from hypocapnia to hyper-
capnia) (Kianicka et al., 1998b; Praud et al., 1992, 1996). 
Moreover, direct endoscopic observation showed com-
plete glottal closure, associated with positive subglot-
tal and translaryngeal pressure and with a high apneic 
lung volume well above the end-expiratory volume 
during these central apneas (Fortier et al., 2003; Lemaire 
et al., 1999). Overall, results showed that central apneas 
in the lambs were alike inspiratory breath holdings due 
to active glottal closure. The latter was also shown to 
be present between the gasps observed during anoxic 
gasping in lambs. This was interpreted as allowing the 
lamb to keep more air within its lungs to promote more 
efficient oxygenation between the low-frequency gasps 
(Thuot et al., 2001).

However, all of the aforementioned results were ob-
tained during artificially induced apneas, as very few 
spontaneous apneas are actually observed in full-term 
lambs. Thus, laryngeal dynamics were also studied 
and characterized during spontaneously occurring ap-
neas in preterm lambs (Renolleau et al., 1999). Results 
from preterm lambs born between 129 and 132 days 
of gestation showed that continuous TA EMG was ob-
served throughout 88% of all apneas, including periodic 

breathing epochs and regardless of the sleep state (Diaz 
et al., 1999). This glottal constrictor activity was also as-
sociated with positive subglottal pressure and mainte-
nance of a high apneic lung volume well over the pas-
sive functional residual capacity, consequently limiting 
the decrease in hemoglobin desaturation secondary to 
the central apnea (Reix et al., 2003).

Apneas triggered by the stimulation of laryngeal chemo-
receptors. Laryngeal chemoreflexes (LCR) are a set of re-
flexes triggered by the contact between a liquid, espe-
cially acid or liquid with low chloride content, and the 
laryngeal mucosa. LCR trigger highly protective lung 
reflexes in the mature organism, consisting primarily 
of swallowing, coughing and arousal, aimed at limiting 
contact duration with the laryngeal mucosa and at pre-
venting subglottal aspiration (Thach, 2001). However, in 
immature organisms, LCR are rather characterized by a 
vagal efferent component that includes laryngospasms, 
central or mixed/obstructive apneas, oxygen desatura-
tion and bradycardia, and can be life-threatening; LCR 
also comprehend a sympathetic efferent component, 
which includes systemic hypertension and redistribu-
tion of blood flow to vital organs (Thach, 2001). Clinical 
relevance of LCR stems from common observations that 
LCR can be triggered by laryngopharyngeal refluxes or 
during oral feeding, or intake of medications (e.g., vi-
tamins or iron) and even by upper airway secretions in 
preterm neonates (Thach, 2001). In addition, LCR can be 
responsible in a few infants, even when born after full-
term gestation, for apparent life-threatening events and 
probably some cases of sudden infant death syndrome 
(Page and Jeffery, 2000; Thach, 2001).

Since the first observation by Johnson et al. (1972) in 
the anesthetized lamb, several studies have assessed 
LCR in response to various liquids in newborn mammals 
(Marchal et al., 1982, 1986; Page et al., 1995; St-Hilaire 
et al., 2005, 2007) or in human infants (Davies et al., 1988; 
Page and Jeffery, 1998; Pickens et al., 1988). In full-term 
lambs, LCR induced during non-REM sleep are main-
ly characterized by lower airway protective responses, 
such as swallowing, cough and arousal, with mild car-
diorespiratory responses (St-Hilaire et al., 2005); results 
similar to those obtained in nonsedated piglets (Page 
et al., 1995). Identical observations have been made in 
healthy human neonates in whom the onset of apnea-
bradycardia is rare after a term birth, apart from the un-
expected apparent life-threatening events described in 
∼1% of infants in their 1st weeks of life (Thach, 2010). 
Conversely to full-term lambs, studies in the preterm 
lamb strongly suggest that prematurity is responsible 
for fetal-type LCR, with prominent apnea, bradycardia 
and hemoglobin desaturation, which can at times be life-
threatening (St-Hilaire et al., 2007). A similar enhancing 
effect of prematurity on reflex apnea from laryngeal ori-
gin had been previously reported in the monkey (Sutton 
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et al., 1978). This enhanced LCR-related cardiorespira-
tory inhibition in preterm lambs largely decreases with 
postnatal maturation (St-Hilaire et al., 2007). In addition, 
while application of nasal continuous positive airway 
pressure was consistently found to blunt the LCR-re-
lated cardiorespiratory inhibition in preterm lambs, the 
overall effect of caffeine was nonsignificant, which is in 
accordance to the well-reported observation in preterm 
human infants that some apneic–bradycardic events, es-
pecially those related to oral intake, are not prevented by 
caffeine (Boudaa et al., 2013).

Apart from preterm birth, other neonatal condi-
tions have been reported to enhance the cardiorespi-
ratory inhibition during LCR. These conditions in-
clude reflux laryngitis artificially induced in rabbits 
(Ludemann et al., 1998) or full-term lambs (Carreau 
et al., 2011), respiratory syncytial virus infection in 
newborn lambs (Lindgren et al., 1992), hyperthermia in 
piglets, (Xia et al., 2008), sedation in piglets (Donnelly 
and Haddad, 1986), hypoxia in newborn lambs (Sladek 
et al., 1993) or piglets (Lanier et al., 1983), and acidosis in 
piglets (Heman-Ackah et al., 2009).

Apneas triggered by the stimulation of esophageal recep-
tors. The involvement of gastroesophageal refluxes 
(GERs) in apnea–bradycardia of prematurity remains 
controversial (Abu Jawdeh and Martin, 2013). While a 
few physiological studies have shown that the stimula-
tion of esophageal receptors leads to cardiorespiratory 
reflexes (Jadcherla et al., 2005; Lang et al., 2008; Ramet 
et al., 1990), the later remain largely unknown in the 
neonatal period, especially after premature birth. Re-
cent results in nonsedated preterm lambs revealed that, 
compared to full-term lambs, esophageal stimulations 
(balloon distension and/or HCl injection) can induce 
forceful, clinically relevant apneas and bradycardias, es-
pecially when mimicking a proximal GER (unpublished 
results).

Neonatal apneas and sepsis. Late-onset sepsis in the pre-
term newborn is a life-threatening condition, occurring 
in about 35% of preterms born before 28 weeks of ges-
tation in the NICU. Mortality is as high as 15% (Dong 
and Speer, 2015). The first sign of sepsis is often repeti-
tive, severe bouts of apneas and/or bradycardias (Fair-
child, 2013). Studies in newborn rats have shown that 
apneas are related to systemic inflammation via the 
inhibiting action of prostaglandin E2 on the respiratory 
centers; during sepsis, interleukin 1-beta binds to recep-
tors on the vascular endothelial cells of the blood brain 
barrier, which in turn induces microsomal prostaglandin 
E synthase-1 (mPGES-1) activity and the secretion of 
prostaglandin E2 (Hofstetter et al., 2007). Though this hy-
pothesis has received some confirmation in preterm hu-
mans, the severe bradycardias that are often prominent 
in late onset sepsis do not seem to be fully explained by 
the action of PGE2 (Siljehav et al., 2015).

2 NEONATAL LUNG DISEASES

2.1 Congenital Diaphragmatic Hernia

Congenital diaphragmatic hernia is an anatomical 
defect of the diaphragm, most often located on the left 
side posteriorly. Its prevalence is between 1000 and 4000 
live births. It is secondary to various genetic mutations 
as well as poorly known environmental factors. It is a 
life-threatening condition, resulting from the lung hypo-
plasia directly related to the volume of the abdominal 
viscera herniating through the diaphragmatic hole into 
the thorax. Congenital diaphragmatic hernia can be di-
agnosed prenatally by ultrasound; the latter can measure 
the extent of lung hypoplasia, which is directly related 
to postnatal clinical outcomes. When isolated, congeni-
tal diaphragmatic hernia is lethal in about 30% of the 
cases (Deprest et al., 2014). Randomized control trials 
have shown that surgical repair of the hernia in utero 
does not increase survival. Following in utero transfer 
in a specialized tertiary center as soon as the diagnosis 
is made by prenatal ultrasound, current management 
at birth consists in “gentle” ventilation with permissive 
hypercapnia and minimal sedation to prevent VILI, the 
surgical closure of the diaphragmatic defect being de-
layed until clinical stabilization. In addition, nitric oxide 
inhalation, high-frequency ventilation and extracorpore-
al oxygenation are used as needed. However, despite in 
utero transfer and optimized postnatal care, about 30% 
of newborns with congenital diaphragmatic hernia still 
do not survive the neonatal period in tertiary centers. 
The problem is that postnatal care cannot be sufficient 
in the most severe cases with major lung hypoplasia and 
persistent pulmonary hypertension of the newborn, so 
that treatment of lung hypoplasia must be addressed 
prenatally.

Animal models of congenital diaphragmatic hernia 
have greatly contributed to the understanding of the 
pathogenesis and to the design of treatment options, 
especially in the fetal period. The two main animal 
models are the nitrofen-induced congenital diaphrag-
matic hernia in the rat and the surgically induced con-
genital diaphragmatic hernia in the fetal lamb or rab-
bit (van Loenhout et al., 2009). These models are well 
established and reproduce not only the diaphragmatic 
defect, but also the accompanying bilateral pulmonary 
hypoplasia. The fetal lamb model has been the most 
useful for preclinical studies on in utero surgical proce-
dures to alleviate prenatal lung hypoplasia, due to its 
size similar to a human fetus. Conversely, the nitrofen 
rat model can be used to understand the pathogenesis 
of congenital diaphragmatic hernia. More recently, 
transgenic models have also been designed by ablation 
of the retinoic acid receptor signaling (Mendelsohn 
et al., 1994).
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Numerous preclinical studies have focused on the 
prenatal treatment of congenital diaphragmatic her-
nia, with the aim to reverse lung hypoplasia. Fetal en-
doscopic tracheal occlusion consists in the placement 
of a balloon in the trachea to prevent the efflux of lung 
fluid, increase the pressure into the lung and promote 
lung growth via pulmonary stretch (Deprest et al., 2014). 
Preclinical studies in lambs, rats, rabbits, and mice have 
indeed shown that tracheal obstruction at the late cana-
licular–early saccular stage efficiently stimulates lung 
growth and maturation [reviewed in Khan et al. (2007)]. 
Consequent lung hyperplasia was shown to be associ-
ated to decreased pulmonary hypertension resulting 
from decreased muscularization of the distal pulmonary 
vessels. More recently, a further translational model of 
percutaneous fetoscopic tracheal occlusion has been re-
ported in baboons, in order to obtain the closest possible 
model to humans (Mari et al., 2014). Translation of those 
preclinical studies is currently culminating in the still 
ongoing international TOTAL trial (Tracheal Occlusion 
To Accelerate Lung growth trial) (Deprest et al., 2014). 
Previous studies with historical controls suggest that 
this randomized control trial will confirm a decrease in 
mortality with percutaneous fetal endoscopic tracheal 
occlusion in congenital diaphragmatic hernia patients 
with moderate to severe lung hypoplasia. However, 
given that survival should reach 50% at best in the most 
severe cases after fetal tracheal occlusion, studies on 
complementary medical treatments given prenatally 
have been also conducted in animal models of congeni-
tal diaphragmatic hernia.

Medical treatment, consisting mainly of vitamins (A, 
C, or E) and corticoids (betamethasone, dexamethasone, 
or prednisolone), was given either to the mother (rats, 
rabbits, or lambs) or directly into the amniotic cavity 
(rats, rabbits, or lambs) or the trachea (lambs) [reviewed 
in Eastwood et al. (2015)]. While some positive effect was 
shown, the overall conclusion is that at the moment no 
medical treatment can be considered effective for use in 
humans.

2.2 Meconium Aspiration Syndrome

Meconium aspiration syndrome is a respiratory disor-
der of the term and near-term newborns. It is defined by 
inhalation of the meconium present in the amniotic fluid 
during or before delivery, secondary to anoxic gasping 
in utero. Meconium aspiration syndrome induces: (1) 
mechanical obstruction of airways, (2) chemical alveo-
litis and epithelial damage, (3 and 4) inhibition of sur-
factant pulmonary artery hypertension (Dargaville and 
Mills, 2005; Davey et al., 1993; Moses et al., 1991; Park 
et al., 1996). A variety of animal models of meconium 
aspiration syndrome have allowed to test various thera-
peutic options, such as high-frequency ventilation in 

mongrel puppies (Keszler et al., 1986) or piglets (Wiswell 
et al., 1994), pulmonary lavage with diluted surfactant in 
adult rabbits and newborn rhesus monkeys (Cochrane 
et al., 1998), piglets (Dargaville et al., 2003), newborn 
rabbits (Lyra et al., 2004) and lambs (Avoine et al., 2011), 
and liquid ventilation in lambs (Avoine et al., 2011; Foust 
et al., 1996; Gastiasoro-Cuesta et al., 2001) or piglets (Bar-
rington et al., 1999; Jeng et al., 2006; Kuo et al., 1998; Ona-
sanya et al., 2001).

2.3 Bronchopulmonary Dysplasia

Bronchopulmonary dysplasia, or chronic lung disease 
of infancy, occurs most frequently in the premature new-
born. Bronchopulmonary dysplasia is usually defined 
by the need for oxygen supplementation at 28 days of 
life, its severity being further characterized by the level 
of inspiratory oxygen fraction needed at 36 weeks cor-
rected age (Jobe and Bancalari, 2001). Despite continuing 
improvements in the overall perinatal care of preterm 
infants and, more specifically, in the treatment of neo-
natal respiratory distress syndrome, the increase in the 
number of extreme premature newborns (22–26 weeks 
GA) explains that the incidence and severity of broncho-
pulmonary dysplasia is still very high. Bronchopulmo-
nary dysplasia is diagnosed in 30,000 infants every year 
in North America and increases the risk of respiratory 
problems in the 1st year of life, hospital admission be-
ing necessary in more than 50% of the infants (Smith 
et al., 2004). In addition, bronchopulmonary dysplasia 
has long-term consequences, the incidence of asthma 
and chronic obstructive pulmonary disease being in-
creased at adult age (Hadchouel, 2016; Landry, 2016).

Numerous studies conducted in animal models have 
attempted to gain a better understanding of the patho-
genesis as well as the prevention of this dramatic disease.

2.3.1 Pathogenesis of Bronchopulmonary Dysplasia
Bronchopulmonary dysplasia is due to both genetic 

factors and environmental factors. While genetic fac-
tors have been studied in humans (Lavoie, 2016), stud-
ies in animal models have contributed to give a better 
understanding of how the environment contributes to 
the disease. Environmental factors include mechanical 
ventilation, oxygen exposure, as well as pre- and post-
natal infections. They are responsible for an important 
inflammatory response of the lung. The later ultimately 
leads to a decrease in alveolarization and pulmonary mi-
crovascular development, that is, characteristics of the 
bronchopulmonary dysplasia occurring in very preterm 
infants nowadays.

Effects of hyperoxia on the newborn lung. Though its ef-
fects are difficult to distinguish from those of mechani-
cal ventilation, hyperoxia is undoubtedly involved in the 
pathogenesis of bronchopulmonary dysplasia [reviewed 



 2 NEONATAL LUNG DISEASES 813

J. EARLY LIFE

in Harijith (2016)]. The transition from the intrauterine 
environment to ambient air at birth in itself constitutes 
a hyperoxic stress that is especially deleterious in the 
very preterm newborn. Reactive oxygen and nitrogen 
species released by alveolar epithelial cells and inflam-
matory cells promote death of the endothelial and epi-
thelial cells. Ultimately, hyperoxia largely contributes to 
decreased alveolarization and microvascular pulmonary 
development.

Newborn mice and rats have been extensively used 
to study the effect of hyperoxia. Mice and rats, which 
are normally born at the saccular stage of lung develop-
ment but with a mature lung surfactant and antioxidant 
system, are studied after term or near-term birth (Berger 
and Bhandari, 2014; O’Reilly and Thebaud, 2014). Their 
low price, the ability to study many newborn pups at 
a time, together with the availability of transgenic ani-
mals and numerous molecular biology tools, make them 
especially attractive. These models are, however, not 
adapted to the study of prolonged mechanical ventila-
tion, and their size limits instrumentation and in vivo 
blood sampling.

Newborn rabbits have been used in hyperoxia re-
search since the mid-20th century [reviewed in D’Angio 
and Ryan (2014)]. Like newborn mice and rats, and con-
versely to their adult counterparts, they can withstand 
exposure to 95% oxygen for several days. Like the human 
newborn, they are normally born at the alveolar stage of 
lung development. Their size permits some more instru-
mentation than in newborn mice and rats, and their cost 
is relatively low. Both term and preterm rabbit models 
have been used to study the effect of hyperoxia expo-
sure, sometimes with additional neonatal infection/
inflammation or postnatal malnutrition. While some 
studies on mechanical ventilation have been performed 
in newborn rabbits, their low size relative to the human 
preterm newborn does not offer the possibility to mimic 
the conditions encountered in the NICU as well as with 
the sheep or nonhuman primate model.

Effect of mechanical ventilation on the preterm lung. VILI 
has been shown to be a major factor in the pathogenesis 
of bronchopulmonary dysplasia, mainly via volutrauma 
and atelectrauma that are responsible for shear stress 
and stretch lesions of the lung cells [reviewed in Ramos 
(2016)]. These mechanical factors can very rapidly in-
duce extensive inflammation and death of the resident 
lung cells and augment alveolar–capillary permeability 
in a few minutes. The latter leads to an influx of neutro-
phils and macrophages that release proinflammatory cy-
tokines and chemokines, and amplify the inflammatory 
response initiated by resident lung cells. Consequences 
of the extensive VILI include decreased alveoralization 
and microvascular pulmonary development. Reduced 
alveolarization proceeds from alterations of the normal 
extracellular matrix remodeling and elastin deposition 

in the developing secondary septae, which are cru-
cially involved in alveolarization at the saccular stage. 
Decreased microvascular pulmonary development is 
caused by a decrease in vascular endothelial growth fac-
tor (VEGF) secondary to the hyperoxia associated to me-
chanical ventilation.

The preterm lamb and the preterm nonhuman pri-
mate newborn have been frequently used for studying 
the effects of mechanical ventilation. They offer sev-
eral distinct advantages over the other smaller models. 
Lambs and nonhuman primates are normally born at 
term at the same early/middle alveolar stage of lung de-
velopment than human newborns. While many studies 
have been performed on the effects of mechanical ven-
tilation in the preterm lamb, the majority lasted only a 
few hours. With proper around-the-clock intensive care, 
however, preterm lambs and nonhuman primates born 
at the saccular stage of lung development and with im-
mature surfactant, and antioxidant lung systems have 
a prolonged viability that allows to study them during 
several weeks under mechanical ventilation (Alber-
tine, 2015). Their large size close to that of a preterm hu-
man newborn allows to mimic the conditions encoun-
tered in the NICU, with extensive instrumentation and 
possibility of repetitive blood sampling. They have the 
downside to be expensive and to necessitate special ani-
mal facilities. In addition, while the preterm nonhuman 
primate model is the closest to the human preterm, its 
price and ethical considerations severely restrict its use.

2.3.2 Prevention and Treatment 
of Bronchopulmonary Dysplasia

Apart from preventing premature delivery, which is 
the focus of many ongoing clinical studies, prevention 
of bronchopulmonary dysplasia begins by the preven-
tion of respiratory distress syndrome via antenatal ad-
ministration of glucocorticoids to the mother. At birth, 
as already summarized (see Section 1.1.3; “The quest for 
the optimal ventilator strategy to support lung aeration 
at birth in very preterm newborns”), studies are ongoing 
to find the optimal positive pressure ventilatory support 
technique to aerate the lung when needed. Thereafter, 
early surfactant administration, closure of the ductus ar-
teriosus, optimization of nutritional intake, prevention 
of late onset sepsis, prudent use of systemic or intratra-
cheal glucocorticoids, and the use of the less invasive 
form of ventilatory support are all important aspects of 
the care of newborns with bronchopulmonary dysplasia. 
While many of the studies dealing with the prevention 
and treatment of bronchopulmonary dysplasia have 
been performed in the newborn infant, animal models 
have greatly contributed to some important aspects, as 
summarized subsequently.

Antenatal glucocorticoids administration. Since the work 
by Liggins and Howie (1972), antenatal glucocorticoids 
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administration is now a standard care for the prevention 
of respiratory distress syndrome when preterm delivery. 
An elegant review of the scientific literature on the usage 
of glucocorticoids in pregnancy was recently performed 
(Kemp et al., 2016). Studies in the rhesus macaque (Bun-
ton and Plopper, 1984), the preterm lamb (Jobe et al., 2003; 
Polglase et al., 2007), and in knockout mice models (Bird 
et al., 2015) have clearly demonstrated that antenatal cor-
ticosteroid exposure induces fetal lung maturation and 
largely prevents the occurrence and the severity of respi-
ratory distress syndrome in preterm newborns. Results 
in these preterm models suggested that improvement in 
lung function was most likely mediated by surfactant 
production (Bolt et al., 2001; Garbrecht et al., 2006), struc-
tural lung modifications (Bird et al., 2015; Bunton and 
Plopper, 1984; Polglase et al., 2007), and alveolar fluid 
clearance (Whitsett and Matsuzaki, 2006).

Noninvasive ventilatory support. Apart from the use of 
noninvasive ventilatory support for ensuring lung aera-
tion at birth, noninvasive ventilatory support has gained 
popularity in recent years in neonatal care, either for pri-
mary use from birth, for weaning from endotracheal ven-
tilation, or for treating apneas of prematurity in infants 
with bronchopulmonary dysplasia (DiBlasi, 2011; Flana-
gan, 2016; Garg and Sinha, 2013; Ramanathan, 2010). The 
bulk of knowledge in this area comes from clinical stud-
ies. Nevertheless, some studies conducted primarily in 
newborn lambs have brought unique information.

The use of long-term high-frequency nasal ventilation 
during several weeks from birth has been shown in pre-
term lambs to provide adequate gas exchange at lower 
inspired O2 level and respiratory pressures compared 
to endotracheal intermittent mandatory ventilation. 
Simultaneously, alveolarization was promoted (Null 
et al., 2014; Reyburn et al., 2008).

A series of experiments in term newborn lambs 
brought clinically relevant information on nasal venti-
lation. A major difference when using a nasal interface 
as opposed to an endotracheal tube for respiratory sup-
port is the interposition of the larynx between the ven-
tilator and the lungs. Studies in newborn lambs have 
shown that some modes of nasal positive pressure ven-
tilation, such as nasal pressure support, elicit an active 
inspiratory laryngeal closure, which impedes ventilator 
insufflations and limits lung ventilation in proportion 
to the inspiratory positive pressure (Moreau-Bussiere 
et al., 2007). On the contrary, neurally adjusted ventila-
tory assist (Hadj-Ahmed et al., 2012) and nasal high-fre-
quency oscillatory ventilation (Hadj-Ahmed et al., 2015), 
did not induce active inspiratory laryngeal narrowing. 
The reflex inspiratory closure of the larynx in nasal pres-
sure support ventilation was shown to originate from 
bronchopulmonary mechanoreceptors (Roy et al., 2008; 
Samson et al., 2014), and to be prevented by permitting 
moderate hypercapnia (Carriere et al., 2015).

Besides limiting lung ventilation, inspiratory clo-
sure of the larynx may be responsible for deviation of 
the insufflated gas into the digestive system, leading, in 
turn, to gastric distension and GERs (DiBlasi, 2011; La-
garde et al., 2010; Shepherd et al., 2013). Importance of 
the latter stems from their potential deleterious effects, 
as reviewed previously (see Section 1.2.3). Further ex-
periments in the newborn lamb, however, have recently 
shown that both nasal pressure support and neurally 
adjusted ventilatory assist inhibit GERs at positive pres-
sures of 15/4 cmH2O (Cantin et al., 2016). An important 
inhibition had also been shown previously with the ap-
plication of nCPAP at 6 cmH2O, the mechanism being 
seemingly related to the decrease of the duration and 
depth of transient relaxation of the lower esophageal 
sphincter (Djeddi et al., 2014).

Stem cells and bronchopulmonary dysplasia. Stem cells 
are promising for preventing and treating bronchopul-
monary dysplasia. The newborn mouse, rat, and sheep 
models of bronchopulmonary dysplasia have been used 
to show the beneficial effects of stem cell therapy. Stem 
cells, including those derived from the amnion or um-
bilical cord blood, were shown to induce a reduction of 
VILI, improved alveolarization, increased survival, and 
better lung function (Fung and Thebaud, 2014; Hodges 
et al., 2012; O’Reilly and Thebaud, 2015).

PATENT DUCTUS ARTERIOSUS

1 INTRODUCTION

The ductus arteriosus is an essential component of fetal 
circulation allowing for communication between the pul-
monary artery and the aorta (Hermes-DeSantis and Cly-
man, 2006). It functions to keep blood away from lungs 
filled with amniotic fluid toward a descending aorta and 
a placenta in utero. After birth, the direction of the blood 
flow through the ductus arteriosus reverses as the pul-
monary blood pressure drops. Then, the ductus arterio-
sus constricts and functionally closes spontaneously by 
72 h of age in more than 95% of term infants (Lim et al., 
1992). A patent ductus arteriosus (PDA) is a left-to-right 
shunt disease caused by the failure of the closing process. 
PDA is associated with several neonatal morbidities, and 
the severity of clinical symptoms depends on the mag-
nitude of the left-to-right shunt and on the cardiac and 
pulmonary responses to the shunt (Clyman, 2013).

First, the left-to-right shunt flow causes increased 
pulmonary blood flow that leads to increased preload of 
the left ventricle. Combined with the prematurity of ven-
tricle, namely, less distensible compared to that at term, 
the shunt causes high left ventricular end-diastolic pres-
sure and increased pulmonary venous pressure. This 
high pulmonary venous pressure leads to pulmonary 
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congestion (Clyman, 2013), resulted in increased needs 
for respiratory support. It has been suggested this pul-
monary congestion/edema contributes to develop and 
exacerbate bronchopulmonary dysplasia, however, 
there is little evidence from controlled, clinical trials to 
support this hypothesis (Clyman, 2013).

Second, the shunt causes the decreased blood flow 
to the pressure passive organs like the intestines, skin, 
muscle, and kidneys. This redistribution may result in 
several adverse outcomes including feeding intolerance, 
necrotizing enterocolitis (NEC), metabolic acidosis, and 
renal dysfunction (Dice and Bhatia, 2007; Hermes-De-
Santis and Clyman, 2006).

2 NORMAL PHYSIOLOGICAL COURSE 
OF DUCTUS ARTERIOSUS

During fetal life, low fetal systemic PaO2 and circu-
lating prostaglandin keep the lumen of the ductus arte-
riosus open. As fetuses do not breathe but depend on 
the placental circulation with gas exchange in utero, the 
maintenance of fetal circulation is literally vital. On the 
other hand, failure to close the ductus arteriosus after 
birth leads to the morbidity described previously. The 
closure of the ductus arteriosus in full-term infants oc-
curs in two steps below. First, increased arterial PaO2 
and decreased circulating prostaglandins allow the 
smooth muscle media of the ductus to constrict within 
the first few hours (functional closure). Second, the inner 
muscle wall of the ductus arteriosus develops profound 
ischemic hypoxia which leads to the anatomic remodel-
ing that transforms the ductus into a noncontractile liga-
ment (structural closure) (Clyman et al., 1999; Hermes-
DeSantis and Clyman, 2006).

3 PATHOPHYSIOLOGY OF PATENT 
DUCTUS ARTERIOSUS

Contrary to full-term ductus arteriosus, premature 
ductus arteriosus often fails to close due to several 
reasons.

First, the premature ductus is less likely to constrict 
and is easy to reopen. The premature ductus is less sen-
sitive to elevated PaO2 due to immature oxygen sensi-
tive K+ channel (Thebaud, 2004). And it loses its ability 
to respond to vasoconstrictive stimulants with increas-
ing postnatal age owing to depletion of oxygen and ATP 
(Levin et al., 2006). While, the premature ductus is more 
sensitive to the effects of prostaglandins (Clyman et al., 
1985) that are produced in inflammation (Ricciotti and 
FitzGerald, 2011). This characteristic contributes to easy 
reopening of the ductus. Thus, the premature ductus is 
less likely to achieve the functional closure.

Second, the premature ductus is less likely to develop 
profound hypoxia that leads to the structural closure, 
because the diameter of the lumen is larger compared to 
that of full-term ductus (Hermes-DeSantis and Clyman, 
2006), due to lack of intimal cushion formation (Gitten-
berger-de Groot et al., 1985; Tada et al., 1985). This ana-
tomical characteristic makes it difficult to develop com-
plete luminal obliteration and complete elimination of 
nutrient flow to its wall (Hermes-DeSantis and Clyman, 
2006). As a result, the premature ductus is less likely to 
achieve the structural closure.

4 TREATMENT FOR PATENT 
DUCTUS ARTERIOSUS

Indomethacin is a cyclooxygenase inhibitor that has 
been used for the closure of PDA by lowering circulat-
ing prostaglandin levels since the late 1970s (Friedman 
et al., 1976; Heymann et al., 1976). Although the efficacy 
of indomethacin has been well established, paradoxical-
ly, prenatal indomethacin as a tocolytic agent increases 
both the incidence and clinical severity of postnatal PDA 
(Hammerman et al., 1998), suggesting a more complex 
role for prostaglandins in the developmentally regulated 
process of maturation and postnatal closure of ductus ar-
teriosus. An alternative treatment strategy for PDA is a 
surgical ligation. It was reported that no significant dif-
ference between indomethacin treatment and surgical 
closure was found for in-hospital mortality, chronic lung 
disease, NEC, sepsis, creatinine level, or intraventricular 
hemorrhage (IVH) (Malviya et al., 2013).

5 ANIMAL MODELS OF PATENT 
DUCTUS ARTERIOSUS

Bergwerff et al. (1999) reviewed the anatomy and 
physiological ductal closure in various vertebrates from 
lungfish to mammals, and showed anatomical similari-
ties in all mammals and differences between mammals 
and other vertebrates. In all mammals, including hu-
man, it is the left aortic arch that persists and only the 
left ductus arteriosus is maintained throughout fetal life. 
Most of previous studies employed mammal models, 
and several mammal models have been used depend-
ing on the purpose. Meanwhile, the potential utility of 
chicken embryo models was reported recently (Agren 
et al., 2007; Sutendra and Michelakis, 2007).

5.1 Large Mammal Models

Large mammals including dog, sheep, and nonhu-
man primates have been employed mainly in the ana-
tomical and physiological studies.



816 31. ANIMAL MODELS FOR THE STUDY OF NEONATAL DISEASE 

J. EARLY LIFE

PDA is the most common cardiac anomaly observed 
in dogs (Patterson, 1968). Histological features of the 
normal ductus arteriosus and PDA in dogs resemble 
those of the normal ductus arteriosus and PDA in hu-
mans, suggesting a similar pathogenesis in both species 
(Bökenkamp et al., 2010). Using dog models, it is report-
ed that the aortic end of the ductus is the least advanced 
toward closure, and the pulmonary end the most ad-
vanced (Gittenberger-de Groot et al., 1985).

Other large mammal models, such as premature lamb 
or primate models have been mainly used when explor-
ing the physiological effects of PDA including changes 
in ventilation and cardiac function (Pérez Fontán et al., 
1987; Shimada et al., 1989). Their large body sizes al-
low to employ several intensive care strategies includ-
ing intratracheal intubation, mechanical ventilation, 
and central catheterization, then enable us to reproduce 
the clinical setting. The premature baboon [delivered at 
125 days of GA, term = 185 days] has a similar neonatal 
course including a spontaneous closure with premature 
human infants delivered between 25 and 26 weeks of GA 
(Clyman et al., 1999, 2012).

Although anatomically similar, there are some differ-
ences in the process of ductal closure between humans 
and large mammals, that is, the timing of the intimal 
cushion formation. Ductal closure is accompanied by in-
timal cushion formation as described previously, which 
starts during fetal life. Humans show the earliest onset 
of intimal thickening and, by far, the most extensive 
cushion formation (Bökenkamp et al., 2010; Groot and 
van Ertbruggen, 1980).

5.2 Small Mammal Models

In contrast to large mammal models, small mammal 
models including rodents have been mainly employed 
to explore the mechanism of ductal closure on the mo-
lecular level. Gene-targeted mouse models have been cre-
ated to elucidate mechanisms by which known effectors 
affect ductus development, prenatal patency, and postna-
tal ductal closure (Bökenkamp et al., 2010). Using mouse 
models, it has been revealed that genetic disruption of the 
prostaglandin E specific receptor EP4 paradoxically re-
sults in fatal PDA (Nguyen et al., 1997; Segi et al., 1998). 
The deficiency in both COX-1 and COX-2 also resulted in 
fatal PDA (Loftin et al., 2001). Yokoyama et al. (2006) re-
vealed the mechanism of this mystery using mouse mod-
els as well, that is, persistent prostaglandin E stimulation 
via EP4 plays a role of vascular remodeling of the ductus 
arteriosus to promote the intimal cushion formation and 
structural closure of the vascular lumen.

5.3 Chicken Models

Although most of current available data are derived 
from mammals, there is the limitation in mammal models 

when it comes to explore the developmental physiology 
of ductus in utero, since (1) the fetal/placental circulation 
has to be exposed to intervention only through complex 
surgery and (2) manipulation of the ambient oxygen lev-
els affects both the mother and the fetus (Sutendra and 
Michelakis, 2007). The chicken embryo models solve 
these problems and represent an excellent model to in-
vestigate developmental physiology of the cardiovascu-
lar system. Birds have completely septated hearts and 
arterial outflows, in contrast to reptiles (except for croco-
dilians) and lower vertebrates (Bergwerff et al., 1999). 
Chicken ductus has been shown its sensitivity to a wide 
range of vasoactive agonists including oxygen, prosta-
glandin, and NO as with mammals (Agren et al., 2009). 
Thus, the chicken embryo appears as another good mod-
el for the study of ductus arteriosus. However, there are 
also limitations in these models, namely, birds maintain 
bilaterally developed ductus arteriosus, that is contrast 
to mammals but similar in anatomy and physiology to 
reptiles. In addition, all birds close their ductus arterio-
sus permanently from the time of hatching without ex-
ception (Bergwerff et al., 1999).

RETINOPATHY OF PREMATURITY

1 INTRODUCTION

Retinopathy of prematurity (ROP) is an eye disease of 
developing blood vessels that affects preterm babies. It 
was reported that the incidence of ROP was 68% among 
infants whose birth weights were less than 1251 g (Good 
et al., 2005). Although the severity decreased as the 
mechanism of this disease has been revealed and then 
the management of oxygen therapy has been refined, it 
becomes the leading cause of childhood blindness due 
to progressive increasing the number of preterm birth all 
over the world (Hartnett and Penn, 2012).

This disease was first described as the “retrolental fi-
brodysplasia” by Terry more than 70 years ago (Terry, 
1942), followed by numerous studies, in which animal 
models including kittens, mice, and rats were mainly 
employed to reveal the underlying mechanism and to 
explore the efficient treatment strategy.

2 NORMAL VASCULARIZATION OF 
HUMAN RETINA

In humans, normal vascularization of the retina and 
vitreous body begins at approximately 16 weeks of GA 
(Flynn, 1992). The process starts with the most superfi-
cial (or inner) retinal layers at the optic nerve head, and 
radiates outward or anteriorly from this central point 
(Gariano and Gardner, 2004). During the early stages, 
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vascular supply to the eye is partially provided by the 
hyaloid vasculature originating from the optic nerve 
and traversing the primitive vitreous toward the an-
terior segment. The hyaloid vasculature is a transient 
existing network of capillaries, and is regressed and 
removed when ocular development proceeds (Mitchell 
et al., 1998). Hyaloid regression is usually completed 
before 34 weeks of GA in humans. By this time, devel-
opment of the intraretinal vasculature is already well 
advanced. The nasal retina becomes fully vascularized 
at approximately 36 weeks of GA, and the temporal ves-
sels reach the ora serrata at approximately 40 weeks of 
GA. Thus, a human term infant is born with fully devel-
oped retinal vessels and with regressed hyaloid vascu-
lature (Stahl et al., 2010).

3 PATHOPHYSIOLOGY OF RETINOPATHY 
OF PREMATURITY

ROP consists of following two phases. The first phase 
is delayed or attenuated retinal vascular development. 
This occurs when the premature infant is born into a 
hyperoxic postnatal environment, and is worsened by 
supplemental oxygen therapy. The second phase is neo-
vascularization stimulated by the oxygen-related fac-
tors, such as erythropoietin and VEGF (Hellström et al., 
2013). This neovascularization potentially leads to intra-
vitreal hemorrhages, retinal detachment, and ultimately, 
vision loss because these vessels are often disorganized 
and leaky due to a lack of the normal developmental reg-
ulatory mechanisms (Dorrell and Friedlander, 2006). The 
transition between first phase and second phase seems 
to depend on the postmenstrual age of the infant rather 
than the postnatal age (Hellström et al., 2013). It is re-
ported that ROP begins at roughly 30 weeks of GA and 
peaked at 36–38 weeks of GA, irrespective of GA at birth 
(Palmer et al., 1991).

As it was reported in early 1950s that high oxygen lev-
el is strongly associated with the development of ROP 
(Campbell, 1951); most of the studies after that have 
employed oxygen-induced retinopathy models. On the 
other hand, the association between the ROP and the in-
flammatory response, which plays an important role in 
several diseases that affect premature infants including 
bronchopulmonary dysplasia and white matter injury, 
had not been explored for a long period. However, the 
evidence of association between the inflammation and 
the ROP has been emerged recently (Chen et al., 2011b; 
Dammann et al., 2009; Hong et al., 2014; Sood et al., 2010). 
The extreme prematurity plus multiple hits of perinatal 
inflammation, such as clinical chorioamnionitis and neo-
natal systemic inflammatory response syndrome, are 
associated with an increased risk of ROP (Chen et al., 
2011a; Dammann et al., 2009). Of note, the three risk 

factors, (1) neonatal sepsis, (2) oxygen exposure, and (3) 
low GA, increase the risk of ROP not additively but mul-
tiplicatively (Dammann, 2010).

4 TREATMENT OF RETINOPATHY OF 
PREMATURITY

Cryotherapy, ablation of the peripheral nonvascu-
larized retina in order to stop the progression of ROP 
by decreasing VEGF level and other angiogenic fac-
tors from the hypoxic retina, was induced in 1980s. 
The multicenter trial of cryotherapy revealed that this 
treatment had significantly reduced total retinal de-
tachments by 19.8% at 10 years of age (Cryotherapy for 
Retinopathy of Prematurity Cooperative Group, 2001). 
This has been confirmed over time, and cryotherapy 
has become established as standard care for threshold 
ROP (Palmer et al., 2005). Laser photocoagulation has 
taken over the role as a standard treatment for ROP in 
developed countries (Cuthbertson and Newsom, 2006), 
owing to its advantages including easier administra-
tion, lower rates of complications, and efficacy that is at 
least equivalent to cryotherapy, although no random-
ized clinical trial that compared cryotherapy with la-
ser photocoagulation directly has been conducted yet 
(Simpson et al., 2012).

5 ANIMAL MODELS OF RETINOPATHY 
OF PREMATURITY

Despite the severity with regards to the quality of life 
for affected infants, ROP is not life-threating disease. 
It is relatively and ethically difficult to obtain samples 
from human infants suffering from this disease in time-
ly manner. Therefore, animal models have been quite 
important to reveal the mechanism of ROP. While, un-
like humans, the retinal vascularization occurs postna-
tally in many mammals, which made it easy to establish 
animal models for exploring the underlying mechanism 
of ROP due to availability of administering exogenous 
materials, such as molecular agonists or antagonists, 
directly, eliminating many of the difficulties associated 
with studying embryonic vascular development (Dor-
rell and Friedlander, 2006). Meanwhile, this fact can be 
a potential limitation when the findings are adapted to 
human infants. Although no animal model is perfect, 
several species have been tested as appropriate animal 
models of ROP. An ideal animal model should repro-
duce the two phases of ROP. Besides, it should display 
revascularization of the avascular area with functional 
intraretinal vasculature and regression of pathologic 
neovascularization during the later disease stages (Stahl 
et al., 2010).
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5.1 Kitten Models

Kitten models were historically one of the first animal 
models to be used to imitate the ROP (Ashton et al., 1954; 
Patz, 1968), as the neonatal cat retina is at a stage of de-
velopment equivalent to that of the human retina at the 
beginning of the third trimester (Chan-Ling et al., 1990). 
At birth, most of the cat retina is covered by spindle 
cells, the inner vasculature has formed over 30%–40% of 
the retina, and the outer vasculature has not begun to 
form (Chan-Ling et al., 1990). They well mimic biphasic 
response of retinal vasculature to oxygen, thus, the kit-
ten retina may provide an accurate model of the critical 
early and middle stages of ROP (Chan-Ling et al., 1990). 
However, kitten models never develop cicatricial retinal 
disease seen in human premature infants. In addition, 
major drawback to these models is high cost and poor 
availability of reagents (Connor et al., 2009). Thus, kitten 
models are no longer as popular models of ROP as they 
used to be.

5.2 Rat Models

Meanwhile, rat models have been proved to be alter-
native good models of ROP because of several reasons. 
First, the rat retina develops in a way similar to that of 
the human as follows: (1) the retina is one of the last tis-
sues to be vascularized, (2) the retinal vasculature de-
rives from mesenchymal precursor cells of the hyaloid 
artery, and (3) vascularization proceeds in a wave-like 
fashion, beginning at the optic disk and growing out-
ward until the vessels reach the retinal periphery (Bar-
nett et al., 2010). Second, the pattern of neovasculariza-
tion induced by hyperoxia is quite similar to that seen 
in the human retina with ROP. Third, the rat models 
are relatively cheap compared to kitten models (Barnett 
et al., 2010).

Despite the utility described previously, these models 
were once abandoned as Ashton and Blach (1961) casted 
doubt on the validity of the achievements using these 
models before them, although Patz reported the retinal 
vascularization in the rat models as early as 1954 (Patz, 
1954). The reason why Ashton and Blach failed to re-
produce ROP in the rat models was unclear, however, 
it was possibly due to strain differences of susceptibility 
described later. The interest in these models reemerged 
in late 1980s. Many studies have been conducted using 
these models, and these models have contributed much 
of what is currently known regarding the growth of 
physiological and pathological blood vessels in the ret-
ina (Barnett et al., 2010). Rat models are useful in thera-
peutic drug screening or in exploring the mechanisms 
of angiogenesis (Lai and Lo, 2013). On the other hand, 
the demerits of rat models are: (1) susceptibility to hy-
peroxia differs among strains, and (2) the production of 

specific mutations, conditional mutations, and marker 
manipulations has been problematic (Iannaccone and 
Jacob, 2009).

5.3 Mouse Models

The mouse retina is quite similar with the rat retina, 
and therefore mouse models also have a number of rea-
sons to be another good animal model of ROP. First, the 
normal development of the mouse retinal vasculature 
occurs within 2 weeks of birth, that allows to observe 
the full spectrum of vascular development. Second, the 
developmental stage of retinal vessels in the newborn 
mouse retina approximates that of premature human 
infants of 4–5 months of GA. Third, the retinal devel-
opment of mouse is initiated by spindle-cell precursors 
that form a superficial layer, followed by the develop-
ment of a deep retinal vascular layer, same with that of 
human (Smith et al., 1994). However, historically, trials 
to develop mouse models of oxygen-induced retinopa-
thy had a variable success owing to its inconsistency of 
the neovascular response to hyperoxia and the lack of 
quantification of that response. This inconsistency was 
considered to be derived from the incomplete regression 
of hyaloid vessels. And in 1994, Smith and coworkers 
reported that the mouse retina of postnatal day 7 most 
closely resembled that of premature infants with opti-
mization of maximal hyaloid vascular regression and 
minimal retinal vascular development. They demon-
strated that exposure of postnatal day 7 mice to 5 days 
of 75% oxygen followed by return to room air resulted in 
reproducible and quantifiable retinal neovascularization 
without hypertrophy or dilation of the hyaloid vessels 
(Smith et al., 1994). Their model has become the protocol 
of choice (Connor et al., 2009; Scott and Fruttiger, 2010), 
and followed by more than 15,000 publications within 
only 15 years (Stahl et al., 2010).

Mouse pups also have an immature retinal vascula-
ture and persistent hyaloid vessels at birth same with 
the rat models. The highly organized pruning of hya-
loid vessels in the postnatal mouse eye has been a very 
useful tool in the study of mechanisms of physiological 
vessel regression (Stahl et al., 2010). Parallel to hyaloid 
regression, mouse retinal developmental vascularization 
occurs postnatally when well-defined vascular plexuses 
form in a highly reproducible temporal and spatial pat-
tern (Dorrell and Friedlander, 2006; Stahl et al., 2010). 
Although the time course of vascularization in wildtype 
mice varies considerably among the strains like rat mod-
els (Stahl et al., 2010), mouse models provide a solution 
with regards to the difference among strains due to their 
availability of transgenic strains. Using the mouse mod-
els also enable access to a wide range of recombinant 
proteins and antibodies. Despite the merits described 
earlier, mouse models are not suitable for the therapeutic 
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drug research owing to the spontaneous regression of 
the neovascularization within a week (Lai and Lo, 2013).

5.4 Zebrafish Models

Zebrafish models have been emerged more recently 
compared to other animal models described earlier. 
Zebrafish and human retinal vasculatures share some 
common features (Alvarez et al., 2007). The genetic tech-
niques, such as cloning, mutagenesis, transgenesis, and 
mapping approaches have already been established in 
this model (Lieschke and Currie, 2007). Besides, these 
models have a superiority to other animal models, 
namely, transparency that facilitates in vivo and in real 
time observation (Lieschke and Currie, 2007; Wu et al., 
2015). Exposure of either embryo or adult zebrafish to 
hypoxia leads to neovascularization response, thus these 
are good models to explore the mechanism of angiogen-
esis (Cao et al., 2008; Wu et al., 2015). In addition, Zebraf-
ish models cost less compared to even rodent models, 
and has high fecundity (Lieschke and Currie, 2007).

On the other hand, zebrafish models also have several 
drawbacks. First, although zebrafish and human retinal 
vasculatures share some common features as mentioned 
previously, the similarities are less compared to rodent 
models (Lieschke and Currie, 2007). For example, the 
coupled hyaloid regression and retinal angiogenesis 
described earlier is not observed in zebrafish (Alvarez 
et al., 2007). Second, skillful techniques and a large quan-
tity of eyeballs are required in dissection and for molecu-
lar analysis due to the limited supply of tissue from a 
single animal (Lai and Lo, 2013).

INTRAVENTRICULAR HEMORRHAGE

1 INTRODUCTION

Intraventricular hemorrhage (IVH) is a major neu-
rological complication of prematurity. Although it is 
reported that the overall percentage of infants with se-
vere IVH decreased in past 2 decades, it is still as high as 
13% in preterm infants born between 22 and 28 weeks of 
GA. In addition, the incidence in infants born between 
22 and 25 weeks of GA demonstrated no change (Stoll 
et al., 2015).

A majority of these infants are asymptomatic and 
the diagnosis is based on screening cranial ultrasound, 
while some infants manifest with subtle abnormalities in 
the level of consciousness, movement, tone, respiration, 
and eye movement. Although uncommon, some demon-
strate catastrophic deterioration presenting with stupor, 
coma, decerebrate posture, generalized tonic seizure, 
and quadriparesis (Ballabh, 2010).

IVH strongly correlates with neonatal morbidity and 
mortality. More than 60% of preterm survivors with IVH 
demonstrate some neurosensory impairments, includ-
ing abnormal neurologic examination, cerebral palsy 
(CP), posthemorrhagic ventricular dilation, and seizure 
(Luu et al., 2009).

2 PATHOPHYSIOLOGY 
OF INTRAVENTRICULAR  

HEMORRHAGE

Pathophysiology of IVH is multifactorial, complex, 
and heterogeneous. IVH usually initiates in the periven-
tricular germinal matrix and progresses to IVH upon the 
rupture of the underlying ependyma. Germinal matrix 
hemorrhage is primarily venous in origin (Ghazi-Birry 
et al., 1997). The inherent fragility of the germinal matrix 
vasculature is supposed to underlie as a basis (Ballabh, 
2014), however, the trigger for the hemorrhage remains 
unclear although the fluctuation in the cerebral blood 
flow is a convincing candidate.

First, IVH mainly occurs in the germinal matrix, 
which consists of neuronal and glial precursor cells. 
The subependymal germinal matrix is highly vascular 
and is selectively vulnerable to hemorrhage. The thick-
ness of the germinal matrix decreases after 24 weeks 
of GA, and it almost disappears by 36–37 weeks of 
GA (Ballabh, 2014). The vulnerability to hemorrhage 
derives from (1) the paucity of pericytes (Braun et al., 
2007), (2) the reduced expression of fibronectin (Xu 
et al., 2008), and (3) the less degree of glial fibrillary 
acidic protein expression in astrocyte end feet (El-
Khoury et al., 2006).

Second, fluctuating pattern of cerebral blood flow ve-
locity during the 1st day of life strongly correlates with 
the development of IVH (Perlman et al., 1983). However, 
surprisingly, a correlation between the impaired auto-
regulation and IVH has not been demonstrated (Soul 
et al., 2007; Wong et al., 2008), although it is logical that 
cerebral autoregulation is impaired when the IVH occurs 
because autoregulation is the capability of the blood ves-
sels in the brain to retain a constant blood flow in spite of 
fluctuation. Thus, the role of impaired autoregulation in 
the development of IVH needs further evaluation (Bal-
labh, 2014).

Other conceivable contributing factors include coagu-
lation/clotting disorder. A number of studies have sug-
gested the correlation between coagulopathy and IVH, 
although there is no significant correlation between the 
degree of coagulopathy and that of IVH (Lupton et al., 
1988; Van de Bor et al., 1986). Therefore, Ballabh (2014) 
concluded that “coagulopathy does not seem to play a 
key role in pathogenesis of IVH, but can modify the risk 
and severity of IVH.”
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3 PREVENTION OF INTRAVENTRICULAR 
HEMORRHAGE

The two main strategies to prevent IVH are (1) to 
strengthen the germinal matrix vasculature and (2) to 
stabilize the cerebral blood flow (Ballabh, 2014).

First, germinal matrix is highly vascular and is se-
lectively vulnerable to hemorrhage as described previ-
ously. The levels of VEGF and angiopoietin-2 are high in 
the germinal matrix than in the cerebral cortex or white 
matter in both humans and rabbits, and the decreased 
level of them resulted in the suppressed incidence of 
germinal matrix hemorrhage (Ballabh et al., 2007). It has 
been demonstrated that prenatal glucocorticoids (1) sup-
press VEGF expression, (2) elevate transforming growth 
factor-β, and (3) enhance pericyte coverage, in the germi-
nal matrix (Vinukonda et al., 2010). Indeed, a number of 
studies have demonstrated that glucocorticoids reduce 
the incidence of IVH (Roberts and Dalziel, 2006).

Second, several trials to reduce the fluctuation of ce-
rebral blood flow have been conducted to prevent IVH. 
Phenobarbital has failed to show its efficacy to reduce 
IVH (Smit et al., 2013). While pancuronium demonstrat-
ed a significant reduction in IVH, uncertainty remains 
regarding the long-term neurologic effects. Thus, the 
routine use of pancuronium in ventilated premature 
infants is not recommended at present (Cools and Of-
fringa, 2005).

4 ANIMAL MODELS OF 
INTRAVENTRICULAR HEMORRHAGE

In 1980s, studies to explore the underlying mecha-
nism of IVH were conducted using mainly rabbit and 
beagle models. They have played important roles in un-
derstanding the physiologic factors that predispose to 
IVH.

4.1 Rabbit Models

Rabbit models have been shown to be appropriate 
models for the study of IVH because (1) the maximal 
growth of the brain occurs perinatally, (2) there is an 
abundant germinal matrix near term, and this is sub-
stantially reduced by birth, (3) there is no rete mirabile 
that is not observed in human but observed in sheep 
and dog models, (4) the blood flow to the brain is via 
internal carotid and vertebral arteries and the propor-
tion of brain perfused by each of these vessels is similar 
to that in the human, (5) the maturation of the lungs is 
completed just before term, (6) the rabbit pup can main-
tain a separate existence from the dam when delivered 
prematurely, and (7) although quite small, monitoring 
of several physiological variables can be carried out 

(Lorenzo et al., 1982). In addition, IVH occurs even spon-
taneously in rabbit models (Lorenzo et al., 1982). Rab-
bit models have been used to clarify whether the physi-
ological insult, such as intracranial hypotension, causes 
IVH or not (Conner et al., 1983). Although, Coulter et al. 
(1984) directed questions at the reproducibility of these 
models based on their failure to demonstrate IVH using 
225 premature pups; these models are employed even 
nowadays and achieved long survival that enables us to 
observe the consequences of IVH (Chua et al., 2009).

4.2 Beagle Models

Beagle models were quite popular among researchers 
who explored the mechanisms of IVH in 1980s due to 
their reproducibility of IVH. Etiologically, IVH occurs in 
beagle models in a similar way with human premature 
infants. IVH can be produced in these animal models by 
several insults including hypercarbia (Goddard et al., 
1980a) and hypertension (Goddard et al., 1980b). Be-
sides, the pathologic findings in these models, namely, 
periventricular and intraventricular hemorrhages in-
cluding hemorrhages in subependymal regions in and 
near the germinal matrix, in the tela choroidea, and in 
the choroid plexus, are similar to that in human preterm 
brains (Goddard-Finegold and Armstrong, 1987). Addi-
tionally, beagle models also demonstrate spontaneous 
IVH (Ment et al., 1982).

4.3 Other Models

There are a few more animal models to explore the 
posthemorrhagic ventricular dilation. Rat models (Che-
rian et al., 2004; Xin et al., 2010) and piglet models (Aqui-
lina et al., 2007, 2012) have been developed to reveal the 
mechanisms and long-term consequences of posthemor-
rhagic ventricular dilation. However, in these models, 
IVH is not caused by some insults but is mimicked by 
intraventricular injection of their own blood.

CEREBRAL PALSY

The definition of CP includes five key elements: (1) 
it is an “umbrella term”; (2) it is permanent but not un-
changing; (3) it involves a disorder of movement and/
or posture and of motor function; (4) it is due to a non-
progressive interference, lesion, or abnormality; (5) the 
interference, lesion, or abnormality arose in the develop-
ing or immature brain (Shepherd et al., 2016).

CP represents the most common physical disability in 
childhood. In a recent metaanalysis, including 19 stud-
ies, the global pooled prevalence was 2.11 per 1000 live 
births (95% confidence interval 1.98–2.25). Sadly, the 
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progress in reducing the numbers of individuals affected 
by CP has been slow; a cumulative metaanalysis demon-
strated stability in the prevalence over the past 10 years 
(Oskoui et al., 2013). The prevalence expressed by GA 
was highest in children weighing 1000–1499 g at birth 
(59.18 per 1000 live births) and for children born before 
28 weeks of gestation (111.80 per 1000 live births).

1 EPIDEMIOLOGY, ETIOLOGY, AND 
ANIMAL MODELS

Approximately 6% of children with CP are due to a 
cerebrovascular or cardiac event after the 1st month of 
life and before 2nd–5th year of life (Shepherd et al., 2016; 
Smithers-Sheedy et al., 2016). The overwhelming majori-
ty of individuals with CP (94%) will have suffered the in-
sult antenatally or perinatally, including the first 28 days 
of life. Of those, ∼80%–90% are due to antenatal events, 
rather than the labor process per se. Factors, precipitat-
ing CP include, aside of genetics, preterm birth, infec-
tion, and intrapartum acidemia (Oskoui et al., 2013). The 
influence of these factors is further potentiated by the 
chronic fetal hypoxia or inflammation, at least in part via 
cardiogenic insults that affect cerebral perfusion, which 
usually are clinically asymptomatic and thus go cur-
rently unnoticed (Frasch et al., 2011; Herry et al., 2016; 
Wibbens et al., 2007). Over 40% of individuals with CP 
are born preterm, compared with approximately 8% of 
the general population. Overall, however, most indi-
viduals with CP (50%–60%) are born at term (Shepherd 
et al., 2016; Smithers-Sheedy et al., 2016). CP and the un-
derlying brain injury lead to life-long disabilities includ-
ing motor difficulties as well as problems with hearing, 
sight, speech, seizures, and cognition, but with hardly 
diminished life expectancy for the ∼90% of the individu-
als with CP who reach 20 years of life. The combined 
burden of life-long individual suffering and health-eco-
nomic impact is considerable.

As evidenced by these data, the etiology of CP and the 
underlying brain injury are complex and so is the spread 
of the animal models required to mimic the causative 
mechanisms, which represents the first step in defin-
ing the therapeutic options. Factors to consider are the 
presumed timing of the insult and the key organ con-
tributing to the insult. For example, as is the case with 
the impact of preterm birth, an immature brain injury 
manifests typically with white matter pathology due 
to immaturity of oligodendroglia at the time of the in-
sult, while mature fetus will present with grey matter 
injury and underlying neuronal insult pattern (Dean 
et al., 2011; Mallard and Vexler, 2015).

The animal models mimicking various stages of CP 
etiology aim at understanding the molecular steps in-
volved, biomarkers for early identification of fetuses or 

neonates at risk of developing CP, and early therapeutic 
intervention.

The selection of the animal models depends on the 
physiological maturity comparable to the human situa-
tion at the given GA. Consequently, mice have emerged 
as potent models of fetal inflammation, prematurity, and 
ensuing brain injury (Burd et al., 2009, 2011); guinea pigs 
have been used as models of intrauterine growth restric-
tion, a condition associated with chronic fetal hypoxia, 
allowing studies in the offspring (Dong et al., 2011; 
Elias et al., 2016). Rabbits have been used to test novel 
promising CP treatments using nanoparticles (Kan-
nan et al., 2012). Fetal sheep models of acute (De Haan 
et al., 1997; Drury et al., 2014; Frasch et al., 2016) and 
chronic (Keen et al., 2011) brain injury represent the most 
commonly used large animal model of mechanisms un-
derlying CP and the only animal model so far that re-
sulted in bedside translation of the research findings to 
mitigate CP development: the therapeutic hypothermia 
in neonates (Davidson et al., 2015; Gunn et al., 1997). 
These references represent but a snap shot of the rich ex-
perimental literature in the field.

Current methods to diagnose fetal inflammation or 
acidemia are inadequate as they are imprecise (indirect 
biomarkers measured from the mother), invasive (am-
niocentesis), and “noncontinuous” (sample obtained at 
a time point may become “out-of-date”) (Fahey, 2008; 
Garite, 2001). They are also insensitive to subtle inflam-
mation caused by ischemia, hypoxic acidemia, or infec-
tion. Even subtle inflammation is consequential because 
it “programs” myeloid cells, such as microglia in the 
brain to be hyperresponsive to future insults, potentially 
enlarging the zones of tissue damage (Cao et al., 2014; 
Xu et al., 2014). An urgent need exists to identify early 
signs of the septic or acidotic fetus and neonate at risk 
of adverse outcome in order to intervene therapeutically 
(Fahey, 2008; Garite, 2001). Early detection of incipient 
brain injury is urgently needed, as, currently, the diagno-
sis of CP is often made years after the insult.

In the subsequent sections, we focus on two select and 
important causes of CP, fetal inflammation and acide-
mia, and the animal model of fetal sheep used to mimic 
the condition and identify potential early biomarkers of 
these pathophysiological processes to reduce the disease 
burden. The basic experimental design of the fetal sheep 
model is reported in Burns et al. (2015) and many other 
original research articles.

2 FETAL INFLAMMATION

The main manifestation of pathologic inflammation 
in the fetoplacental unit, chorioamnionitis, affects 20% 
of term pregnancies and up to 60% of preterm pregnan-
cies (preterm birth occurs in 8%–13% of pregnancies 
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in Canada). It remains often undiagnosed (Gotsch 
et al., 2007; Lahra and Jeffery, 2004). Even asymptomatic 
inflammation may inhibit placental angiogenesis, impede 
delivery of nutrients, and alter the fetus’ hormonal/cy-
tokine environment, leading to deranged inflammatory 
and metabolic responses (Dowling and Levy, 2014; Gar-
nier et al., 2008). Both symptomatic and asymptomatic, 
histologically detected chorioamnionitis are associated 
with a ∼ninefold increased risk of CP (Grether and Nel-
son, 1997). Similarly, chorioamnionitis is strongly associ-
ated with NEC, a frequent life-threatening complication 
in NICUs with 20%–40% mortality (Garzoni et al., 2013). 
NEC predisposes to functional impairment and confers 
increased risk for worse neurodevelopmental outcomes 
in the long term than prematurity alone (Pike et al., 2012; 
Rees et al., 2007; Sharma and Hudak, 2013).

Since CP is likely a result of multiple insults of various 
types (e.g., inflammation, hypoxia, or acidemia) inten-
sity and duration, several labs developed multihit para-
digms to mimic the human situation more closely (Cao 
et al., 2015; Dean et al., 2015; van den Heuij et al., 2014). 
Fetal sheep model provides an excellent possibility to 
induce and monitor fetal insult in vivo and then create 
primary pure brain cultures to further study molecular 
mechanisms involved in memory of in utero inflamma-
tory insult, a likely contributor to the increased suscep-
tibility to perinatal or early postnatal brain injury, espe-
cially under conditions of prematurity and during stay 
in a NICU (Cao et al., 2015). Fetal sheep model of lipo-
polysaccharide (LPS)-induced inflammatory response 
has further contributed to development of novel moni-
toring technologies to detect early fetuses at risk of brain 
injury due to infection, systemically, in the gut or in the 
brain (Durosier et al., 2015; Liu et al., 2016).

Advances have also been made using septic neona-
tal rat model to develop heart rate algorithms for early 
sepsis detection in neonates (Fairchild et al., 2011). To-
gether, these findings in animal models point to the 
diagnostic potential of fetal heart rate (FHR) variabil-
ity monitoring in fetuses and neonates to detect early 
onset of sepsis on systemic and organ-specific scales. 
This approach is based on the notion of the fetal cholin-
ergic antiinflammatory pathway and the “vagus code” 
(Frasch et al., 2016; Herry et al., 2016; Kwan et al., 2016). 
Together, animal models have been instrumental in de-
veloping means to identify babies requiring neuropro-
tective intervention.

3 FETAL ACIDEMIA

Human clinical studies with umbilical cord blood 
gas and pH assessment at birth indicate an increas-
ing risk for neonatal adverse outcome and longer-term 

sequelae including CP with pH values <7.00 (Liston 
et al., 2002a,b, 2007). Additionally, growth-restricted in-
fants with chronic hypoxemia due to placental dysfunc-
tion are at greater risk for concerning acidemia at birth 
and thereby subsequent adverse neurological outcomes 
due to superimposed acute hypoxemia during labor 
(Frasch et al., 2009a, 2010, 2011; Kaneko et al., 2003). This 
is supported by studies in the ovine fetus showing that 
preexisting hypoxia alters cerebral and cardiovascular 
responses to labor-like umbilical cord occlusions (UCOs) 
(Wassink et al., 2013).

The absence of FHR decelerations along with presence 
of FHR variability is highly predictive for normal fetal 
blood gas/pH at birth (Liston et al., 2002a,b, 2007). How-
ever, clinical FHR monitoring has a low positive predic-
tive value for concerning acidemia at birth (∼50%), so 
there is continued need for improving existing technolo-
gies for the detection of fetal hypoxic acidemia during 
labor (Liston et al., 2002a,b, 2007).

Fetal sheep model of human labor allows to study 
patterns of electrocortical activity (ECOG) and FHR in 
response to repetitive UCOs insults to delineate the time-
course and correlation of ECOG change with worsening 
acidemia (Frasch et al., 2011). Fetal ECOG responds to 
labor-like UCOs with amplitude suppression and fre-
quency increase during FHR decelerations in associa-
tion with pathological decreases in fetal arterial blood 
pressure. These changes in ECOG suggest an “adaptive 
brain shutdown” and occur on average 50 min prior to 
attaining a severe degree of acidemia with fetal arterial 
pH < 7.00. Translational implications are that fetal ECOG 
monitoring can improve the positive predictive value of 
FHR monitoring for worsening acidemia at birth, which 
should contribute to early detection of babies at risk of 
developing CP.

Fetal acidemia is required to produce neuroinflam-
mation as evidenced by the findings in fetal sheep near 
term where chronic hypoxia does not lead to microglial 
activation, but acidemia does (Prout et al., 2009, 2012). 
Moreover, isolated systemic hypoxia without ischemia 
does not cause neuronal necrosis as shown in middle 
cerebral artery occlusion model of stroke in adult rats; 
however, it will exacerbate ischemic necrosis (Miyamoto 
and Auer, 2000). In line with these findings, pediatric pa-
tients less than 9 months old with proven hypoxic or hy-
potensive episodes due to perinatal asphyxia, congenital 
heart defects, or chronic pulmonary dysfunction were 
found to often show a dense infiltrate of microglial cells 
in the dentate gyrus making this neuroinflammation a 
neuropathological marker of mild hypoxic–ischemic 
brain injury (Del Bigio and Becker, 1994). That is, neuro-
inflammation, preceding brain necrosis, plays a pivotal 
role in mediating brain injury induced by neonatal hy-
poxic ischemic encephalopathy, the neuropathological 
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substrate of CP (Liu and McCullough, 2013). Meanwhile, 
suspending neuronal activity is known to result in pro-
longed preservation of viability in adults and neonates 
(Glass and Ferriero, 2007; Safar et al., 2002). It is hence 
plausible that fetal or perinatal neuroinflammation are 
mitigated by an early adaptive neuronal shutdown in re-
sponse to repetitive intermittent hypoxic episodes with 
cumulative acidemia. These findings in rat and sheep 
models underscore the intricate interaction between in-
flammation and acidemia resulting in brain injury.

Consequently, fetal sheep studies of human labor 
indicate that EEG–FHR monitoring during labor, as a 
novel ancillary modality of intrapartum monitoring, 
may not only identify fetuses at risk of developing se-
vere acidemia, but it may also provide information to 
the neonatologist as to which babies may be at higher 
risk of brain injury resulting in conditions, such as CP 
due to developing neuroinflammation. FHR monitoring 
may guide this diagnostic process by helping to distin-
guish chronically hypoxic fetuses prior to labor onset 
from the normoxic fetuses. The therapeutic implication 
is that neuroprotective drug treatments need to target 
the postnatal 24 h time window to benefit from the anti-
neuroinflammatory effect the adaptive brain shutdown 
may have in the chronically hypoxic fetuses when they 
are born.

Another finding from fetal sheep model was the role 
of FHR sampling rate in clinical setting to enable early 
detection of fetal acidemia (Durosier et al., 2014). Cur-
rently, this sampling rate is inadequate explaining poor 
positive predictive value of FHR monitoring for detec-
tion of acidemia.

It should be noted, that animal models, such as fetal 
sheep model not only informed clinically testable algo-
rithms for detection of acidemia and inflammation, but 
also provided a unique foundation for creation of a novel 
generation of “animal” models, namely in silico models 
of human labor (Wang et al., 2015). In silico or computer 
models allow, naturally, more exhaustive testing of vari-
ous labor scenarios than animal models. This approach 
already led to new predictions for FHR-derived bio-
markers of fetal acidemia (Wang et al., 2015).

NECROTIZING ENTEROCOLITIS

1 ETIOLOGY

NEC is an acute inflammatory disease that affects 
the intestine of neonates resulting in intestinal necrosis, 
systemic sepsis and multisystem organ failure (Garzoni 
et al., 2013). NEC is extremely frequent and affects 5%–
10% of all infants born at 1500 g or less birth weight or 
less than 30 weeks GA (Lin and Stoll, 2006). The incidence 

of NEC varies from 0.3 to 2.4 infants per 1000 live births, 
with nearly 90% of cases occurring in infants born at 
less than 36 weeks of gestation. NEC affects 2%–5% of 
all premature infants and accounts for up to 8% of all 
NICU admissions. Actually, the incidence of NEC has in-
creased despite surfactant replacement therapy because 
of increased survival of very premature infants (born at 
800 g or less) (Lin et al., 2008). NEC is the leading cause 
of death and long-term disability from gastrointestinal 
disease in preterm infants. The overall mortality for NEC 
ranges from 10% to 50% but approaches 100% for infants 
with the most severe form of the disease, characterized 
by full-thickness destruction of the intestine leading to 
intestinal perforation, peritonitis, bacterial invasion, sep-
sis, and multiorgan failure.

NEC is not only one of the most serious clinical prob-
lems to affect neonates, but also one of the most chal-
lenging to treat. Since the etiology and the mechanisms 
leading to NEC are unknown, the treatment is symptom-
atic. Minor cases and early stage of NEC are managed by 
antibiotics and cessation of oral feeding, advanced cases, 
in which intestinal necrosis is present, may require sur-
gery with intestinal resection.

Despite several decades of work into the pathogenesis 
of NEC (Hunter et al., 2008), the overall mortality rate 
remains high and our overall understanding of its causes 
remains low. Clearly, a more complete understanding of 
the causes of NEC is required to more effectively de-
sign preventive and therapeutic strategies (Bisquera 
et al., 2002; Ganapathy et al., 2012).

2 CHORIOAMNIONITIS: PATHOLOGICAL 
FETAL INFLAMMATION IS A RISK 

FACTOR

The events leading to NEC are complex and multifac-
torial, including preterm birth, complicated early neo-
natal trajectory, adverse intrauterine environment, and 
poor perinatal transition. The most important ones are 
preterm birth and a history of enteral feeding (Lin and 
Stoll, 2006). A significant number of fetuses are exposed 
to various degrees of inflammation, which impacts on 
their intestinal development.

Chorioamnionitis associated with maternal infection 
has been strongly implicated in fetal intracerebral hem-
orrhage (Andrews et al., 2006, 2008; Aziz et al., 2009). 
However, an increased incidence of NEC has also been 
reported in neonates of mothers presenting with chorio-
amnionitis, in several independent studies (Andrews 
et al., 2006; Aziz et al., 2009; Been et al., 2009) as well 
as a recent metaanalysis. The role of prenatal infection 
in the development of NEC is most significant in very 
preterm infants (24–26 weeks’ GA) (Aziz et al., 2009), but 
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is also apparent in preterm births <32 weeks (Andrews 
et al., 2006; Been et al., 2009) and in full-term births (Mar-
tinez-Tallo et al., 1997).

3 TIGHT JUNCTIONS: INTESTINAL 
PERMEABILITY AND INTEGRITY

After birth, the intestinal lumen is subject to external 
environmental influences, including bacterial coloniza-
tion of the gastrointestinal tract (Gronlund et al., 1999). 
Cells that cover the intestinal surface must form a barrier 
to protect the “milieu intérieur” from the external world 
and prevent unrestricted exchange of materials. The 
intestinal epithelial barrier needs to allow the passage 
of water and nutrients but prevent microbial contami-
nation and the invasion of interstitial tissues by foreign 
antigens (Turner, 2009). Tight junctions, essential to the 
paracellular pathway, are the primary determinants of 
barrier function. Tight junctions are situated at the apical 
pole of epithelial cells, and comprise over 50 associated 
proteins. The first group includes claudins (a family of at 
least 24 members) and occludin. These proteins span the 
plasma membrane and are attached to a second group of 
proteins including zonula occludens (ZO)-1, -2 and -3, 
which link them to actin and myosin in the cytoskeleton 
(Turner, 2009).

The properties of tight junctions differ from one tis-
sue to another, as evidenced by the 1000-fold variation in 
electrical resistance between different epithelia. Barrier 
properties are not fixed: they can be modulated and regu-
lated on a short- or long-term basis. Short-term regulation 
is achieved by deformation of the cytoskeleton: myosin 
light chain phosphorylation permits interaction with ac-
tin and contraction of the actin filaments in the perijunc-
tional ring. Contraction of the actin filaments favors the 
passage of macromolecules by opening the pores. Myosin 
light chain kinase-1 (MLCK-1) controls the phosphoryla-
tion/dephosphorylation of the myosin light chains in the 
villus enterocytes and surface colonocytes (Clayburgh 
et al., 2004). Further downstream, during alterations of the 
tight junction permeability, the transmembrane protein 
occludin is subject to endocytosis (Schwarz et al., 2007; 
Turner, 2009). Long-term regulation of intestinal perme-
ability depends on the synthesis and trafficking of clau-
din-2, a molecule that is overexpressed in intestinal cells 
of animal models of colitis and in human ulcerative colitis 
specimens (Heller et al., 2005).

It has been suggested that abnormalities in intestinal 
permeability may be key to the facilitation of intestinal 
inflammation leading to NEC (Petrosyan et al., 2009). In-
testinal barrier integrity and its appropriate regulation 
are essential to the prevention of antigen diffusion and 
bacterial contamination into the lamina propria and in-
terstitial tissue.

4 INTESTINAL PERMEABILITY IS 
INFLUENCED BY PATHOGENS AND 

INFLAMMATION

Intestinal barrier dysfunction in newborns may be 
triggered by exogenous agents. Such enteric pathogens 
trigger local inflammatory responses through specific 
receptors [e.g., toll-like receptor 4 (TLR4) for LPS rec-
ognition] or by proinflammatory cytokines [e.g., tumor 
necrosis factor alpha (TNF-α)] (Clayburgh et al., 2005), 
interferon-γ (Wang et al., 2005), interleukin 1-beta 
(Al-Sadi et al., 2008), and high-mobility group box 1 
(HMGB1) protein (Liu et al., 2006; Raman et al., 2006; 
Sappington et al., 2002). TNF-α-induced barrier loss is 
associated with increased transcription and translation 
of MLCK (Clayburgh et al., 2005). In vivo, intestinal epi-
thelial MLCK is induced by TNF-α. In the rat model of 
sepsis, an intraperitoneal injection of LPS demonstrably 
resulted in a rapid rise of TNF-α in the colonic mucosa 
followed by an increase in myosin light chain phosphor-
ylation and colonic permeability (Moriez et al., 2005). 
Interestingly, studies in the fetal rat model of NEC have 
also shown that prenatal bacterial LPS exposure alters 
the development and permeability of intestinal epithe-
lium (Giannone et al., 2006) and increases ileal injury 
(Giannone et al., 2009). Similarly, in fetal sheep, preterm 
intraamniotic LPS exposure induces abnormal expres-
sion of ZO-1 in the ileum (Wolfs et al., 2009).

5 ENS CONTROLS EPITHELIAL BARRIER 
FUNCTION

The enteric nervous system (ENS) is defined as the 
arrangement of neurons and supporting cells through-
out the gastrointestinal tract, from the esophagus to the 
anus (Goyal and Hirano, 1996). The ENS is organized 
in ganglia that contain neurons, glial cells, and intersti-
tial cells. Each enteric ganglion contains many different 
neuron types (Furness, 2000). The ENS consists of some 
100 million neurons, or about one tenth of the number 
of neurons of the spinal cord. Glial cells in the ENS have 
similar properties to those in the central nervous system 
(Gershon et al., 1993). The numbers and types of neu-
rotransmitters expressed by enteric neurons are compa-
rable to those found in the central nervous system. The 
ENS is capable of autonomy with elicitation of reflexes 
(complete reflex circuitry in the intestinal wall compris-
es intrinsic sensory neurons, interneurons, and intrinsic 
motor neurons) after total extrinsic denervation of the 
gut (Furness et al., 1995). However, the ENS is under 
physiological influence of the sympathetic and vagus 
nerves. The ENS controls intestinal motility, modulates 
visceral sensation, and plays a role in the regulation of 
the intestinal blood supply and the secretion of digestive 
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hormones (Boeckxstaens, 2002; Costa and Brookes, 1994; 
Kunze and Furness, 1999). It also plays a major role in 
water and electrolyte transport. As a consequence, in-
testinal permeability is under neural control (Keita and 
Soderholm, 2010). The ENS should thus be considered, 
along with the microflora, immune system, and fibro-
blasts, as a major player in the maintenance of intesti-
nal homeostasis and integrity. The ENS has the ability 
to fine-tune intestinal barrier function via the release of 
mediators, such as acetylcholine that enhance—via mus-
carinic receptors—(Cameron and Perdue, 2007) and va-
soactive intestinal peptide (VIP) that constrict (Neunlist 
et al., 2003) intestinal permeability over short-term or 
long-term periods (Neunlist et al., 2013). Similarly, the 
ENS can modulate the proliferation and differentiation 
of the intestinal epithelial barrier via the secretion of dis-
tinct neuromediators, such as VIP (Neunlist et al., 2013). 
VIP exerts antiproliferative effects, while mediators, 
such as acetylcholine, glucagon-like peptide 2 (GLP-2), 
or substance P stimulate intestinal epithelial cell prolif-
eration (Neunlist et al., 2013).

6 NEC: IMMATURE IMMUNE RESPONSE

Local intestinal immune response is normally tightly 
controlled (Su et al., 2009). The premature gastrointesti-
nal tract has increased permeability, low levels of pro-
tective mucus and secretory immunoglobuline A, higher 
risk of bacterial overgrowth caused by dysmotility due 
to ENS immaturity, and decreased regenerative capa-
bilities (Neu, 2007). Uncontrolled intestinal inflamma-
tion may result from immaturity of the innate immune 
system of the developing gut (Lin and Stoll, 2006; Lin 
et al., 2008). Immature regulation could lead to an exag-
gerated inflammatory response, leading to greater injury 
and increased intestinal barrier damage. Alternatively, 
immature regulation could result in minimal immune 
response due to insufficient inflammatory signaling, 
thus contributing to bacterial overgrowth and invasion 
of interstitial tissue. The uncontrolled intestinal inflam-
mation observed in NEC may also depend on dysregu-
lation of intestinal permeability in relation to localized 
immune response (Turner, 2009). In most individuals 
and specifically in healthy full-term newborns, a local-
ized break in the intestinal barrier induces a localized 
immune response that is finely tuned and controlled 
to avoid overinflammation and a subsequent increase 
of intestinal permeability. This normal immunoregula-
tory response is the result of a delicate balance between 
proinflammatory (TNF-α, IL-1β) and antiinflammatory 
(IL-10) processes. If even small anomalies occurred in 
any of the components of the system (tight junction dys-
regulation, immune regulatory response), the inflamma-
tory response would be amplified and would result in 

intestinal injury. Such anomalies may occur secondary to 
immaturity in preterm babies.

Furthermore, immunomodulatory nutrients, such 
as glutamine, arginine, nucleotides, omega-3 polyun-
saturated fatty acids, and lactoferrin are provided with 
enteral nutrition and prevent diseases, such as NEC. 
Difficulties with enteral feeding in the 1st week of life 
predispose premature infants to sepsis and NEC (Neu 
et al., 2013).

7 DEVELOPMENT AND MONITORING 
OF THE AUTONOMIC NERVOUS SYSTEM 

ACTIVITY

The autonomic nervous system plays a predominant 
role in complex coordinated control of multiple vitally 
important physiological subsystems in the organism and 
is part of the neuroimmunological response to patho-
gens via CAP (Fairchild et al., 2011). Since autonomic 
nervous system development and activity are reflected 
in the heart rate patterns, an appropriate analysis of the 
fetal heart rate variability (fHRV) may provide informa-
tion regarding the individual fetal development (Hoyer 
et al., 2013; Van Leeuwen et al., 1999). fHRV is a noninva-
sively obtainable marker of changes in vagal (parasym-
pathetic) and sympathetic activity (Frank et al., 2006). In-
crease in fHRV is associated with fetal growth in general 
and with the increase in neural integration in particular 
(Van Leeuwen et al., 2013). Understanding of the dynam-
ics of fHRV in human and ovine fetuses during physi-
ologic (e.g., sleep states) and pathophysiologic (e.g., as-
phyxia) conditions has evolved over the past 2 decades 
(Frank et al., 2006; Karin et al., 1993). FHR and fHRV are 
regulated by a complex interplay of the parasympathetic 
and sympathetic nervous systems accounting for the 
baseline FHR as well as short-term and long-term vari-
ability and nonlinear properties (Frasch et al., 2009b; Gi-
eraltowski et al., 2013). Nonlinear properties of fHRV in 
late gestation fetuses are present and a higher vagal tone 
is associated with more efficient regulation of homeosta-
sis (Groome et al., 1999).

8 CAP CONTROLS IMMUNE 
HOMEOSTASIS

CAP has been implicated in the regulation of the 
inflammatory reflex in adult organisms including hu-
mans (Cailotto et al., 2012; Olofsson et al., 2012; Trac-
ey, 2002, 2007, 2009). CAP is a neural mechanism that in-
fluences the magnitude of the innate immune response 
and maintains homeostasis. As part of CAP, increased 
vagal activity inhibits the release of proinflammatory cy-
tokines. Vagal nerve stimulation decreases LPS-induced 
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systemic TNF-α release in adult rats (Borovikova 
et al., 2000). Suppression of proinflammatory cytokine 
expression via agonistic action on the α7 subunit nicotin-
ic acetylcholine receptor (α7nAChR) was confirmed in 
innate immune cells, such as macrophages [reviewed in 
Tracey (2007)]. Systemically via CAP, this is mediated via 
the spleen: Adrenergic nerve fibers in the spleen activate 
acetylcholine-producing T-lymphocytes, thereby inhib-
iting systemic cytokine production (Huston et al., 2007; 
Olofsson et al., 2012; Rosas-Ballina et al., 2011).

Vagal nerve activity in basal conditions provides in-
hibitory input that dampens innate immune response 
(Haensel et al., 2008; Thayer and Fischer, 2009). The 
CAP influences the magnitude of the innate immune 
response and maintains homeostasis (Tracey, 2009). De-
pressed vagal nerve activity is associated with an exag-
gerated proinflammatory response and increased mor-
bidity and mortality in various contexts, such as acute 
or stable coronary heart disease, metabolic syndrome or 
impaired glucose tolerance and kidney failure (Haensel 
et al., 2008; Thayer and Fischer, 2009). The inhibitory role 
of CAP on innate immune function can be thought of as 
analogous to the inhibitory role of the vagus nerve on 
the resting heart rate (Tracey, 2009).

Under resting conditions, the inflammatory re-
flex helps establish the set point for the magnitude 
of the innate immune response to molecules arising 
from infection, injury, or ischemia. Vagus nerve out-
put maintains homeostasis by limiting proinflamma-
tory response to the healthy, protective, and nontoxic 
range. However, when vagal activity is absent or di-
minished, the set point increases; exposure to patho-
gens then results in an exaggerated proinflammatory 
response and eventual tissue damage as demonstrated 
in different experiments with murine models (Ghia 
et al., 2006, 2007a,b, 2008).

Numerous factors can experimentally or clinically 
impair the CAP, each resulting in an exaggerated in-
nate immune response. For instance, in animal models 
with vagotomy or deficient in α7nAChR, the magnitude 
of the proinflammatory cytokine response and the ex-
tent of tissue damage increase during infection, hem-
orrhagic shock and stroke (Ghia et al., 2008; Guarini 
et al., 2003; Ottani et al., 2009; Tracey, 2009; van Wester-
loo et al., 2005). The observation that vagal nerve activ-
ity influences circulating TNF-α amounts and the shock 
response to endotoxemia has widespread implications. 
It is a previously unrecognized, direct, and rapid endog-
enous mechanism that can suppress the lethal effects of 
biological toxins. The CAP has much shorter response 
times than humoral antiinflammatory pathways. Elec-
trical stimulation of the vagus nerve or administration 
of α7nAChR agonists in rat model of LPS-induced sep-
sis reduces the magnitude of proinflammatory cytokine 
production by 50%–75% but does not eliminate cytokine 

activity (Borovikova et al., 2000; Tracey, 2009). Activa-
tion of CAP has not been observed to cause immuno-
suppression because maximal suppression only reduces 
proinflammatory cytokine levels from the toxic to the 
healthy range. This concept has been studied as a po-
tential treatment for a range of inflammatory diseases, 
including infection [reviewed in Tracey (2009)]. The role 
of CAP in the perinatal inflammatory response and the 
priming of subsequent innate immune response require 
elucidation.

Studies are needed to explore the impact of CAP ac-
tivity on chorioamnionitis (Shapiro et al., 2013). Such 
studies could lead to the development of novel prognos-
tic markers to better identify fetuses at risk of NEC. We 
hypothesize that increased CAP activity would inhibit 
the activation of intestinal innate immune cells, such 
as macrophages and thus suppress the inflammatory 
response to bacterial infection. Effectively, pathological 
inflammation and intestinal permeability as a locus mi-
noris resistentiae of incipient NEC would be decreased or 
normalized.

9 VAGAL NERVE STIMULATION 
AND THE GUT INFLAMMATION

As vagal nerve stimulation stimulates CAP activ-
ity without causing immunosuppression (Borovikova 
et al., 2000), it has been shown to improve intestinal in-
flammation in murine models of experimental colitis 
(Ghia et al., 2006, 2007a,b, 2008) and postoperative ileus 
(The et al., 2007; van Bree et al., 2012). The role of intesti-
nal macrophages seems pivotal (Costantini et al., 2010a; 
Rosas-Ballina et al., 2011; The et al., 2007; van Bree 
et al., 2012). In a murine model of dextran sodium sulfate-
induced colitis, Ghia et al. demonstrated an increased 
inflammatory response in the colonic mucosa of the 
vagotomy group as compared to control animals. They 
showed the protective effect of vagal activity in acute 
colitis (Ghia et al., 2006) and in acute relapses within a 
background of chronic inflammation (Ghia et al., 2007b).

In a murine model of postoperative ileus, the antiin-
flammatory effect of intracerebroventricular injection of 
semapimod was abolished in the presence of vagotomy 
(The et al., 2011). Vagal nerve stimulation also modulates 
intestinal permeability and integrity. In a murine model 
of intestinal injury caused by severe burns, vagal nerve 
stimulation performed before injury improved intestinal 
barrier integrity through an efferent signaling pathway 
and was associated with improved tight junction protein 
expression (Costantini et al., 2010b). In the same model, 
stimulating the vagus nerve at the time of injury pro-
moted enteric glial cell activation. Either method could 
prevent intestinal barrier injury (Costantini et al., 2010a). 
Activation of enteric glial cells has been reported in a rat 
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model of burn-induced stress and gut injury (Costantini 
et al., 2010a).

The optimal choice of vagal nerve stimulation pa-
rameters in order to activate the CAP for therapeutic 
purposes remains challenging (Kwan et al., 2016). Al-
though the literature provides a spectrum of possibili-
ties, further studies are needed. Huston et al. (2007) 
demonstrated improved survival in murine polymicro-
bial sepsis with transcutaneous vagal nerve stimulation, 
suggesting that this mode might be an effective therapy 
for sepsis generally and NEC specifically. Pharmaco-
logically, cholinergic neuronal circuitry can be stimu-
lated peripherally using α7nAChR agonists to act on 
macrophages; or centrally using intracerebroventricular 
injections of semapimod (The et al., 2011), muscarinic 
receptor agonist McN-A-343 (Pavlov et al., 2006), or an 
acetylcholinesterase inhibitor (galantamine) (Pavlov 
et al., 2009). Importantly, enteral feeding of lipid-rich 
nutrition may also be used to activate the CAP pathway 
(Luyer et al., 2005).

10 NEAR FUTURE: EARLY DETECTION 
OF NEC USING FETAL AND NEONATAL 

HEART RATE MONITORING?

Human and animal studies using fetal sheep indicate 
that heart rate monitoring can signal early onset of NEC 
(Liu et al., 2016; Stone et al., 2013). A unique subset of 
fHRV measures reflecting 1.5 days ahead of time the 
levels of macrophage activation and increased leakiness 
in terminal ileum (Liu et al., 2016). Such subset of fHRV 
measures may reflect the brain–gut communication via 
the vagus nerve. This supports the notion of a common 
neuroregulatory mechanism via CAP and requires fur-
ther studies in animal models of NEC to hack the “vagus 
code” (Kwan et al., 2016).

Ultimately, such animal studies should lead to a non-
invasively obtained fetal CAP response signature to help 
identify babies at risk of developing NEC.

Together, the potential of creating organ-specific 
fHRV signatures of inflammation obtainable nonin-
vasively by hacking the brain–body communication 
via the vagus nerve by using multidimensional HRV 
analysis needs to be explored and exploited in fur-
ther animal studies. Some early work in human co-
horts already indicates the value of such approach for 
early prediction of perinatal health outcomes (Frasch 
et al., 2014).
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1 INTRODUCTION

1.1 The Concept of Fetal Programming 
and Overview of Animal Models

The period of intrauterine development represents a 
sensitive window during which disruption or modifica-
tion of the environment can influence fetal development 
to potentially alter lifetime health trajectories (Barker 

and Clark, 1997; Godfrey and Barker, 2001). Depending 
on the time window of exposure during gestation, dif-
ferent physiological systems are affected by the exterior 
or interior milieu. Consequently, different animal mod-
els have been used to address pertinent questions about 
mechanisms of the programming effects and therapeutic 
options (Chavatte-Palmer et al., 2016; Sutton et al., 2016). 
Here, we focus on animal models reproducing the effects 
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taking place during fetal development, rather than peri-
conceptually (Heijmans et al., 2008) or during embryonic 
development. We will also consider the transgeneration-
al effects of fetal programming as they are being mod-
eled in a number of animal systems. This is important, 
as it appears established now that a combination of ge-
netic and epigenetic mechanisms can convey memory 
not only across a single generation, but even persist as 
a multigenerational memory of acute and chronic in-
sults endured during fetal development. The potential 
 adaptive and maladaptive physiological phenomena re-
sulting from such programming are considered within 
the concept of the developmental origins of health and 
disease or DOHaD (Fig. 32.1) (Gluckman et al., 2010; 
Metz et al., 2015).

Animal models of fetal programming contribute in 
three synergistic ways to understanding and treating 
human diseases or predispositions to diseases, which 
emerge from in utero insults leading to fetal program-
ming. Firstly, animal models serve to confirm obser-
vations derived in epidemiological studies. Secondly, 
animal models provide insights into mechanisms and 
render novel putative biomarkers of various effects of fe-
tal programming that are relevant for early identification 
of affected individuals, children and adults. Thirdly, ani-
mal models permit testing of therapeutic interventions 
before they are translated into clinical intervention stud-
ies (Care et al., 2016; Leshem and Schulkin, 2012; Zucchi 
et al., 2014).

DOHaD have been linked to a number of modifiable 
and nonmodifiable factors and factors that, arguably, 
are settled somewhere in between, such as socioeco-
nomic status (Borghol et al., 2012; King et al., 2015). 

The modifiable risk factors include, for example, pat-
terns of nutrition, including both chronic fetal and early 
postnatal under- and overnutrition (Chavatte- Palmer 
et al., 2016; El Hajj et al., 2014; Morrison and Reg-
nault, 2016), drug intake, including smoking, canna-
bis and alcohol (Szutorisz and Hurd, 2016; Westbrook 
et al., 2010), intrauterine growth restriction (Regnault 
et al., 2013; Zhang et al., 2015), intrauterine infection 
(Cao et al., 2015; Cordeiro et al., 2015). To the nonmodi-
fiable factors belong such events as wars, famines (Sy-
monds et al., 2001) and other inescapable stress experi-
ences that may occur before or during pregnancy (King 
and Laplante, 2005; Veru et al., 2014), and, notably, can 
be inherited in the off-spring paternally or maternal-
ly and in a sexually dimorphic manner (Petropoulos 
et al., 2014; Short et al., 2016). The developmental con-
sequences of in utero exposures to these various factors, 
modeled in a number of animal models including rat 
(Care et al., 2016), guinea pig (Iqbal et al., 2012;  Pappas 
et al., 2014), sheep (Barry and Anthony, 2008; Burns 
et al., 2015) and nonhuman primate (Li et al., 2007), 
include metabolic syndrome, obesity and diabetes in 
particular; cardiovascular development including sus-
ceptibility to atherosclerosis, hypertension, and coro-
nary heart disease, but also other forms of heart dis-
ease including cardiomyopathies (Frasch, 2008; Frasch 
et al., 2007; Morton et al., 2016; Thornburg, 2015) and 
alterations in neurodevelopment, including emotional 
and cognitive development which have been linked to 
autism spectrum disorder, attention deficit hyperactiv-
ity disorder, learning disabilities, to name a few.

Enigmatically, in the domain of stress research, in 
utero exposure to inescapable stress appears to exert 
a dramatic spectrum of effects across all of the above-
mentioned physiological systems (Maccari et al., 2014). 
Stress exposure is also probably the most common driv-
er of fetal programming, iatrogenic via antenatal gluco-
corticoids (∼10% of all pregnancies), or in form of life 
events (∼25%–50% of all pregnancies) (Roosevelt and 
Low, 2016; Shapiro et al., 2013; Woods et al., 2010).

The literature dealing with fetal programming has un-
dergone rapid growth over the past decade. A PubMed 
search in September 2016 rendered ∼150,000 hits. Hence, 
the authors make no attempt to provide a systematic re-
view in this chapter. Rather, we hope to demonstrate on 
some select examples how exactly animal models of fetal 
programming due to stress exposure have continued to 
expand our knowledge of this fascinating phenomenon 
with major health-economic and social impact. We will 
distinguish two types of stress exposure resulting in fe-
tal programming: iatrogenic, due to administration of 
synthetic glucocorticoids (sGC), where key models are 
guinea pig and sheep and exogenous stress, also referred 
to as prenatal stress (PS) where key models are rat and 
sheep.

FIGURE 32.1 Conceptual framework illustrating the interplay 
between prenatal stress and altered pregnancy outcomes. Late gesta-
tion stress alters the maternal endocrine, immune and nervous system 
phenotypes, and expression of epigenetic markers. Epigenetic modifi-
cations may have no influence, partial influence or extensive influences 
on pregnancy outcomes, altered maternal and offspring behavior, and 
metabolic imbalances. Some or all of these outcomes may be influ-
enced by epigenetic modifications (Metz et al., 2015).
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2 SIGNIFICANCE

By 2007, 200 million children under 5 years of age 
living in developing countries were not fulfilling their 
developmental potential, mostly due to exposure to 
biological and psychosocial factors that might alter 
brain function (Grantham-McGregor et al., 2007; Walk-
er et al., 2007). Maternal depression was identified as a 
key risk factor affecting child development that requires 
urgent intervention (Walker et al., 2007). Early post-
natal care was shown to partially reverse the effects of 
PS on brain reprogramming in animal models (Barros 
et al., 2004, 2006b; Weaver et al., 2005).

A key challenge of the animal models of fetal pro-
gramming of PS is the identification of changes of the in-
trauterine environment represented by reliable biomark-
ers of stress-related epigenetic reprogramming. This is a 
vital step toward diagnosis and devising early interven-
tions such as promoting mother-infant bonding and cog-
nitive stimulation to improve developmental outcomes 
in PS-exposed children. This is mainly based on educa-
tion and maternal support programs which are accessible 
in developing countries. Testing of this hypothesis has 
been subject of a number of animal model-based studies, 
primarily in pregnant rat using enrichment paradigms 
(Barros et al., 2004, 2006b; Weaver et al., 2005).

Among early developmental disruptors, prenatal ex-
posure to maternal psychosocial stress, depression, and 
anxiety confers lifelong risk for behavioral alterations that 
last beyond childhood (O’Connor et al., 2003).  Concern 
for the infant’s future underlies much of the research on 
transgenerational transmission of maternal stress (Lesh-
em et al., 2016). The developmental perspective that ear-
ly experience is formative of long-term behavioral and 
cognitive patterns is reflected in the numerous studies 
that have demonstrated effects of PS during the prenatal, 
perinatal, and postnatal periods on offspring brain devel-
opment, stress reactivity, and behavior regulation (Lesh-
em et al., 2016) and cognitive development in human 
infants (Beydoun and Saftlas, 2008; Mulder et al., 2002). 
Animal studies in rat, mouse, guinea pig, and nonhuman 
primate show that PS leads to vulnerability to anxiety 
and impaired learning, memory and locomotor dysfunc-
tion (Weinstock, 2008). Moderate to severe stressful life-
events, in combination with inadequate social network, 
are closely associated with increased child morbidity 
and neurological dysfunction, such as attention-deficit 
hyperactivity disorder (ADHD) and sleep disturbance 
during infancy (Weinstock, 1997) which if persistent in 
adulthood might result in depression and vulnerability 
to psychotic disorders (Cohen et al., 1983; van Os and 
Selten, 1998). The intrauterine period has been implicated 
as the most sensitive time for the establishment of epi-
genetic variability, “fetal programming”, which in turn 
affects offspring development, cell- and tissue- specific 

gene  expression, potentially altering lifetime health 
 trajectories and risk for a range of disorders (Barker and 
Clark, 1997; Tobi et al., 2009). Far less is known about 
how fetal programming is influenced by the PS occurring 
before pregnancy. As such, studies on PS effects during 
pregnancy and transgenerational transfer of PS are need-
ed to define the mechanisms, identify the biomarkers for 
early detection and begin to devise early therapeutic ap-
proaches. This is especially relevant now, as nongenomic 
and epigenetic transmission offer a conceptualization 
of how experience may be transferred across genera-
tions (Caldji et al., 2011; Mulligan et al., 2012; Weaver 
et al., 2004). The key biological systems upon which the 
PS-triggered epigenetic mechanisms are thought to act 
are hypothalamic-pituitary-adrenal (HPA) axis and the 
autonomic nervous system (ANS).

The HPA axis regulates homeostatic mechanisms, in-
cluding the ability to respond to stressors (Van den Hove 
et al., 2006) and is highly sensitive to adverse early life 
experiences (Meaney, 2001). Exposure to PS results in 
increased responsiveness of the HPA axis to stress, and 
reductions of glucocorticoid receptor (GR) expression in 
the hippocampus of adult offspring (Zuena et al., 2008). 
In humans, PS is associated with higher rates of pre-
term delivery and lower birth weight (Van den Bergh 
et al., 2005; Wadhwa et al., 1993), elevated cortisol (Field 
et al., 2004), impaired subsequent working memory per-
formance in young women (Entringer et al., 2009) and 
changes in the epigenetic regulation of GR expression 
(Mulder et al., 1997). Increased HPA stress reactivity 
in the offspring of low maternal care rats is associated 
with higher DNA methylation at the promoter of NR3C1 
(which encodes GR) (Francis et al., 1999; Liu et al., 1997; 
Weaver et al., 2004). Maternal prenatal depressive symp-
toms predict increased NR3C1 1F DNA methylation in 
buccal cells of male infants (Braithwaite et al., 2015). 
Moreover, PS modified the expression of several microR-
NAs in the hippocampus and prefrontal cortex of prepu-
bertal and adult offspring, microRNA-133b being altered 
most significantly (Monteleone et al., 2014) (Fig. 32.1). In 
mice, levels of both OGT [O-linked-N-acetylglucosamine 
(O-GlcNAc) transferase] and its biochemical mark, O-
GlcNAcylation, were significantly lower in males and 
further reduced by prenatal stress (Howerton et al., 2013). 
In humans, differential methylation is associated with 
prenatal exposure to maternal depression (O’Connor 
et al., 2003; Teh et al., 2014), PS, and birth weight ( Filiberto 
et al., 2011; Mulligan et al., 2012; Vidal et al., 2014). Cor-
ticosteroid administration during pregnancy has shown 
to affect autonomic balance in utero (Dawes et al., 1994; 
Derks et al., 1995; Mulder et al., 1997; Senat et al., 1998).

Early adversity may elevate corticotropin-releasing 
hormone (CRH) gene expression in the mother’s brain 
and (during pregnancy) placenta, stimulating fetal  cortisol 
and adrenocorticotropic hormone (ACTH) and signaling 
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premature maturation of fetal tissue (Horan et al., 2000; 
Moog et al., 2016). Women exposed to early adversity may 
be more susceptible to stress during a  major life event like 
pregnancy. This may be due in part to HPA dysregulation 
along with elevated CRH and cortisol levels. Pregestation-
al stress increased the expression of corticotropin- releasing 
factor type 1 (CRF1) messenger RNA in the brains of 
mothers and offspring, suggesting an epigenetic route of 
transgenerational transmission (Zaidan et al., 2013). Pre-
gestational stress to female rats two weeks prior to mat-
ing resulted in reduced anxiety, enhanced fear learning, 
and improved adaptive learning for second generation 
offspring (Zaidan and Gaisler- Salomon, 2015). In addi-
tion, levels of the stress hormone corticosterone (CORT; 
an indicator of HPA functioning) was altered across the 
three generations in a sex-dependent manner (Zaidan and 
Gaisler-Salomon, 2015). Maternal stress during the third, 
but not the second, week of gestation in rats was associ-
ated with alterations in stress reactivity behaviors and 
prolonged elevations in glucocorticoid levels among adult 
male offspring (Koenig et al., 2005). Heightened anxiety 
was associated with greater CRH mRNA gene expression 
in the amygdala, and attenuated stress responses were 
associated with greater glucocorticoid mRNA expression 
in the hippocampus and impaired feedback to the HPA 
(Grundwald and Brunton, 2015). The offspring of rats ex-
posed to either a daily injection of CORT or prenatal stress 
during the third week of gestation all displayed decreased 
GR protein levels in the medial prefrontal cortex, hip-
pocampus, and hypothalamus, as compared to controls 
(Bingham et al., 2013).

Higher levels of CRH during pregnancy also increase 
maternal vulnerability to a suppressed HPA axis after de-
livery and postpartum depression, for which the CRH-
R1 receptor has been implicated (Engineer et al., 2013; 
Meltzer-Brody et al., 2011). Changes in maternal and 
offspring HPA function, which can be altered via stress 
induced changes to CRF (or CRH) expression (Zaidan 
et al., 2013), are often accompanied by behavioral effects. 
Together, CRH can impact behavior and brain function 
and should continue to remain in focus of animal model-
based investigations of stress-mediated fetal program-
ming effects of neurodevelopmental trajectories.

3 PRECLINICAL STUDIES OF PRENATAL 
STRESS IN RODENT MODELS

3.1 Single Generation PS Exposure Effects on 
Programming of Postnatal Brain Development

3.1.1 PS Impairs Dopamine Metabolism 
Throughout Development of the Male Offspring

PS can be induced in pregnant rats by restriction of 
movement and subsequent crossfostering. PS increases 

DA D2 receptors in limbic areas, decreases DA-stimulat-
ed release in cortical areas and impairs the expression 
of specific transcription factors during development, as 
well as the expression of TH and transporters. PS alters 
the asymmetry in D2 type receptors in the Nucleus Ac-
cumbens, an area associated with impulsivity (Adrover 
et al., 2007; Berger et al., 2002; Barros et al., 2004; Carboni 
et al., 2010; Katunar et al., 2010; Silvagni et al., 2008). 
Adoption at birth reverses the receptor increase, reflect-
ing the high vulnerability of DA system to variations 
both in prenatal and in postnatal environment.

3.1.2 PS Impairs the Hypothalamic-Pituitary-
Gonadal Axis in Male Offspring (Fig. 32.2)

PS impairments of DA metabolism were differentially 
affected after puberty, suggesting that perinatal events 
might render the DA circuitry more vulnerable to puber-
ty variation of the hormonal circulating hormones. PS 
induces long-term imbalance of male sexual hormones 
concentrations in serum, advanced spermatogenesis de-
velopment and age-dependent misbalance in oestrogen 
receptor alpha expression in PFC and HPC brain areas 
(Pallares et al., 2013a,b).

3.1.3 PS Alters Behavioral and Morphological 
Parameters in Offspring

Behavioral studies have shown an anxiogenic behav-
ior that can be reversed after early adoptions. A direct 
relation was found between the anxiety states and levels 
of benzodiazepine (BDZ) receptors. At the morphologi-
cal level there is a reduced dendritic arborization and 
astroglial hypertrophy with synaptic loss suggesting a 
possible alteration of glutamate metabolism. Glutata-
mate transporters were altered in frontal cortex and hip-
pocampus of PS offspring (Adrover et al., 2015; Barros 
et al., 2006a).

3.1.4 PS Exerts Epigenetic Changes 
in Adult Offspring

The expression of the gene gpm6a (which encodes 
membrane M6A glycoprotein) is increased in the hippo-
campus of the PS rats’ brains. The pattern of methylation 
in a CpG island of the first intron of the gene gpm6a was 
altered in rats subjected to PS (Monteleone et al., 2014).

Taken together, these results suggest that PS insults 
are critical in the development of biochemical responses 
and behavior in adults, and that maternal care is cru-
cial in the first weeks of life. It has been postulated that 
several psychiatric disorders that manifest themselves 
in the adult human, such as schizophrenia, depression, 
anxiety, and drug abuse, are imbalances of dopaminer-
gic, glutamatergic, and GABAergic systems as a conse-
quence, among other reasons, of alterations in the early 
development of the corticostriatal pathway. Rat models 
of gestational stress will provide clues to understanding 
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the mechanisms by which a PS insult in early life con-
tributes to the breakdown of the balance in neurotrans-
mission and the formation of aberrant cortical connec-
tions, which would entail the establishment of abnormal 
cognitive behaviors.

3.1.4.1 EXPERIMENTAL PARADIGM FOR A 
SINGLE-GENERATIONAL PS RAT MODEL

Virgin female Wistar rats are individually mated 
with a sexually experienced male Wistar rat. The day on 
which the vaginal plug is found is designated as the first 
day of pregnancy.

Prenatal stress: Pregnant dams are randomly assigned 
to either the control (C) or the prenatal stress (PS) group 
and individually housed with ad libitum access to stan-
dard rat chow and water. C rats are left undisturbed in 
the home cage, while PS dams are subjected to a restraint 
stress procedure, which involves rats being transferred 
to an experimental room where the stressor is applied. 
Pregnant females are individually placed into a trans-
parent plastic restrainer fitted closely to body size for 
three 45 min periods per day (09:00, 12:00, and 16:00 h) 
between days 14 and 21 of pregnancy. The restrainer 

has ventilation holes, and dimensions appropriate for a 
pregnant rat of 350 g: internal diameter 64 mm, and an 
adjustable length of 149–208 mm. This type of stressor 
is chosen because it has an indirect influence on the fe-
tuses via a direct stress on the mother. The sessions are 
performed in a lit environment. No other subjects should 
be present in the experimental room during the stress 
exposure.

Postnatal procedures: On the day of parturition, litter 
characteristics are recorded and litters are culled to 10 
pups, maintaining similar number of males and females, 
when possible. Weaning is performed at postnatal day 
(PND) 21. The male and female offspring are housed in 
separated cages, with no more than 5 rats per cage, and 
in standard housing conditions. To avoid litter effects, 
1–2 pups from each litter (a female and a male) should 
be tested for each experiment. Behavioral testing is con-
ducted at that period using the elevated plus maze and 
light–dark box tests for anxiety-like behaviors and su-
crose anhedonia test for depressive-like behavior. Brains 
are collected after decapitation at the end of behavioral 
tests at PND 35 or other date depending on the mile-
stones to be assessed in the given study.

FIGURE 32.2 Schematic representations of the effects exerted by PS on the dopaminergic function. The data correspond to the VTA–PFC 
pathway of an offspring that was prenatally stressed employing a restraint protocol. The effects described occur at different stages of development. 
PS exerts an inhibitory effect (indicate by [−]) on DA levels at some unknown stage of DA biosynthesis. Low levels of DA produce an up-regulation 
(indicate by [+]) of DA D2 receptors, which in turn activates Nurr1. High levels of this transcription factor could up- regulate TH expression, and 
eventually DAT and VMAT2, which will increase DA levels in an attempt to compensate for the imbalance produced by PS. PS also produces synaptic 
loss in the brain of adult offspring (Baier et al., 2012). DA, Dopamine; DAT, dopamine transporter; Nurr-1, nuclear receptor related 1-protein; PFC, 
prefrontal cortex; PS, prenatal stress; TH, tyrosine hydroxylase; VMAT2, vesicular monoamine transporter 2; VTA, ventral tegmental area.
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3.2 Effects of Multigenerational PS on 
Programming of Postnatal Brain Development

The lifetime risk of mental illness is greater if an indi-
vidual has family history of a similar condition. There-
fore, most efforts during the past decades have focused 
on the identification of genetic associations, but the re-
sults were often met with disappointment, as the associa-
tions with genetic variations were weak. In the postge-
nomic era, the focus has shifted to identify associations 
between epigenetic regulators that can be modified by 
environmental factors, such as stress. Importantly, epi-
genetic marks are potentially heritable. Trans-generation-
al studies are uniquely suited to reveal mechanisms of 
trans-generational programming by inheritance of epi-
genetic, metabolomic, and phenotypic traits. The multi-
generational stress resembles human populations living 
in chronic stress conditions, for example, several genera-
tions exposed to residential school, war, or poverty.

Compared to single-generation PS, the multigenera-
tional stress has somewhat different consequences: it 
facilitates adaptation to the recurrent maternal stress 
across generations, thus generating stress resilience. This 
causes new behavioral traits and better brain activity 
coherence. Based on the mismatch hypothesis, the mul-
tigenerational stress leads to better adaptation because 
the offspring is bred for a stressful environment and the 
stress is indeed occurring again when the daughters get 
pregnant. The trans-generational cohort faces the mis-
match problem because they are bred for a stressful envi-
ronment, but there is no more experimental stress during 
pregnancy or any other time.

3.2.1 PS Elevates Stress Responses and the Risk 
of Mental Illness

PS (F1 generation) impedes developmental milestones 
in rats, thus desynchronizing brain development along 
with epigenetic signatures of human anxiety, depression, 

and adverse brain development (Zucchi et al., 2014). In-
terestingly, PS-induced anxiety-like and depression-like 
behaviors become most evident at the most vulnerable 
periods in life, early development and old age (Erickson 
et al., 2014).

3.2.2 PS programs Risk of Anxiety and Depression 
in Future Generations (Fig. 32.3)

In a rat model of trans- and multigenerational experi-
ence, PS induces increased risk of gestational diabetes, 
preterm birth, and delayed brain development across 
generations. These manifestations are linked to microR-
NA (miRNA) and mRNA signatures of preterm birth 
(Yao et al., 2014) and mental illness, in particular anxi-
ety and depression-like symptoms, and altered brain 
connectivity in adulthood (McCreary et al., 2016). Inter-
estingly, these studies revealed striking sex differences, 
with stressed females displaying partial stress resilience 
until the F3 generation, suggesting truly epigenetic 
 inheritance.

3.2.3 Stress-Induced Epigenetic and Metabolic 
Changes Propagate Across Generations

Stress alters miRNA expression patterns in the brain 
(Babenko et al., 2012), thus generating potentially herita-
ble biomarkers of disease. New miRNA pathways have 
been identified which are involved in neurotrophin and 
myelin regulation, providing a mechanistic link to men-
tal illness REF. Furthermore, altered epigenetic regula-
tion of gene expression is also accompanied by altered 
metabolic footprints, which can be assessed in animals 
and humans using body hair, biofluids or solid tissues 
using NMR spectroscopy and inductively coupled plas-
ma mass spectroscopy (Ambeskovic et al., 2013; Kiss et 
al., 2016). These findings suggest that PS induces stable 
transgenerational specific epigenetic and metabolic 
 alterations that can also be found in human disease.

FIGURE 32.3 Epigenetic regulation through microRNA expression. A microRNA is a small noncoding RNA molecule containing approxi-
mately 22 nucleotides. MicroRNAs function in RNA silencing and posttranscriptional regulation of gene expression. When mRNA is translated 
into a protein product, a microRNA molecule can repress this process by binding to the mRNA. Each microRNA can bind to the mRNA of up to 
200 gene targets. MicroRNAs can also be involved in establishing DNA methylation, and may influence chromatin structure by regulating histone 
modifiers (Metz et al., 2015).
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4 EXPERIMENTAL PARADIGM FOR A 
TRANS- AND MULTIGENERATIONAL PS 

RAT MODEL

The trans- and multigenerational PS rat model allows 
studies of the genetic and epigenetic mechanisms on 
DNA and miRNA levels as well as of the down-stream 
metabolomics signatures in organs such as brain and 
blood. This may identify mechanisms of transgenera-
tional inheritance of signatures linked to mental illness 
and potential predictive and diagnostic biomarkers.

Multi- and trans-generational stress: Restraint is used 
to induce a stress response in 100–150 day old timed- 
pregnant dams. Assessments are performed in the paren-
tal generation (F0), their offspring (F1), grand-offspring 
(F2), and great-grand-offspring (F3), for both males and 
females in each generation. Behavioral assessments in-
clude F4 pups. The F3 and F4 generations are central 
to identifying germ line epigenetic influences. Trans-
generational Stress refers to stress in only the parental 
generation (S in F0, SN in F1, SNN in F2, SNNN in F3; 
N: no stress). F3 offspring (F4) development will also be 
assessed. Multigenerational Stress refers to continuous 
experience of maternal stress through all generations (S 
in F0, SS in F1, SSS in F2, SSSS in F3) and Controls will 
consist of nonstressed, handled animals (N, NN, NNN, 
NNNN). To carefully standardize conditions across gen-
erations, personal breeding colony room in a dedicated 
facility is advised.

Postnatal Procedures: Physiological correlates of stress 
are determined based on body weight, food intake, post-
mortem brain and adrenal weight, and blood serum 
markers. Litter size and sex ratios are determined prior 
to culling each litter to n = 8 to standardize litter size ef-
fects on maternal care and offspring development. Infra-
red surveillance systems should monitor maternal care 
and behavior around the clock.

Behavior: This model is amenable for continuous 
cage site recordings of pre-partum maternal behavior, 
maternal care (nest building, grooming, stereotypy, cir-
cadian rhythm, pup retrieval; and maternal defense on 
lactational day (LD) 5 toward a virgin intruder female 
approaching the nest area. A comprehensive test bat-
tery assesses offspring development (P7 infantile, P21 
juvenile) in sensorimotor and physical features (skilled 
walking, vestibular, and proprioceptive functions, body 
weight, eye opening, play). Measures of maturation at 
P60 (adolescence) and adult behavior (P90-18 months) 
can include 5 classes of behavior: (1) skilled movement 
(reaching, ladder rung walking); (2) sensorimotor func-
tion (adhesive removal, von-Frey-hair test); (3) learn-
ing and memory (water maze, Ziggurat task, Go-No 
Go decision making); (4) social behavior (play fight-
ing, hierarchy, aggressive, defensive, and submissive 
behavior); (5) depression- and anxiety-like behavior 

(light–dark test, elevated plus maze, open field, open 
table  exploration).

Physiology: Blood samples are collected via tail vein 
nick on days without behavioral tests. Measurements 
include blood glucose to determine hyperglycemia and 
dehydration, stress plasma markers CRH, CORT, ACTH, 
and sex hormone levels of estrogen and testosterone. Pu-
berty, estrous cycle (weekly vaginal swabs and Shorr’s 
staining) and number of breeding sessions further deter-
mine female stress response. Multiple complementary 
behavioral, physical and endocrine hallmarks reflect 
the complex manifestations of transgenerational stress 
across the lifespan. HPA axis activity is closely linked to 
GR and MR density in the hypothalamic paraventricular 
nucleus and hippocampus. In all brain tissues, immu-
nocytochemical and stereological analysis of GR, MR, 
CRH, and oxytocin receptor (OXTR) density and intra-
cellular location should be performed to assess PS effects 
on stress axis. General morphology (cortical thickness, 
volume, neuron density) should be assessed for central 
structures involved in stress response and affective dis-
orders, such as prefrontal cortex, hippocampus, basolat-
eral amygdala, and paraventricular hypothalamus.

5 LARGE ANIMAL MODELS OF FETAL 
DEVELOPMENT TO MODEL PS: 

PREGNANT SHEEP

Chronically instrumented nonanesthetized fetal 
sheep is an appropriate and uniquely suited animal 
model for studying the effects of in utero insults on fetal 
development, because of its recognized physiological 
and pathophysiological similarities to human fetal de-
velopmental profile and the unique ability to chronical-
ly instrument and monitor the fetus while manipulating 
the intrauterine environment. Fetal sheep and guinea 
pig (Iqbal et al., 2012) in particular have been used ex-
tensively for studies of effects of antenatal sGC treat-
ment on fetal brain development. Many studies showed 
detrimental acute and transgenerational effects on neu-
rodevelopment and HPA axis responsiveness to stress 
(Anegroaie et al., 2016; Antonow-Schlorke et al., 2009; 
McCallum et al., 2008; Schwab et al., 2001, 2012; Iqbal 
et al., 2012). It is not clear whether the postnatal brain 
can fully compensate for these changes. Consequently, 
despite the acute benefits of the antenatal sGC treatment 
to the fetus during labour and in the early postnatal pe-
riod, further studies are needed to delineate the long-
term effects of repeated sGC courses on postnatal brain 
development. For such fetal/postnatal experimental 
paradigms, the guinea pig model has been most instru-
mental, although it is possible to do similar work in 
larger mammals, such as sheep or nonhuman primate. 
To the extent that sGCs represent a stress stimulus to 
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the fetus and can be injected directly intravenously to 
the fetus, this experimental approach also represents 
a possible paradigm for mimicking human fetal stress 
exposure to maternal stress hormones without account-
ing for the interindividual and interspecies differences 
in the placental transfer dynamics. Taken together, as 
an iatrogenic stressor or a model for stress-induced fe-
tal programming, sGC-driven studies in guinea pig and 
sheep have shown the potential of fetal stress exposure 
to alter organ development, in particular that of the 
brain (Moisiadis and Matthews, 2014a,b).

A more “human-like”, but also technically more com-
plex experimental paradigm involves isolation of preg-
nant ewes based on the fact that they are flock animals 
and experience such isolation as stress. Such approach, as 
presented below, has been shown to result in acute and 
chronic stress-induced adaptations and represents the 
most comprehensive animal experimental model of hu-
man fetal stress exposure (Rakers et al., 2013). Rakers et al. 
(2013) showed that the development of HPA axis func-
tion, which matures during late gestation, is sensitive to 
inappropriate levels of GCs during preceding periods of 
fetal life. Earlier periods of gestation are particularly vul-
nerable. Exposure to endogenous or synthetic GCs during 
late gestation has similar effects, although transfer of en-
dogenous GCs through the placental barrier is extremely 
limited. Finally, GCs reset the set point of the HPA axis 
rather than having an effect on its maturation.

6 EXPERIMENTAL PARADIGM FOR 
PRENATAL STRESS MODEL IN FETAL 

SHEEP

A detailed anesthesia and surgical protocol for cre-
ating a chronically instrumented nonanesthetized fe-
tal sheep model has been reported recently (Burns 
et al., 2015). Pregnant sheep are randomly assigned to 
control or maternal stress groups. Stress group follows 
a repeated maternal stress protocol between 105 and 
135 days of gestation (dGA, term = 145 dGA) according 
to the protocol by Rakers et al. (2013). Maternal stress 
is induced by isolating pregnant ewes in a well-lit box 
with no visual, tactile, or auditory contact with flock-
mates. During isolation, ewes have no access to food 
or water supply. Ewes are isolated 3 h for 2 days per 
week (Monday to Friday) with at least 2 days recovery 
time between the particular isolation bouts. Isolation is 
performed either between 07:00 and 10:00 h, 11:00 and 
14:00 h, or 15:00 and 18:00 h. Day of the week and time 
of isolation, as well as the isolation box are to be changed 
randomly within the mentioned parameters to reduce 
habituation. Maternal blood samples are collected from 
the chronically installed jugular vein catheter at 105 dGA 
or another day of choosing, depending on the desired 

stress exposure observation window, before and during 
 isolation to estimate maternal cortisol concentrations 
and the degree of habituation. Maternal and fetal ECG 
and fetal blood and amniotic pressures are recorded con-
tinuously throughout the experiment. Pregnant control 
ewes are held under the same conditions as the stressed 
ewes, but do not undergo the isolation procedures.

7 CONCLUSIONS

In summary, the protocols discussed here provides an 
overview and specific examples of experimental designs 
using animal models to assist in DOHaD-related re-
search. Although each of the animal models comes with 
inherent limitations in resembling human conditions, ro-
dents and sheep are especially suited for obtaining first 
primary data about human pregnancy and early devel-
opment upon which to build future hypotheses.
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1 INTRODUCTION

Well-developed animal models are necessary to 
understand disease progression, pathogenesis, and 
immunologic responses to viral infections in hu-
mans. Furthermore, to test vaccines and medical 

 countermeasures, animal models are essential for pre-
clinical studies.

Ideally, an animal model of human viral infection 
should mimic the host–pathogen interactions and the 
disease progression that is seen in the natural disease 
course. A good animal model of viral infection should 
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allow assay of many parameters of infection, including 
clinical signs, growth of virus, clinicopathological pa-
rameters, cellular and humoral immune responses, and 
virus–host interactions. Furthermore, viral replication 
should be accompanied by measurable clinical manifes-
tations and pathology should resemble that of human 
cases such that a better understanding of the disease 
process in humans is attained. There is often more than 
one animal model that closely represents human disease 
for a given pathogen. Small animal models are typically 
used for first-line screening, and for testing the efficacy 
of vaccines or therapeutics. In contrast, nonhuman pri-
mate (NHP) models are often used for pivotal preclinical 
studies. This approach is also used for basic pathogen-
esis studies, with most studies in small animal models 
when possible, and studies in NHPs to fill in the remain-
ing gaps in knowledge.

The advantages of using mice to develop animal mod-
els are low cost, low genetic variability in inbred strains, 
and abundant molecular biological and immunologi-
cal reagents. Specific pathogen free (SPF), transgenic 
and knockout mice are also available. A major pitfall of 
mouse models is that the pathogenesis and protection 
afforded by vaccines and therapeutics cannot always be 
extrapolated to humans. Additionally, blood volumes 
for sampling are limited in small animals, and viruses 
often need to be adapted through serial passage in the 
species to induce a productive infection.

The ferret’s airways are anatomically and histologi-
cally similar to that of humans, and their size enables 
collection of larger or more frequent blood samples, 
making them an ideal model for certain respiratory 
pathogens. Ferrets are outbred, with no standardized 
breeds or strains, thus greater numbers are required in 
studies to achieve statistical significance and overcome 
the resulting variable responses. Additionally, SPF and 
transgenic ferrets are not available, and molecular bio-
logical reagents are lacking. Other caveats making fer-
ret models more difficult to work with are their require-
ment for more space than mice (rabbit-style cages), and 
the development of aggressive behavior with repeated 
procedures.

NHPs are genetically, the closest species to humans, 
thus disease progression and host–pathogen responses 
to viral infections are often the most similar to that of 
humans. However, ethical concerns pertaining to experi-
mentation on NHPs along with the high cost and lack of 
SPF NHPs raise barriers for such studies. NHP studies 
should be carefully designed to ensure the fewest num-
ber of animals are used, and the studies should address 
the most critical questions regarding disease pathogen-
esis, host–pathogen responses, and protective efficacy of 
vaccines and therapeutics.

Well-designed experiments should carefully evaluate 
the choice of animal, including the strain, sex, and age. 

Furthermore, depending on the pathogen, the route of 
exposure and the dose should mimic the route of expo-
sure and dose of human disease. The endpoint for these 
studies is also an important criterion. Depending on the 
desired outcome, the model system should emulate the 
host responses in humans when infected with the same 
pathogen.

In summary, small animal models are helpful for the 
initial screening of vaccines and therapeutics, and are 
often beneficial in obtaining a basic understanding of 
the disease. NHP models should be used for a more de-
tailed characterization of pathogenesis and for pivotal 
preclinical testing studies. Ultimately, an ideal animal 
model may not be available. In this case, a combination 
of different well-characterized animal models should be 
considered to understand the disease progression and to 
test medical countermeasures against the disease.

In this chapter, we will be reviewing the animal mod-
els for representative members of numerous virus fami-
lies causing human diseases. We will focus on viruses 
for each family that are of the greatest concern for public 
health worldwide.

2 CALICIVIRIDAE

2.1 Norwalk Virus

Norovirus, the genus of which Norwalk is the proto-
typic member, is the most common cause of gastroenteri-
tis in the United States (Hall et al., 2013). There are five 
distinct genogroups (GI–GV) and numerous strains of 
Norwalk virus, including the particularly significant hu-
man pathogens GI.1 Norwalk virus, GII.2 Snow Moun-
tain virus, and GII.1 Hawaii virus. In developing coun-
tries, Norwalk virus, also known as “winter vomiting 
virus,” is responsible for approximately 200,000 deaths 
annually (Patel et al., 2008). A typical disease course is 
self-limiting, but there have been incidences of necrotiz-
ing enterocolitis and seizures in infants (Chen et al., 2009; 
Lutgehetmann et al., 2012; Turcios-Ruiz et al., 2008). 
Symptoms of infection include diarrhea, vomiting, nau-
sea, abdominal cramping, dehydration, and fever. Incu-
bation is normally 1–3 days, with symptoms persisting 
for 2–3 days (Koopmans and Duizer, 2004). Viral shed-
ding can range from 6 to 55 days in healthy individu-
als (Atmar et al., 2014). However, longer illness duration 
can be indicative of immunocompromised status, with 
the elderly and young having a prolonged state of shed-
ding (Harris et al., 2008; Rockx et al., 2002). Interestingly, 
individuals vary greatly in susceptibility to norovirus in-
fection depending on their fucosyl transferase 2 (FUT2) 
allele functionality and histoblood group antigen status, 
with type A and O individuals susceptible and types AB 
and B resistant (Hutson et al., 2005).
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Transmission occurs predominately through the oral–
fecal route with contaminated food and water being a 
major vector (Atmar and Estes, 2001; Becker et al., 2000; 
Koopmans and Duizer, 2004). Vomiting results in air-
borne dissemination of the virus with areas of 7.8 m2 
being contaminated and subsequent transmission from 
oral deposition of airborne particles or contact with con-
taminated fomites, which can remain contaminated for 
up to 42 days (Makison Booth, 2014; Tung-Thompson 
et al., 2015). Each vomiting event in a classroom setting 
elevates the risk of norovirus illness among elemen-
tary students with proximity correlating with attack 
rates (Evans et al., 2002; Marks et al., 2003). Viral titers 
in emesis and fecal suspensions are as high as 1.2 × 107 
and 1.6 × 1011 GES (genomic equivalent copies per mil-
liliter), respectively and the 50% infectious dose is 1320 
GES (Atmar et al., 2014). Therefore, outbreaks can be 
extremely difficult to contain. Therapeutic intervention 
consists of rehydration therapy and antiemetic medica-
tion (Bucardo et al., 2008; Moe et al., 2001). No approved 
vaccine or therapeutic is available, and development has 
been challenging given that immunity is short-lived af-
ter infection, new strains rapidly evolve and the corre-
lates of protection are not completely understood (Chen 
et al., 2013). However, one promising strategy utilized a 
virus-like particle (VLP)-based vaccine that protected or 
reduced infection by almost 50% in human volunteers 
(Aliabadi et al., 2015; Atmar et al., 2011).

Given the relatively benign disease in adults, experi-
mental challenge has been carried out on human vol-
unteers (Ball et al., 1999; Tacket et al., 2000). Viral titers 
are determined by shedding in feces and sera with his-
topathology changes monitored by biopsies particularly 
of the duodenum. The pH of emesis samples collected 
containing virus is consistent with viral replication in 
the small intestine with reflux to the stomach (Kirby 
et al., 2016). Additionally, Norwalk virus has been shown 
to bind to duodenal tissue (Chan et al., 2011). However, 
this type of research is technically difficult and expen-
sive, and thus other models have been developed.

A major hindrance to basic research into this patho-
gen is the lack of permissive cell culture systems or ani-
mal models for Norwalk virus. NHPs including marmo-
sets, cotton-top tamarins, and rhesus macaques infected 
with Norwalk virus are monitored for the extent of viral 
shedding; however, no clinical disease is observed in 
these models. Disease progression and severity is mea-
sured exclusively by assay of viral shedding (Rockx 
et al., 2005). Incidentally, more viruses were needed to 
create an infection when challenging by the oral route 
than by the intravenous (IV) route (Purcell et al., 2002). 
Chimpanzees were exposed to a clinical isolate of Nor-
walk virus by the IV route (Bok et al., 2011). Although 
none of the animals developed disease symptoms, viral 
shedding within the feces was observed within 2–5 days 

postinfection and lasted anywhere from 17 days to 6 
weeks. Viremia never occurred and no histopathological 
changes were detected. The amount and duration of viral 
shedding was in-line with what is observed upon human 
infection. As such, chimeric chimpanzee–human anti-
norovirus neutralizing antibodies have been explored as 
a possible therapeutic strategy (Chen et al., 2013).

A recently identified Calicivirus of rhesus origin, 
named Tulane virus, has been used as a surrogate model 
of infection. Unlike Norwalk virus, Tulane virus can be 
cultured in cells. Rhesus macaques exposed to Tulane vi-
rus intragastrically developed diarrhea and fever 2 days 
postinfection. Viral shedding was detected for 8 days. 
The immune system produced antibodies that dropped 
in concentration within 38 days postinfection, mirroring 
the short-lived immunity documented in humans. The 
intestine developed moderate blunting of the villi as 
seen in human disease (Sestak et al., 2012).

A murine norovirus has been identified and is  closely 
related to human Norwalk virus (Karst et al., 2003). 
However, clinically the virus presents a different disease. 
The murine norovirus model does not include observ-
able gastrointestinal clinical signs, possibly in part be-
cause rodents lack a vomiting reflex. Additionally, mice 
infected with norovirus develop a persistent infection in 
contrast to human disease (Hsu et al., 2006, 2007; Khan 
et al., 2009).

Porcine enteric caliciviruses can induce diarrheal dis-
ease in young pigs, and an asymptomatic infection in 
adults (Wang et al., 2006, 2007). Gnotobiotic pigs can suc-
cessfully be infected with a passaged clinical norovirus 
isolate by the oral route. Diarrheal disease developed in 
74% of the animals and virus was detected in the stool of 
44% of the animals. No major histopathological changes 
or viral persistence was noted (Cheetham et al., 2006).

Calves are naturally infected with bovine noroviruses 
(Scipioni et al., 2008). Experimental challenge of calves 
by oral inoculation with a bovine isolate resulted in di-
arrheal disease 14–16 h postinfection. Recovery of virus 
was achieved after 53.5 and 67 h postinfection (Otto 
et al., 2011).

3 TOGAVIRIDAE

3.1 Eastern Equine Encephalitis Virus, Western 
Equine Encephalitis Virus, and Venezuelan 
Equine Encephalitis Virus

Eastern equine encephalitis virus (EEEV), Western 
equine encephalitis virus (WEEV), and Venezuelan 
equine encephalitis virus (VEEV) present with near syn-
onymous symptoms. The majorities of human cases are 
asymptomatic, but can present as a flu-like illness pro-
gressing to central nervous system (CNS)  involvement 
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to include seizures and paralysis. Mortality rates vary 
among the virus, with the highest reported for EEV at 
36%–75% followed by WEEV and lastly VEEV at less 
than 1% (Ayers et al., 1994; Griffin, 2007; Steele and 
Twenhafel, 2010). There are currently no licensed vac-
cines or therapies but a recent Phase 1 clinical trial of 
a VEEV DNA vaccine resulted in VEEV-neutralizing 
antibody responses in 100% of the subjects (Hannaman 
et al., 2016).

Mouse models have been developed for numerous 
routes of infection including cutaneous, intranasal (IN), 
intracranial (IC), and aerosol. EEEV susceptibility in 
mouse models is correlated with age, with younger mice 
being more susceptible than adults. Importantly, EEEV 
pathogenesis is dependent on route of infection with 
delayed progression upon subcutaneous (subQ) expo-
sure (Honnold et al., 2015). Newborn mice display neu-
ronal damage with rapid disease progression, resulting 
in death (Murphy and Whitfield, 1970). Similarly, EEEV 
produces fatal encephalitis in older mice when admin-
istered via the intracerebral route, while inoculation via 
the subQ route causes a pantropic infection eventually 
resulting in encephalitis (Liu et al., 1970; Morgan, 1941). 
A general drawback to the usage of the mouse model 
is the lack of vascular involvement during the disease 
course (Liu et al., 1970).

After subQ inoculation with WEEV, suckling mice 
started to show signs of disease by 24 h and died with-
in 48 h (Aguilar, 1970). The heart was the only organ in 
which pathologic changes were observed. Conversely, 
adult mice exhibited signs of lethargy and ruffled fur on 
day 4–5 postinfection. Mice were severely ill by day 8 
and appeared hunched and dehydrated. Death occurred 
between days 7 and 14 with brain and mesodermal tis-
sues, such as heart, lungs, liver, and kidney involve-
ment (Aguilar, 1970; Monath et al., 1978). Intracerebral 
and IN routes of infection resulted in a fatal disease that 
was highly dependent on dose while intradermal (ID) 
and subQ inoculations caused only 50% fatality in mice 
regardless of the amount of virus (Liu et al., 1970). Com-
paring susceptibility of inbred and outbred strains re-
vealed that CD-1, BALB/c, A/J, and C57BL6 mice were 
all highly susceptible to experimental infection via subQ 
inoculation when challenged prior to 10 weeks old with 
CNS involvement and lethality (Blakely et al., 2015). 
SubQ/dermal infection in the mouse model results in 
encephalitic disease very similar to that seen in horses 
and humans (MacDonald and Johnston, 2000). Virus be-
gins to replicate in the draining lymph nodes at 4 h post-
inoculation. Eventually, virus enters the brain primarily 
via the olfactory system.

Furthermore, aerosol exposure of mice to VEEV can 
result in massive infection of the olfactory neuroepi-
thelium, olfactory nerves, and olfactory bulbs and viral 
spread to brain, resulting in necrotizing  panencephalitis 

(Charles et al., 1995; Steele et al., 1998). Aerosol and 
 dermal inoculation routes cause neurological pathol-
ogy in mice much faster than other routes of exposure. 
The clinical signs of disease in mice infected by aerosol 
are ruffled fur, lethargy, and hunching progressing to 
death (Charles et al., 1995; Steele and Twenhafel, 2010; 
Steele et al., 1998). IN challenge of C3H/HeN mice with 
high dose VEEV caused high morbidity and mortality 
 (Julander et al., 2008b). Viral titers in brain peaked on 
day 4 postchallenge and remained elevated until animals 
succumbed on day 9–10 postchallenge. Protein cytokine 
array performed on brains of infected mice showed el-
evated IL-1a, IL-1b, IL-6, IL-12, MCP-1, IFNγ, MIP-1a, 
and RANTES levels. This model was used successfully 
to test antivirals against VEEV (Julander et al., 2008a). 
Additionally, a VEEV vaccine inactivated with 1,5-io-
donaphthyl azide V3526 protects against both footpad 
and aerosol challenge with virulent VEEV in a mouse 
model (Gupta et al., 2016).

Guinea pigs and hamsters have also been developed 
as animal models for EEEV studies (Paessler et al., 2004; 
Roy et al., 2009). Guinea pigs developed neurological 
involvement with decreased activity, tremors, circling 
behavior, and coma. Neuronal necrosis was observed in 
brain lesions in the experimentally challenged animals 
(Roy et al., 2009). SubQ inoculation of EEEV produced 
lethal biphasic disease in hamsters with severe lesions 
of nerve cells. The early visceral phase with viremia was 
followed by neuroinvasion, encephalitis, and death. In 
addition, parenchyma necrosis were observed in the 
liver and lymphoid organs (Paessler et al., 2004). Harlan 
Sprague–Dawley hamsters develop viremia and prog-
ress to respiratory, gastrointestinal, and nervous system 
involvement when inoculated via subQ route. Vasculitis 
and encephalitis were both evident in this model, which 
mirrors the human disease clinical spectrum (Paessler 
et al., 2004).

WEEV is highly infectious to guinea pigs and has 
been utilized for prophylactic screening (Sidwell and 
Smee, 2003). Studies demonstrated that although the 
length of the incubation period and the disease duration 
varied, WEEV infection resulted in mortality in hamsters 
by all routes of inoculation. Progressive lack of coordina-
tion, shivering, rapid and noisy breathing, corneal opac-
ity, and conjunctival discharge resulting in closing of the 
eyelids were indicative of disease in all cases (Zlotnik 
et al., 1972). CNS involvement was evident with intrace-
rebral, intraperitoneal (IP), and ID inoculations (Zlotnik 
et al., 1972). IP inoculation of WEEV is fatal in guinea 
pigs regardless of amount of virus inoculum, with the 
animals exhibiting signs of illness on day 3–4, followed 
by death on day 5–9 (Nalca, unpublished results).

ID, IM, or IV inoculations of EEEV in NHPs cause 
disease, but does not reliably result in neurologi-
cal symptoms(Dupuy and Reed, 2012). Intracerebral 
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 infection of EEEV produces nervous system disease and 
fatality in monkeys (Nathanson et al., 1969). The differ-
ences in these models indicate that the initial viremia 
and the secondary nervous system infection do not over-
lap in NHPs when they are inoculated by the peripheral 
route (Wyckoff, 1939). IN and intralingual inoculations 
of EEEV also cause nervous system symptoms in mon-
keys, but are less drastic than intracerebral injections 
(Wyckoff, 1939). The aerosol route of delivery will result 
in uniformly lethal disease in cynomolgus macaques 
(Reed et al., 2007). In this model, fever was followed 
by elevated white blood cells and liver enzymes. Neu-
rological signs subsequently developed and NHPs be-
came moribund and were euthanized between 5–9 days 
postexposure. Meningoencephalomyelitis was the main 
pathology observed in the brains of these animals (Steele 
and Twenhafel, 2010). Similar clinical signs and pathol-
ogy were observed when common marmosets were in-
fected with EEEV by the IN route (Adams et al., 2008). 
Both aerosol and IN NHP models had similar disease 
progression and pathology as seen in human disease. 
Very limited studies have been performed with NHPs.

Reed et al. exposed cynomolgus macaques to low and 
high doses of aerosolized WEEV. The animals subse-
quently developed fever, increased white blood counts, 
and CNS involvement, demonstrating that the cynomol-
gus macaque model could be useful for testing of vac-
cines and therapeutics against WEEV (Reed et al., 2005).

VEEV infection causes a typical biphasic febrile re-
sponse in NHPs. Initial fever was observed at 12–72 h 
after infection and lasted less than 12 h. Secondary fever 
generally began on day 5 and lasted 3–4 days (Gleiser 
et al., 1961). VEEV-infected NHPs exhibited mild symp-
toms, such as anorexia, irritability, diarrhea, and trem-
ors. Leukopenia was common in animals exhibiting 
fever (Monath et al., 1974). Supporting the leukopenia, 
microscopic changes in lymphatic tissues, such as early 
destruction of lymphocytes in lymph nodes and spleen, 
a mild lymphocytic infiltrate in the hepatic triads, and 
focal myocardial necrosis with lymphocytic infiltration 
have been observed in monkeys infected with VEEV. 
Surprisingly, characteristic lesions of the CNS were ob-
served histopathologically in monkeys in spite of the 
lack of any clinical signs of infection (Gleiser et al., 1961). 
The primary lesions were lymphocytic perivascular cuff-
ing and glial proliferation and generally observed at 
day 6 postinfection during the secondary febrile epi-
sode. Similar to these observations, when cynomolgus 
macaques were exposed to aerosolized VEEV, fever, 
 viremia, lymphopenia, and clinical signs of encephalitis 
were observed but the NHPs did not succumb to disease 
(Reed et al., 2004).

A common marmoset model was utilized for com-
parison studies of South America (SA) and North Amer-
ica (NA) strains of EEEV (Adams et al., 2008). Previous 

studies indicated that the SA strain is less virulent than 
NA strain for humans. Common marmosets were in-
fected IN with either the NA or SA strain of EEEV. NA 
strain-infected animals showed signs of anorexia and 
neurological involvement and were euthanized 4–5 days 
after the challenge. Although SA strain-infected animals 
developed viremia, they remained asymptomatic and 
survived until the end of study.

3.2 Chikungunya Virus

Chikungunya virus (CHIKV) is a member of the ge-
nus Alphaviruses, specifically the Semliki Forest complex, 
and has been responsible for a multitude of epidemics 
centered within Africa and Southeast Asia (Griffin, 2007). 
The virus is transmitted by Aedes aegypti and Aedes 
 albopictus mosquitoes. Given the widespread endemicity 
of Aedes mosquitoes, CHIKV has the potential to spread 
to previously unaffected areas. This is typified by the 
emergence of disease reported for the first time in 2005 
in the islands of South-West Indian Ocean, including the 
French La Reunion island, and the appearance in Central 
Italy in 2007 (Charrel et al., 2007; Rezza et al., 2007).

The incubation period following a mosquito bite is 
2–5 days, leading to a self-limiting acute phase that lasts 
3–4 days. Symptoms during this period include fever, 
arthralgia, myalgia, and rash. Headache, weakness, nau-
sea, vomiting, and polyarthralgia have all been reported 
(Powers and Logue, 2007). Individuals typically develop 
a stooped posture due to the pain. For approximately 
12% of infected individuals, joint pain can last months 
after resolution of primary disease, and has the possi-
bility to relapse. Underlying health conditions including 
diabetes, alcoholism, or renal disease, increase the risk of 
developing a severe form of disease that includes hepa-
titis or encephalopathy. Children between the ages of 3 
and 18 years old have an increased risk of developing 
neurological manifestations (Arpino et al., 2009). There 
is currently no approved vaccine or antiviral.

Wild-type C57BL/6 adult mice are not permissive 
to CHIKV infection by ID inoculation. However, it was 
demonstrated that neonatal mice were susceptible and 
 severity was dependent upon age at infection. Six-day-
old mice developed paralysis by day 6, and all succumbed 
by day 12, whereas 50% of 9-day-old mice were able to 
recover from infection. By 12 days, mice were no longer 
permissive to disease. Symptomatic mice developed loss 
of balance, hind limb dragging, and skin lesions. Neo-
natal mice were also used as a model for neurological 
complications (Couderc et al., 2008; Ziegler et al., 2008).

An adult mouse model has been developed by injec-
tion of the ventral side of the footpad of C57BL/6J mice. 
Viremia lasted 4–5 days accompanied with foot swell-
ing and noted inflammation of the musculoskeletal tis-
sue (Gardner et al., 2010; Morrison et al., 2011). Adult 
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IFNα/βR knockout mice also developed mild disease 
with symptoms including muscle weakness and lethar-
gy, symptoms that mirrored human infection. All adult 
mice died within 3 days. This model was useful in iden-
tifying the viral cellular tropism for fibroblasts (Couderc 
et al., 2008). ICR and CD-1 mice can also be utilized as 
a disease model. Neonatal mice inoculated subQ with 
a passaged clinical isolate of CHIKV developed leth-
argy, loss of balance, and difficulty walking. Mortality 
was low, 17 and 8% for newborn CD-1 and ICR mice, 
respectively. The remaining mice fully recovered within 
6 weeks after infection (Ziegler et al., 2008). A drawback 
of both the IFNα/βR and CD-1 mice is that the disease is 
not a result of immunopathogenesis as occurs in human 
cases, given that the mice are immunocompromised (Teo 
et al., 2012).

A chronic infection model was developed using re-
combinant activating gene 1 (RAG1−/−) knockout mice. 
In this study, mice inoculated via the footpad lost weight 
in comparison to the control group. Both footpad and 
subQ injected mice developed viremia 5–6 days postin-
fection, which was detectable up to 28 days postinfec-
tion. Inflammation was evident in the brain, liver, and 
lung of the subQ inoculated animals at 28–56 days 
postinfection. Despite minimal footpad swelling on 
day 2 postinfection, on day 14 there was severe muscle 
damage noted at necropsy, which resolved by day 28 
 (Seymour et al., 2015).

Golden hamsters serve as another option for small 
animal modeling. Although hamsters do not appear to 
develop overt clinical symptoms following subQ inoc-
ulation, viremia developed in the majority of animals 
within 1 day postinfection with clearance following from 
day 3 to 4. Histologically, inflammation was noted at the 
skeletal muscle, fascia, and tendon sheaths of numerous 
limbs. This study was limited in the number of animals 
utilized, and more work is needed to further develop the 
hamster model (Bosco-Lauth et al., 2015).

NHP models of disease include adult, aged, and 
pregnant rhesus macaques in addition to cynomol-
gus macaques (Broeckel et al., 2015). Differing routes 
of  infection (subQ, IV, and IM) have been successfully 
 administered, although there is not a clear understand-
ing of the role that route of transmission plays in sub-
sequent pathogenesis and clinical symptoms. Typi-
cally, viremia is observed 4–5 days postinfection with 
a correlation between infectious titer and time to vire-
mia observed in cynomolgus but not rhesus (Labadie 
et al., 2010; Messaoudi et al., 2013). Fever began at 1–2 
days postinfection and persisted for 2–7 days and 3–7 
days in cynomolgus and rhesus, respectively and coin-
cided with rash (Chen et al., 2010; Labadie et al., 2010; 
Messaoudi et al., 2013). Overall blood chemistries 
changed in conjunction with initiation of viremia, and 
returned to baseline 10–15 days postexposure (Chen 

et al., 2010). CNS involvement has been difficult to re-
produce in NHP models, although it was reported that 
high inoculum in cynomolgus did result in meningoen-
cephalitis (Labadie et al., 2010). The NHP models have 
been utilized to conduct efficacy testing on novel vac-
cines and therapeutics (Broeckel et al., 2015).

4 FLAVIVIRIDAE

4.1 Dengue Virus

Dengue virus (DENV) is transmitted via the mos-
quito vectors A. aegypti and A. albopictus (Moore and 
Mitchell, 1997). Given the endemicity of the vectors, it 
is estimated that half of the world’s population is at risk 
for exposure to DENV. This results in approximately 50 
million cases of dengue each year, with the burden of 
disease in the tropical and subtropical regions of Latin 
America, South Asia, and Southeast Asia (Gubler, 2002). 
It is estimated that there are 20,000 deaths each year 
due to dengue hemorrhagic fever (DHF) (Guzman and 
Kouri, 2002).

There are four distinct serotypes of DENV, numbered 
1–4, which are capable of causing a wide clinical spec-
trum that ranges from asymptomatic to severe with the 
development of DHF (World Health Organization, 1997). 
Incubation can range from 3 to 14 days, with the average 
being 4–7 days. The virus targets dendritic cells and mac-
rophages following a mosquito bite (Balsitis et al., 2009). 
Typical infection results in classic dengue fever (DF), 
which is self-limiting and has flu-like symptoms in con-
junction with retroorbital pain, headache, skin rash, and 
bone and muscle pain. DHF can follow, with vascular 
leak syndrome and low platelet count, resulting in hem-
orrhage. In the most extreme cases, dengue shock syn-
drome (DSS) develops, characterized by hypotension, 
shock, and circulatory failure (World Health Organiza-
tion, 1997). Thrombocytopenia is a hallmark clinical sign 
of infection, and aids in differential diagnosis (Gregory 
et al., 2010).

Severe disease has a higher propensity to occur upon 
secondary infection with a different DENV serotype 
(Thein et al., 1997). This is hypothesized to occur due 
to antibody dependent enhancement (ADE). There is 
no approved vaccine or drug, and hospitalized patients 
receive supportive care including fluid replacement. In 
order to further progress toward an effective drug or 
vaccine, small human cohort studies have taken place. 
However, to provide statistically relevant results, test-
ing must progress in an animal model. In developing 
an animal model, it is important to note that mosqui-
toes typically deposit 104–106 pfu, and is considered the 
optimal range during experimental challenge (Chan 
et al., 2015).
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DENV does not naturally replicate effectively in ro-
dent cells, creating the need for mouse-adapted strains, 
engineered mouse lines, and a variety of inoculation 
routes to overcome the initial barrier. Several laboratory 
mouse strains including A/J, BALB/c, and C57BL/6 are 
permissive to dengue infection. However, the resulting 
disease has little resemblance to human clinical signs, 
and death results from paralysis (Huang et al., 2000; 
Paes et al., 2005; Shresta et al., 2004). A higher dose of 
an adapted DENV strain induced DHF symptoms in 
both BALB/c and C57BL/6 (Chen et al., 2007; Souza 
et al., 2009). This model can also yield asymptomatic in-
fections. A mouse-adapted strain of DENV 2 introduced 
into AG129 mice developed vascular leak syndrome 
similar to the severe disease seen in humans (Shresta 
et al., 2006). Passive transfer of monoclonal dengue an-
tibodies within mice leads to ADE. During the course of 
infection, viremia was increased and animals died due 
to vascular leak syndrome (Balsitis et al., 2010). Another 
mouse-adapted strain injected into BALB/c caused liver 
damage, hemorrhagic manifestations, and vascular per-
meability (Souza et al., 2009). IC injection of suckling 
mice with DENV leads to death by paralysis and enceph-
alitis, which is rare in human infection (Lee et al., 2015; 
Parida et al., 2002; Zhao et al., 2014a).

Immunocompromised mice have also been used to 
gain an understanding of the pathogenesis of DENV. The 
most well-defined model is AG129 which is deficient in 
IFNα/β and γ receptors and can recapitulate DHF/DSS if 
a mouse-adapted strain is utilized (Watanabe et al., 2012; 
Yauch et al., 2009). SCID mice engrafted with human tu-
mor cells develop paralysis upon infection, and thus are 
not useful for pathogenesis studies (Blaney et al., 2002; 
Lin et al., 1998). DF symptoms developed after infection 
in NOD/SCID/IL2RγKO mice engrafted with CD34+ 
human progenitor cells (Mota and Rico-Hesse, 2011). 
RAG-hu mice developed fever, but no other symptoms 
upon infection with a passaged clinical isolate and lab-
adapted strain of DENV 2 (Kuruvilla et al., 2007).

A passaged clinical isolate of DENV 3 was used to cre-
ate a model in immunocompetent adult mice. IP injec-
tion in C57BL/6j and BALB/c caused lethality by day 
6–7 postinfection in a dose dependent manner. The first 
indication of infection was weight loss beginning on 
day 4 followed by thrombocytopenia. A drop in systolic 
blood pressure along with noted increases in the liver en-
zymes, AST and ALT, were also observed. Viremia was 
established by day 5. This model mimicked the charac-
teristic symptoms observed in human DHF/DSS cases 
(Costa et al., 2012). Vascular leakage was also observed 
when C57BL/6 were inoculated with DENV 2 (St John 
et al., 2013).

A murine model was developed that utilized infected 
mosquitoes as the route of transmission to hu-NSG mice. 
Female mosquitoes were intrathoracically inoculated 

with a clinical isolate of DENV 2. Infected mosquitoes 
then fed upon the mouse footpad to allow for transmis-
sion of the virus via the natural route. The amount of 
virus detected within the mouse was directly propor-
tional to the number of mosquitoes it was exposed to, 
with 4–5 being optimal. Detectable viral RNA was in line 
with historical human infection data. Severe thrombo-
cytopenia developed on day 14. This model is notable 
in that disease was enhanced with mosquito delivery 
of the virus in comparison to injection of the virus (Cox 
et al., 2012).

NHP models have used a subQ inoculation in an at-
tempt to induce disease. Although the animals are per-
missive to viral replication, it is to a lower degree than that 
observed in human infection (Marchette et al., 1973). The 
immunosuppressive drug, cyclophosphamide enhances 
infection in rhesus macaques by allowing the virus to 
invade monocytes (Marchette et al., 1980). Throughout 
these preliminary studies, no clinical disease was detect-
ed. In order to circumvent this, a higher dose of DENV 
was used in an IV challenge of rhesus macaques. Hem-
orrhagic manifestations appeared by day 3 and resulted 
in petechiae, hematomas, and coagulopathy; however, 
no other symptoms developed (Onlamoon et al., 2010). 
A robust antibody response was observed in multiple 
studies (Marchette et al., 1973; Onlamoon et al., 2010). 
Marmosets also mirror human dengue infection, devel-
oping fever, leukopenia, and thrombocytopenia follow-
ing subQ inoculation (Omatsu et al., 2011, 2012).

NHPs are able to produce antibodies similar to those 
observed during the course of human infection, making 
them advantageous in studying ADE. Sequential infec-
tion led to a cross-reactive antibody response which has 
been demonstrated in both humans and mice (Midgley 
et al., 2011). This phenotype can also be seen upon pas-
sive transfer of a monoclonal antibody to dengue and 
subsequent infection with the virus. Rhesus macaques 
exposed in this manner developed viremia that was 3- to 
100-fold higher than previously reported, however, no 
clinical signs were apparent (Goncalvez et al., 2007). The 
lack of inducible DHF or DSS symptoms hinders further 
examination of pathogenesis within this model.

4.2 West Nile Virus

West Nile virus (WNV) was first isolated from the 
blood of a woman in the West Nile district of Uganda in 
1937 (Smithburn et al., 1940). After the initial  isolation 
of WNV, the virus was subsequently isolated from pa-
tients, birds, and mosquitoes in Egypt in the early 1950s 
(Melnick et al., 1951; Taylor et al., 1953) and was shown 
to cause encephalitis in humans and horses. WNV is 
recognized as the most widespread of the flaviviruses, 
with a geographical distribution that includes Africa, 
the Middle East, western Asia, Europe, and  Australia 
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(Hayes, 1989). The virus first reached the Western Hemi-
sphere in the summer of 1999, during an outbreak in-
volving humans, horses, and birds in the New York 
City metropolitan area (Centers for Disease Control and 
Prevention, 1999; Lanciotti et al., 1999). Since 1999, the 
range of areas affected by WNV quickly extended. Older 
people and children are most susceptible to WNV dis-
ease. WNV generally causes asymptomatic disease or a 
mild undifferentiated fever (West Nile fever), which can 
last from 3 to 6 days (Monath and Tsai, 2002). The mor-
tality rate following neuroinvasive disease ranges from 
4% to 11% (Asnis et al., 2000; Hayes, 1989; Hubalek and 
Halouzka, 1999; Komar, 2000). The most severe compli-
cations are commonly seen in the elderly, with reported 
case fatality rates from 4% to 11%. Hepatitis, myocardi-
tis, and pancreatitis are unusual, severe, nonneurologic 
manifestations of WNV infection.

Inoculation of WNV into NHPs intracerebrally re-
sulted in the development of either encephalitis, febrile 
disease, or an asymptomatic infection, depending on 
the virus strain and dose. Viral persistence is observed 
in these animals regardless of the outcome of infec-
tion (i.e., asymptomatic, fever, encephalitis) (Pogodina 
et al., 1983). Thus, viral persistence is regarded as a typi-
cal result of NHP infection with various WNV strains. 
After both intracerebral and subQ inoculation, the virus 
localizes predominantly in the brain and may also be 
found in the kidneys, spleen, and lymph nodes. WNV 
does not result in clinical disease in NHPs although 
the animals show a low level of viremia (Lieberman 
et al., 2009; Pletnev et al., 2003). This is mirrored in New 
Zealand White  rabbits in that they only develop fever 
and low  levels of viremia following inoculation via foot-
pad (Suen et al., 2015). ID inoculation of both marmosets 
and  rhesus macaques did not yield any clinical signs of 
disease including fever. Viremia was detected in both 
NHP species, but marmosets developed a higher titer for 
a greater duration than rhesus (Verstrepen et al., 2014).

WNV has also been extensively studied in small 
animals. All classical laboratory mouse strains are sus-
ceptible to lethal infections by the intracerebral and IP 
routes, resulting in encephalitis and 100% mortality. ID 
route pathogenesis studies indicated that Langerhans 
dendritic cells are the initial viral replication sites in 
the skin (Brown et al., 2007; Johnston et al., 1996). The 
infected Langerhans cells then migrate to lymph nodes 
and the virus enters the blood through lymphatic and 
thoracic ducts and disseminates to peripheral tissues for 
secondary viral replication. Virus eventually travels to 
the CNS and causes pathology that is similar to human 
cases (Byrne et al., 2001; Cunha et al., 2000; Diamond 
et al., 2003; Fratkin et al., 2004). The Swiss mouse strain 
was inoculated IP in order to screen a variety of viral 
lineages to assess differences in pathogenesis (Bingham 
et al., 2014).

Tesh et al. developed a model for WN encephalitis us-
ing the golden hamster, Mesocricetus auratus. Hamsters 
appeared asymptomatic during the first 5 days, became 
lethargic at approximately day 6, and developed neuro-
logic symptoms between days 7 and 10 (Tesh et al., 2005). 
Many of the severely affected animals died 7–14 days 
after infection. Viremia was detected in the hamsters 
within 24 h after infection and persisted for 5–6 days. 
Although there were no substantial changes in internal 
organs, progressive pathologic differences were seen in 
the brain and spinal cord of infected animals. Further-
more, similar to the previously mentioned monkey ex-
periments by Pogodina et al. (1983), persistent WNV in-
fection was found in the brains of hamsters.

4.3 Zika Virus

Zika virus recently came to the forefront of public 
health concerns with the outbreak in Brazil at the end 
of 2015. The clinical disease spectrum is highly variable 
with reports of a flu-like illness accompanied by rash, 
Guillan–Barre syndrome, and microcephaly in new-
borns (Ramos da Silva and Gao, 2016). To date, a correla-
tion between gestational age at which exposure to the 
virus occurs and severity of microcephaly is not fully un-
derstood (Brasil et al., 2016). However, a recent study of 
pregnant women in Columbia found that infection with 
Zika virus during the third trimester was not associated 
with any obvious structural abnormalities of the fetus 
(Pacheco et al., 2016). Transmission of the virus occurs 
via the bite from an infected A. aegypti or A. albopictus 
(Ramos da Silva and Gao, 2016). Other reported routes of 
exposure include sexual transmission and blood trans-
fusion (Cunha et al., 2016; D’Ortenzio et al., 2016; Hills 
et al., 2016; McCarthy, 2016). The emergence of this virus 
with no approved vaccine or therapy, and few diagnos-
tic options demonstrates the utility of well-characterized 
animal model development.

It was first demonstrated in 1956 that experimentally 
infected mosquitoes could be used to transmit the vi-
rus to mice and NHPs (Boorman and Porterfield, 1956). 
A129 mice were susceptible to nonadapted Zika virus 
infection following subQ inoculation of the limbs. Mice 
began to lose weight 3 days postinfection and met eu-
thanasia criteria by day 6. Microscopic lesions within the 
brain were noted upon necropsy. In conjunction,  viral 
RNA was detected in the blood, brain, ovary, spleen, 
and liver of the infected mice. Wild-type 129Sv/Ev mice 
were also challenged with no observable clinical disease. 
However, viral RNA was detected at day 3 postinfec-
tion in the blood, ovary and spleen, and then remained 
at detectable levels in the ovaries and spleen on day 7 
 (Dowall et al., 2016). Footpad inoculation of the virus 
leads to a fatal disease in AG129 mice by day 7 postin-
oculation with significant histopathological changes in 
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the brain noted at necropsy (Aliota et al., 2016). AG129 
mice were also observed to develop neurologic disease 
by day 6 postexposure (Rossi et al., 2016). Immunocom-
petent mice are resistant to infection via the subQ route 
(Rossi et al., 2016).

Recently, a mouse model was identified to verify ver-
tical transmission of the virus. Pregnant C57 mice were 
injected either IP or in utero into the lateral ventricle of 
the fetal brain. IP inoculation induced transient viremia 
in the pregnant mice on day 1. Viral RNA was detected in 
five out of nine placentas on day 3 postinfection. The virus 
was able to infect the radial glia cells in the fetal brain and 
leads to a reduction in the cortical neural progenitors (Wu 
et al., 2016). Viral exposure via cerebroventricular space/
lateral ventricle of the fetal brain exhibited small brain 
size at day 5 postexposure in addition to cortical thinning 
(Cugola et al., 2016; Li et al., 2016a). Ifnar1−/− pregnant 
mice exposed to the virus had nonviable fetuses. In the 
same study, wild-type mice were given an anti-ifnar an-
tibody prior to and during infection resulting in detect-
able virus in the fetal head with mild intrauterine growth 
restriction (Miner et al., 2016). All of these murine studies 
will further study of the pathogenesis of vertical transmis-
sion and the resulting neurological disorders in conjunc-
tion with screening novel countermeasures. NHP studies 
are currently ongoing for animal model development.

5 CORONAVIRIDAE

Numerous viruses from the Coronavirus (CoV) family 
exist that infect a wide range of animals. Six species have 
been identified that can infect humans. Two of these are 
alpha coronavirues: HCoV-229E and HCoV-NL63. Four 
are beta coronavirueses: HCoV-OC43, HCoV-HKU1, 
HCoV-SARS, and MERS-CoV. HCoV-229E and HCoV-
OC43 were first detected in the 1960s from the nasal 
passages of humans with the “common cold” (Gaunt 
et al., 2010). HCoV-NL63, which was first isolated in 2004, 
causes upper and lower respiratory infections of varying 
intensity and has been continuously circulating among 
humans (van der Hoek et al., 2006). HCoV-HKU1, first 
isolated in 2002, has been identified more sporadically 
but also causes respiratory infections (Lau et al., 2006). A 
significant portion of common cold infections in humans 
are caused by coronaviruses. In 2002 and 2012, two hu-
man coronaviruses, SARS-CoV and MERS-CoV, emerged 
that caused a great deal of alarm since these infections 
have resulted in nearly 10 and 40% fatality, respectively 
(Assiri et al., 2013; Peiris et al., 2004).

5.1 SARS-Coronavirus

The etiologic agent of severe acute respiratory syn-
drome (SARS), SARS-CoV, emerged in 2002 as it spread 

throughout 32 countries in a period of 6 months, with 
8437 confirmed infections and 813 deaths (Roberts and 
Subbarao, 2006; World Health Organization, 2003). No 
additional cases of community acquired SARS-CoV 
 infection have been reported since 2004. The natural res-
ervoir of SARS-CoV is the horseshoe bat and the palm 
civet is an intermediate host (Lau et al., 2005). The main 
mechanism of transmission of SARS-CoV is through 
droplet spread, but it is also viable in dry form on surfaces 
for up to 6 days and can be detected in stool, suggesting 
other modes of transmission are also possible  (Pearson 
et al., 2003; Rabenau et al., 2005; Rota et al., 2003).

SARS-CoV infection has a 10% case fatality with the 
majority of cases in people over the age of 15 (Peiris 
et al., 2003; Wang et al., 2004). After an incubation period 
of 2–10 days, clinical signs of SARS include general mal-
aise, fever, chills, diarrhea, dyspnea, and cough (Drosten 
et al., 2003). In some SARS cases, pneumonia may devel-
op and progress to acute respiratory distress syndrome 
(ARDS). Fever usually dissipates within 2 weeks and co-
incides with the induction of high levels of neutralizing 
antibodies (Tan et al., 2004).

In humans, SARS-CoV replication destroys respira-
tory epithelium, and a great deal of the pathogenesis 
is due to the subsequent immune responses (Chen and 
Subbarao, 2007; Perlman and Dandekar, 2005). Infiltrates 
persisting within the lung and diffuse alveolar damage 
(DAD) are common sequelae of SARS-CoV infection 
(Perlman and Dandekar, 2005). Virus can be isolated 
from secretions of the upper airways during early, but 
not later stages of infection as well as from other tissues 
(Cheng et al., 2004).

SARS-CoV can replicate in many species, including: 
dogs, cats, pigs, mice, rats, ferrets, foxes, and monkeys 
(Roper and Rehm, 2009). No model captures all as-
pects of human clinical disease (pyrexia and respiratory 
signs), mortality (∼10%), viral replication, and pathol-
ogy  (Roberts et al., 2008). In general, the SARS-CoV 
 disease course in the model species is much milder and 
of shorter duration than in humans. Viral replication in 
the various animal models may occur without clinical 
illness and/or histopathologic changes. The best-charac-
terized models utilize mice, hamsters, ferrets, and NHPs.

Mouse models of SARS-CoV typically are inocu-
lated by the IN route under light anesthesia (Roberts 
et al., 2005). Young, 6- to 8-week-old BALB/c mice ex-
posed to SARS-CoV have viral replication detected in 
the lungs and nasal turbinate, with a peak on day 2 and 
clearance by day 5 postexposure (McAuliffe et al., 2004). 
There is also viral replication within the small intestines 
of young BALB/c mice. However, young mice have no 
clinical signs, aside from reduced weight gain, and have 
little to no inflammation within the lungs (pneumoni-
tis) (Gillim-Ross et al., 2004). IN SARS-CoV infection of 
C57BL/6 (B6), also yields reduced weight gain and viral 
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replication in the lungs, with a peak on day 3 and clear-
ance by day 9 (Glass et al., 2004).

In contrast, BALB/c mice 13–14 months of age show 
weight loss, hunched posture, dehydration, and ruffled 
fur on day 3–6 postexposure (Bisht et al., 2004). Inter-
stitial pneumonitis, alveolar damage, and death also oc-
cur in old mice, resembling the age-dependent virulence 
observed in humans. 129S mice and B6 mice show out-
comes to SARS-CoV infection similar to those observed 
for BALB/c mice but have lower titers and less prolonged 
disease. While the aged mouse model is more frequently 
used then young mice, it is more difficult to obtain large 
numbers of mice older than 1 year (Table 33.1).

A number of immunocompromised knockout mouse 
models of IN SARS-CoV infection have also been devel-
oped. 129SvEV mice infected with SARS-CoV by the IN 
route develop bronchiolitis, with peribronchiolar inflam-
matory infiltrates and interstitial inflammation in adja-
cent alveolar septae (Hogan et al., 2004). Viral replication 
and disease in these mice resolves by day 14 postexpo-
sure. Beige, CD1−/−, and RAG1−/− mice infected with 
SARS-CoV have similar outcomes to infected BALB/c 

mice with regard to viral replication, timing of viral 
clearance, and a lack of clinical signs (Glass et al., 2004). 
STAT1 KO mice infected IN with SARS-CoV have severe 
disease, with weight loss, pneumonitis, interstitial pneu-
monia, and some deaths (Hogan et al., 2004). The STAT1 
KO mouse model is therefore useful for studies of patho-
genicity, pathology, and evaluation of vaccines.

Angiotensin converting enzyme 2 (ACE2) and 
CD209L were identified as cellular receptors for SARS-
CoV, with affinity for the spike (S) protein of the virus 
(Jeffers et al., 2004). The variations in the ACE2 sequence 
across animal species could partially explain the differ-
ences in infection severity (Li et al., 2016b; Sutton and 
Subbarao, 2015). Since mice in particular have a greater 
number of sequence differences in ACE2, transgenic 
mice were created that express human ACE2 (McCray 
et al., 2007; Netland et al., 2008; Yang et al., 2007). Un-
like other murine models of SARS-CoV, mice expressing 
hACE2 had up to 100% mortality, with severity correlat-
ing to the level of hACE2 expression (Tseng et al., 2007). 
With high levels of hACE2 expression, mice devel-
oped a severe lung and brain infection. However, CNS 

TABLE 33.1  Coronaviridae Animal Models

Virus species
Route of 
exposure

Characteristics of 
human disease Animal model

Route of 
exposure Clinical outcome References

SARS-CoV Droplet Fever, lung damage, 
10% mortality

Young mouse IN Little to no clinical 
signs or lung disease

McAuliffe et al. (2004), 
Roberts et al. (2005)

Old mouse IN Clinical signs and lung 
damage, mortality

Bisht et al. (2004)

Hamster IN Reduced activity, lung 
damage, mortality

Roberts et al. (2008)

Ferret IT Fever, lung damage, 
mortality

Skowronski et al. 
(2005)

NHP IN or IT Little to no clinical 
signs, variable mild 
lung damage

Fouchier et al. (2003), 
Haagmans et al. 
(2004), McAuliffe 
et al. (2004), Rowe 
et al. (2004)

MERS-CoV Droplet Fever, lung damage, 
neurological 
symptoms, over 
35% mortality (in 
confirmed cases)

Mice expressing 
hDPP4

IN Sublethal or lethal, 
lung and brain 
involvement

Agrawal et al. (2015), 
Li et al. (2016b), Tao 
et al. (2016)

New Zealand 
White Rabbits

IN and IT Virus isolated but no 
clinical disease

Haagmans et al. 
(2015)

Rhesus 
macaque

IT or 
combined 
IT, IN, oral 
and ocular

No lethality, mild 
respiratory disease, 
transient lung 
infection with 
pneumonia

de Wit et al. (2013), 
Munster et al. 
(2013), Yao et al. 
(2014)

Common 
marmoset

Combined IT, 
IN, oral and 
ocular

High lethality, 
moderate to severe 
lung disease, 
systemic infection

Falzarano et al. (2014)

hDPP4, Human dipeptidy peptidase four; IN, intranasal; IT, intratracheal; SARS-CoV, severe acute respiratory syndrome-coronavirus.
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 infection is only rarely observed in humans infected 
with SARS-CoV.

Syrian golden hamsters (strain LVG) are also suscepti-
ble to IN exposure of SARS-CoV. After the administration 
of 103 TCID50, along with a period of transient  viremia, 
SARS-CoV replicates in nasal turbinates and lungs, re-
sulting in pneumonitis (Roberts et al., 2005). There are 
no obvious signs of disease, but exercise wheels can be 
used to monitor decrease in nighttime activity. Limited 
mortality has been observed, but it was not dose depen-
dent and could have more to do with genetic differences 
between animals because the strain is not inbred (Rob-
erts et al., 2008). Damage is not observed in the liver or 
spleen despite detection of virus within these tissues.

Several studies have shown that intratracheal (IT) 
inoculation of SARS-CoV in anesthetized ferrets (Mus-
tela furo) results in lethargy, fever, sneezing, and nasal 
discharge (Skowronski et al., 2005). Clinical disease has 
been observed in several studies excluding one, perhaps 
due to characteristics of the inoculating virus (Kobinger 
et al., 2007). SARS-CoV is detected in pharyngeal swabs, 
trachea, tracheobronchial lymph nodes, and high titers 
within the lungs. Mortality has been observed around 
day 4 postexposure as well as mild alveolar damage in 
5%–10% of the lungs, occasionally accompanied by se-
vere pathology within the lungs (Martina et al., 2003; ter 
Meulen et al., 2004). With fever, overt respiratory signs, 
lung damage, and some mortality, the ferret intratrache-
al model of SARS-CoV infection is perhaps most similar 
to human SARS, albeit with a shorter time course.

SARS-CoV infection of NHPs by intransal or IT routes 
generally results in a very mild infection that resolves 
quickly. SARS-CoV infection of old world monkeys, such 
as rhesus macaques, cynomolgus macaques (cynos), and 
African green monkeys (AGMs) have been studied with 
variable results, possibly due to the outbred nature of the 
groups studied or previous exposure to related patho-
gens. Clinical illness and viral loads have not been consis-
tent; however, replication within the lungs and DAD are 
features of the infections for each of the primate species. 
Some cynos have no illness but others have rash, leth-
argy, and respiratory signs and pathology (Haagmans 
et al., 2004; Martina et al., 2003; McAuliffe et al., 2004; 
Rowe et al., 2004). Rhesus have little to no disease and 
only have mild findings upon histopathological analy-
sis (Rowe et al., 2004). AGMs infected with SARS-CoV 
have no overt clinical signs but DAD and pneumonitis 
has been documented (McAuliffe et al., 2004). Viral rep-
lication has been detected for up to 10 days in the lungs 
of AGMS; however, the infection resolves, and does not 
progress to fatal ARDS.

Farmed Chinese masked palm civets, sold in open 
markets in China, were involved in the SARS-CoV out-
break. IT and IN inoculation of civets with SARS-CoV 
results in lethargy, decreased aggressiveness, fever, 

 diarrhea, and conjunctivitis (Wu et al., 2005). Leucope-
nia, pneumonitis, and alveolar septal enlargement, with 
lesions similar to those observed in ferrets and NHPs, 
have also been observed in laboratory-infected civets. 
Squirrel monkeys, mustached tamarinds, and common 
marmosets have not been susceptible to SARS-CoV 
 infection (Greenough et al., 2005; Roberts et al., 2008).

Vaccines have been developed for related animal 
CoVs in chickens, cattle, dogs, cats, and swine, and have 
included live-attenuated, killed, DNA and  viral-vectored 
vaccine strategies (Cavanagh, 2003). An important issue 
to highlight from work on these vaccines is that CoV 
vaccines, such as those developed for cats, may induce 
a more severe disease (Perlman and Dandekar, 2005; 
Weiss and Scott, 1981). As such, immune mice had Th2-
type immunopathology upon SARS-CoV challenge 
(Tseng et al., 2012). Severe hepatitis in vaccinated ferrets 
with antibody enhancement in liver has been reported 
 (Weingartl et al., 2004). Additionally, rechallenge of 
AGMs showed limited viral replication but significant 
lung inflammation, including alveolitis and interstitial 
pneumonia, which persisted for long periods of time 
 after viral clearance (Clay et al., 2012).

Mouse and NHP models with increased virulence may 
be developed by adapting the virus by repeated passage 
within the species of interest. Mouse-adapted SARS with 
uniform lethality was developed from 15 serial passages 
in the lungs of young BALB/c mice  (McCray et al., 2007; 
Roberts et al., 2007; Rockx et al., 2007).

5.2 MERS-Coronavirus

Middle East respiratory syndrome (MERS-CoV) 
emerged in Saudi Arabia and is associated with fever, 
severe lower respiratory tract infection, and oftentimes 
renal failure (Al-Tawfiq et al., 2016; Omrani et al., 2015). 
MERS patients can also occasionally manifest with neu-
rological symptoms. MERS-CoV infection has a high 
fatality rate. Infections in humans can also be asymp-
tomatic. As of October 2015, there were 1589 confirmed 
cases and 567 deaths (Li et al., 2016b). Bats serve as the 
likely natural reservoir since virus with 100% nucleo-
tide identity to the index case was isolated from Egyp-
tian tomb bats (Memish et al., 2013). Spread to humans 
likely comes from infected dromedary camels (Adney 
et al., 2014; Azhar et al., 2014).

The host range for MERS-CoV is dependent on the 
binding of the viral S protein to the host receptor, which 
is human dipeptidyl peptidase four (hDPP4), also known 
as CD26 (Raj et al., 2013). The expression and distribution 
of DPP4 in the human respiratory tract has recently been 
well characterized (Meyerholz et al., 2016).  Interestingly, 
DPP4 expression is preferentially localized to alveolar 
regions, perhaps explaining why MERS predominantly 
manifests as an infection of the lower respiratory tract. 
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Humans with preexisting pulmonary disease have in-
creased DPP4 expression in alveolar epithelia.

Small animals typically used for viral disease re-
search, such as mice, hamsters, guinea pigs, and ferrets 
are naturally nonpermissive to MERS-CoV infection due 
to a low binding efficiency of the viral S protein to the 
host DPP4 (Sutton and Subbarao, 2015). In contrast the 
rhesus macaque and common marmoset have complete 
homology to human DPP4, allowing productive MERS-
CoV infection to occur (de Wit et al., 2013; Falzarano 
et al., 2014; Munster et al., 2013; Yao et al., 2014). New 
Zealand White Rabbits can be infected with MERS-CoV, 
and virus was isolated from the upper respiratory tract, 
but there were no clinical symptoms or significant histo-
pathological changes (Haagmans et al., 2015).

Due to the lack of strong binding affinity of the 
MERS-CoV S protein to the murine DPP4 receptor, wild-
type mice are not susceptible to MERS-CoV infection. 
As such, several approaches have been used to create 
susceptible murine animal models of MERS-CoV in-
fection by inducing the expression of hDPP4. One ap-
proach utilized an adenovirus vector expressing hDPP4 
to transduce mice (Zhao et al., 2014b). These mice de-
veloped pneumonia but survived MERS-CoV infection. 
IN MERS-CoV infection of mice with global expression 
of hDPP4 resulted in ID50 and LD50 values of <1 and 10 
TCID50, respectively (Tao et al., 2016). Thus, MERS-CoV 
infection of these transgenic mice can be either sublethal 
or uniformly lethal depending on the dose. Inflammato-
ry infiltrates were found in the lungs and brain stems of 
mice with some focal infiltrates in the liver as well. An-
other strategy uses transgenic mice expressing hDPP4 
under either a surfactant protein C or cytokeratin 10 pro-
moter (Li et al., 2016b). IN MERS-CoV infection in these 
mice resulted in a uniformly lethal disease character-
ized by alveolar edema and microvascular thrombosis 
and mononuclear clear cell infiltration in the lungs. The 
brain stem was also impacted by the infection. DPP4 ex-
pression with an ubiquitously expressing promoter from 
cytomegalovirus also had a uniformly lethal infection 
with predominant lung and brain involvement, but nu-
merous other tissues were also impacted and contained 
virus (Agrawal et al., 2015).

Common marmosets infected with 5.2 × 106 TCID50 
(EMC-2012) MERS-CoV by the combined IN, oral, ocu-
lar, and IT routes capitulate the severe disease in human 
infections (Falzarano et al., 2014). The animals manifest-
ed moderate to severe clinical disease, with interstitial 
infiltration of both lower lung lobes. Two of nine animals 
became moribund between days 4 and 6. Viral RNA was 
detected in nasal and throat swabs, various organs, and 
in the blood of some animals, indicating a systemic in-
fection. Histologically, animals showed evidence of 
acute bronchial interstitial pneumonia as well as other 
pathological defects.

Infection of rhesus macaques with MERS-CoV re-
sults in a mild clinical disease characterized by a tran-
sient lung infection with pneumonia. Rhesus macaques 
were inoculated with at least 107 TCID50 (EMC-2012) 
MERS-CoV either by the IT route or a combined IN, IT, 
oral, and ocular inoculation (de Wit et al., 2013). The 
result was a mild respiratory illness including nasal 
swelling and a short fever with all animals surviving. 
Viral RNA was recovered from nasal swab samples 
and replicating virus was found in lung tissue (Mun-
ster et al., 2013). Mild pathological lesions were found 
only in the lungs. Radiographic imaging of the lungs 
revealed interstitial infiltrates, which are signs of pneu-
monia (Yao et al., 2014).

Interestingly, MER-CoV infection is more severe in 
marmosets compared to rhesus macaques (Falzarano 
et al., 2014). This is despite the finding that both species 
have complete homology with humans within the DPP4 
domain that interacts with the viral S protein. Other host 
factors influencing disease severity have not yet been 
identified. Transgenic mouse models expressing hDPP4 
are ideal for initial development and screening of MERS-
CoV countermeasures, and marmosets can be used for 
final selection and characterization.

6 FILOVIRIDAE

6.1 Filoviruses

Filoviridae consists of three genera, Ebolavirus and 
Marburgvirus, and a newly discovered group, Cuevavi-
rus (Kuhn, 2008). It is thought that various species of 
bats are the natural host reservoir for these viruses that 
have lethality rates from 40% to 82% in humans. There 
is evidence that the Egyptian rousette bat (Rousettus ae-
gyptiacus) is the natural reservoir for marburgviruses 
but may not be for ebolaviruses (Jones et al., 2015). Mar-
burg virus (MARV) first emerged in 1967 in Germany 
when laboratory workers contracted the virus from 
AGMs (Chlorocebus aerthiops) that were shipped from 
Uganda. Ebolaviruses Sudan and Zaire (SUDV and 
EBOV) caused nearly simultaneous outbreaks in 1976 in 
what is now the Democratic Republic of Congo (DRC). 
The most recent outbreak of EBOV in West Africa was 
by far the largest with over 28,000 suspected, probable 
and confirmed cases and over 11,000 deaths. Bundibu-
gyo virus (BDBV) first emerged in 2007 in Bundibugyo, 
Uganda with 56 confirmed cases (MacNeil et al., 2010). 
Two other ebolaviruses are known: Taï Forest (TAFV) 
(previously named Cote d’Ivoire) (CIEBOV) and Reston 
(RESTV), which have not caused major outbreaks or 
lethal disease in humans. Filovirus disease in humans 
is a characterized by aberrant innate immunity and a 
number of clinical symptoms: fever, nausea, vomiting, 
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arthralgia/myalgia, headaches, sore throat, diar-
rhea, abdominal pain, and anorexia as well as numer-
ous others (Mehedi et al., 2011; Wauquier et al., 2010). 
 Approximately 10% of patients develop petechia and 
a greater percentage, depending on the specific strain, 
may develop bleeding from various sites (gums, punc-
ture sites, stools, etc.) (Table 33.2). Natural transmis-
sion in an epidemic is through direct contact or needle 
sticks in hospital settings. However, much of the re-
search interest in filoviruses primarily stems from bio-
defense needs, particularly from aerosol biothreats. As 
such, IM, IP, and aerosol models have been developed 
in mice, hamsters, guinea pigs, and NHPs for the study 
of pathogenesis, correlates of immunity, and for testing 
countermeasures (Bradfute and Bavari, 2011; Bradfute 
et al., 2011). Since filoviruses have such high lethality 
rates in humans, scientists have looked for models that 
are uniformly lethal to stringently test efficacy of candi-
date vaccines and therapeutics. One issue to take note 
of in animal model development of filovirus infection 
is the impact of particle to plaque-forming unit (PFU) 
ratios on lethality, wherein it is possible that increasing 
the dose could actually decrease infectivity due to an 
immunogenic effect produced by inactive virions in the 
stock. Additionally, the plaque assay used to measure 
live virions in a stock may greatly underestimate the 
true quantity of infectious virions in a preparation (Alf-
son et al., 2015; Smither et al., 2013a).

Immunocompetent mice have not been successfully 
infected with wild-type filoviruses due to the control of 
the infection by the murine type 1 interferon response 
(Bray, 2001). However, wild-type inbred mice are suscep-
tible to filovirus that has been mouse adapted (MA) by 
serial passage in mice (Bray et al., 1999). MARV Angola 
was particularly resistant to adaptation, but after 24 se-
rial passages in SCID mice, infection caused severe dis-
ease in BALB/c and C57BL/6 mice when administered 
IN or IP (Qiu et al., 2014). These mice had pathology 
with some similarities to infection in humans including 
lymphopenia, thrombocytopenia, liver damage, and vi-
remia. BALB/c mice, which are the strain of choice for 

IP inoculation of MA-EBOV, are not susceptible by the 
aerosol route (Bray et al., 1999; Zumbrun et al., 2012a). 
For aerosol infection of immunocompetent mice, a pan-
el of BXD (BALB/c x DBA) recombinant inbred strains 
were screened and one strain, BXD34, was particularly 
susceptible to airborne MA-EBOV, with 100% lethality 
to low or high doses (approximately 100 or 1000 pfu) 
( Zumbrun et al., 2012a). These mice developed weight 
loss of greater than 15% and succumbed to infection 
between days 7 and 8 postexposure. The aerosol infec-
tion model utilizes a whole-body exposure chamber 
to expose mice aged 6–8 weeks to MA-EBOV aerosols 
with a mass median aerodynamic diameter (MMAD) 
of approximately 1.6 µm and a geometric standard de-
viation (GSD) of approximately 2.0 for 10 min. Another 
approach uses immunodeficient mouse strains, such 
as SCID, STAT1 KO, IFN receptor KO, or perforin KO 
with a wild-type EBOV inoculum by IP or aerosol routes 
(Bray, 2001;  Lever et al., 2012; Zumbrun et al., 2012a). 
Mice are typically monitored for clinical disease “scores” 
based on activity and appearance, weight loss, and mori-
bund condition (survival). Coagulopathy, a hallmark of 
filovirus infection in humans, has been observed, with 
bleeding in a subset of animals and failure of blood 
samples to coagulate late in infection (Bray et al., 1999). 
Liver, kidney, spleen, and lung tissue taken from mori-
bund mice have pathology characteristic of filovirus 
disease in NHPs (Zumbrun et al., 2012a). While most 
mouse studies have used MA-EBOV or EBOV, an IP 
mouse-adapted MARV model is also available (Warfield 
et al., 2007, 2009). MA-MARV and MA-EBOV models 
are particularly useful for screening novel antiviral com-
pounds (Panchal et al., 2012).

Recently, a model was created using immunodeficient 
NSG [nonobese diabetic (NOD)/SCID/IL-2 receptor 
chain knockout] mice with transplanted human hemato-
poietic stem cells from umbilical cord blood. These mice 
were susceptible to lethal WT (nonadapted) EBOV by IP 
and IN exposure (Ludtke et al., 2015). The transplanted 
mice had all of the cellular components of a fully func-
tional adaptive human immune system and upon EBOV 

TABLE 33.2  Filoviruses Causing Human Diseases

Genus Species Virus Disease in humans

Marburgvirus Marburg marburgvirus Marburg virus (MARV) Yes

Ravn virus (RAVV) Yes

Ebolavirus Zaire ebolavirus Ebola virus (EBOV) Yes

Sudan ebolavirus Sudan virus (SUDV) Yes

Taï Forest ebolavirus Taï Forest virus (TAFV) Yes

Reston ebolavirus Reston virus (RESTV) No

Bundibugyo ebolavirus Bundibugyo virus (BDBV) Yes
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infection, had several features typical of EBOV disease. 
These included viremia, cellular damage, liver steatosis, 
and signs of hemorrhage. INFa/bR−/− mice infected with 
WT SUDV or EBOV have a partially lethal disease with 
weight loss and evidence of disseminated intravascular 
coagulation (DIC) in the liver (Brannan et al., 2015;  Lever 
et al., 2012). Interestingly, inoculation of INFa/bR−/− 
mice with TAFV and RESTV does not result in clinical 
signs. Yet another strategy uses knockout mice lacking 
possible receptors for filovirus entry, such as Niemann-
Pick C1 and C2 (NPC1 and NPC2). Npc2(−/−) mice were 
fully susceptible to infection with EBOV but Npc1(−/−) 
mice were completely resistant (Herbert et al., 2015).

Hamsters are frequently used to study cardiovas-
cular disease, coagulation disorders, and thus serve as 
the basis for numerous viral hemorrhagic fever models 
(Gowen and Holbrook, 2008; Herbert et al., 2015). An 
IP MA-EBOV infection model has been developed in 
Syrian hamsters (Ebihara et al., 2013; Gowen and Hol-
brook, 2008; Herbert et al., 2015; Tsuda et al., 2011). This 
model, which has been used to test a vesicular stomati-
tis virus vectored vaccine approach, utilizes male 5- to 
6-week-old Syrian hamsters which are infected with 100 
LD50 of MA-EBOV. Virus is present in tissues and blood 
collected on day 4 and all animals succumbed to the dis-
ease by day 6. Infected hamsters had severe coagulopa-
thy and uncontrolled host immune responses, similar to 
what is observed in primates. (Ebihara et al., 2010)

Guinea pig models of filovirus infection have been 
developed for IP and aerosol routes using guinea pig-
adapted EBOV (GP-EBOV) and MARV (GP-MARV) 
(Choi et al., 2012; Connolly et al., 1999; Twenhafel 
et al., 2015; Zumbrun et al., 2012c). Guinea pig models of 
filovirus infection are quite useful in that they develop 
fever, which can be monitored at frequent intervals by 
telemetry. Additionally, the animals are large enough for 
regular blood sampling in which measurable coagula-
tion defects are observed as the infection progresses. A 
comparison of IP infection of outbred guinea pigs with 
guinea pig-adapted MARV Angola and MARV Ravn re-
vealed similar pathogenesis (Cross et al., 2015). Infection 
with either strain resulted in features of the disease that 
are similar to what is seen in human and NHP infection, 
such as viremia, fever, coagulopathy, lymphopenia, ele-
vated liver enzymes (ALT and AST), thrombocytopenia, 
and splenic, gastrointestinal and hepatic lesions. GP-
MARV-Ravn had a delayed disease progression relative 
to GP-MARV-Ang.

Hartley guinea pigs exposed to aerosolized GP-EBOV 
develop lethal interstitial pneumonia. This is in contrast 
to subQ infection of guinea pigs, aerosol EBOV chal-
lenge of NHPs, and natural human infection (Twenhafel 
et al., 2015). Both subQ and aerosol exposure of guinea 
pigs to GP-EBOV resulted in only mild lesions in the liver 
and spleen. By aerosol exposure, GP-EBOV is  uniformly 

lethal at both high and low doses (100 or 1000 pfu target 
doses) but lethality drops with low (less than 1000 pfu) 
presented doses of airborne GP-MARV and more pro-
tracted disease is seen in some animals (our unpub-
lished observations) (Zumbrun et al., 2012c). Weight 
loss of between 15% and 25% is a common finding in 
guinea pigs exposed to GP-EBOV or GP-MARV. Fever, 
which becomes apparent by day 5, occurs more rapidly 
in  GP-EBOV exposed guinea pigs than with GP-MARV 
exposure. Lymphocytes and neutrophils increase during 
the earlier part of the disease, and platelet levels steadily 
drop as the disease progresses. Increases in  coagulation 
time can be seen as early as day 6 postexposure. Blood 
chemistries (i.e., ALT, AST, ALKP, and BUN) indicating 
problems with liver and kidney function are also altered 
late in the disease course.

Transmission of EBOV has been documented from 
swine to NHPs via the respiratory tract (Kobinger 
et al., 2011). As such, guinea pigs have been used to 
establish transmission models (Wong et al., 2015a,b). 
Nonexposed guinea pigs were placed in the cages with 
infected guinea pigs 1 day postexposure to GP-EBOV. 
Guinea pigs challenged intanasally were more likely to 
transmit virus to naive cagemates than those that were 
exposed by the IP route. NHP models of filovirus infec-
tion are the preferred models for more advanced dis-
ease characterization and testing of countermeasures 
because they most closely mimic the disease and im-
mune correlates seen in humans (Dye et al., 2012). Old 
world primates have been primarily used for develop-
ment of IP, IM, and aerosol models of filovirus infection 
( Twenhafel et al., 2013). Uniformly lethal filovirus mod-
els have been developed for most of the virus strains in 
cynomolgus macaques, rhesus macaques, and to a lesser 
degree, AGMs (Alves et al., 2010; Carrion et al., 2011; 
Davis et al., 1997; Hensley et al., 2011a; Reed et al., 2007; 
 Zumbrun et al., 2012b).

Low-passage human isolates that have not been pas-
saged in animals have been sought for development of 
NHP models to satisfy the Food and Drug Administra-
tion (FDA) Animal Rule. EBOV-Makona, the strain re-
sponsible for the recent large outbreak in West Africa, 
was compared to the “prototype” 1976 EBOV strain 
(Marzi et al., 2015). The disease in cynos was similar for 
both viruses, but disease progression was delayed for 
EBOV-Makona. This delay as well as the lower fatality 
rate in the 2014 epidemic compared to the 1976 outbreak 
suggest that EBOV-Makona is less virulent. The large 
number of cases in the 2014–15 EBOV  outbreak brought 
to light previously underappreciated eye  pathology 
and ocular viral persistence in survivors. While survi-
vors of NHP filovirus infection are infrequent, necrotiz-
ing scleritis, conjunctivitis, and other ocular  pathology 
has been observed in EBOV-infected animals (Alves 
et al., 2016).
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Prominent features of the filovirus infections in 
NHPs are onset of fever by day 5 postexposure, vire-
mia, lymphopenia, tachycardia, azotemia, alteration in 
liver function enzymes (ALT, AST, and ALKP), decrease 
in platelets, and increased coagulation times. Petechial 
rash is a common sign of filovirus disease and may be 
more frequently observed in cynomolgus macaques 
than in other NHP species (Zumbrun et al., 2012b). Im-
munological parameters have been evaluated and T, 
B, and natural killer cells are greatly diminished as the 
infection progresses (Fernando et al., 2015). A cytokine 
storm occurs with  rises in IFNγ, TNF, IL-6, and CCL2 
(Fernando et al., 2015). However, there is also evidence 
from transcriptional profiling of circulating immune 
cells that the early immune response is skewed toward 
a Th2 response (Connor et al., 2015). Strikingly, animals 
surviving challenge may have a delay in the production 
of inflammatory cytokines and chemokines (Martins 
et al., 2015).

Clinical disease parameters may have a slightly de-
layed onset in aerosol models. Dyspnea late in infection 
is a prominent feature of disease after aerosol exposure 
(Zumbrun et al., 2012b). Aerosol filovirus infection of 
NHPs results in early infection of respiratory lymphoid 
tissues, dendritic cells, alveolar macrophages, blood 
monocytes, and fibroblastic reticular cells followed by 
spread to regional lymph nodes then multiple organs 
(Ewers et al., 2016; Twenhafel et al., 2013). A number 
of pronounced pathology findings include multifocal 
hepatic necrosis and fibrin accumulation, particularly 
within the liver and the spleen. For aerosolized MARV 
infection of rhesus, the most significant pathology 
 included destruction of the tracheobronchial and me-
diastinal lymph nodes (Ewers et al., 2016). Lymphocy-
tolysis and lymphoid depletion are also observed (Alves 
et al., 2010). Multilead, surgically implanted telemetry 
devices are useful in continuous collection of tempera-
ture, blood pressure, heart rate, and activity levels. As 
such, blood pressure drops as animals become moribund 
and heart rate variability (standard deviation of the heart 
rate) is altered late in infection (Zumbrun et al., 2012b). 
The most recently developed telemetry devices can also 
aid in plethysmography to measure respiratory min-
ute volume for accurate delivery of presented doses for 
aerosol exposure. Standardized filovirus-infected NHP 
euthanasia criteria have also been developed to enhance 
reproducibility for studies that evaluate therapeutic and 
vaccine countermeasures (Warren et al., 2014).

Filovirus infection of common marmosets (Calli-
thrix jacchus) is also a viable model to study the disease 
course. Respiratory infection of marmosets with MARV 
results in a lethal infection with fever, hemorrhaging, 
transient rash, disseminated viral infection, increases 
in liver function enzymes, coagulopathy, hepatitis, and 
histological lesions particularly in the kidney and liver 

(Smither et al., 2013b). Marmosets are similarly suscepti-
ble to infection with EBOV-Kikwit (Smither et al., 2015). 
Thus, EBOV or MARV infection of marmosets produces 
features of the disease that are very similar to that of oth-
er NHPs and humans.

6.2 Hendra and Nipah Virus

Hendra and Nipah virus are unusual within the Para-
myxoviridae family given that they can infect a large 
range of mammalian hosts. Both viruses are grouped 
under the genus Henipavirus. The natural reservoirs of 
the viruses are the fruit bats from the genus Pteropus. 
 Hendra and Nipah have the ability to cause severe dis-
ease in humans with the potential for a high case fatality 
rate (Rockx et al., 2012). Outbreaks due to Nipah virus 
have been recognized in Malaysia, Singapore, Bangla-
desh, and India, while Hendra virus outbreaks have yet 
to be reported outside of Australia (Luby et al., 2009a,b).

Hendra was the first member of the genus identified 
and was initially associated with an acute respiratory 
disease in horses. All human cases have been linked 
to transmission through close contact with an infected 
horse. There have been no confirmed cases of direct 
transmission from bat to human. Nipah has the distinc-
tion of transmission among, although the exact route is 
unknown (Homaira et al., 2010). The virus is susceptible 
to pH, temperature, and desiccation, and thus close con-
tact is hypothesized as needed for successful transmis-
sion (Fogarty et al., 2008). Both viruses have a tropism 
for the neurological and respiratory tracts.

The incubation period for Hendra virus is 7–17 days 
and is marked by a flu-like illness. Symptoms at this ini-
tial stage include myalgia, headache, lethargy, sore throat, 
and vomiting (Hanna et al., 2006). Disease progression 
can continue to pneumonitis or encephalitic manifesta-
tions, with the person succumbing to multiorgan failure 
(Playford et al., 2010). Nipah virus has an incubation pe-
riod of 4 days to 2 weeks (Goh et al., 2000). Much like 
Hendra, the first signs of disease are nondescript. Severe 
neurological symptoms subsequently develop includ-
ing encephalitis and seizures that can progress to coma 
within 24–48 h (Lo and Rota, 2008). Survivors of infec-
tion typically make a full recovery; however, 22% suffer 
permanent sequelae, including persistent convulsions 
(Tan and Chua, 2008). At this time, there is no approved 
vaccine or antiviral, and treatment is purely supportive. 
Animal models are being used to not only test novel vac-
cines and therapeutics, but also deduce the early events 
of disease because documentation of human cases is at 
terminal stages.

The best small animal model is the Syrian golden 
hamster due to their high susceptibility to both henipa-
viruses. Clinical signs upon infection recapitulate the 
disease course in humans including acute encephalitis 
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and respiratory distress. Challenged animals died within 
4–17 days postinfection. The progression of disease and 
timeline is highly dependent on dose and route of infec-
tion. IN inoculation leads to imbalance, limb paralysis, 
lethargy, and breathing difficulties whereas IP resulted 
in tremors and paralysis within 24 h before death. Virus 
was detected in lung, brain, spleen, kidney, heart, spinal 
cords, and urine, with the brain having the highest titer. 
This model is used for vaccination and passive protec-
tion studies (Guillaume et al., 2009; Rockx et al., 2011; 
Wong et al., 2003).

The guinea pig model has not been widely used 
due to the lack of a respiratory disease upon chal-
lenge  (Torres-Velez et al., 2008; Williamson et al., 2001). 
 Inoculation with Hendra virus via the subQ route leads to 
a generalized vascular disease with 20% mortality. Clini-
cal signs were apparent 7–16 days postinfection with death 
occurring within 2 days of CNS involvement. Higher in-
oculum has been associated with development of enceph-
alitis and CNS lesions. ID and IN injection does not lead 
to disease, although the animals are able to seroconvert 
upon challenge. The inoculum source does not affect clini-
cal progression. Nipah virus challenge only causes disease 
upon IP injection and results in weight loss and transient 
fever for 5–7 days. Virus was shed through urine and was 
present in the brain, spleen, lymph nodes, ovary, uterus, 
and urinary bladder (Hooper et al., 1997).

Ferrets infected with Hendra or Nipah virus dis-
play the same clinical disease as seen in the hamster 
model and human cases (Bossart et al., 2009; Pallister 
et al., 2011). Upon inoculation by the oronasal route, fer-
rets develop severe pulmonary and neurological disease 
within 6–9 days including fever, coughing, and dyspnea. 
Lesions do develop in the ferret’s brains, but to a lesser 
degree than seen in humans.

Cats have also been utilized as an animal model for 
henipaviruses. Disease symptoms are not dependent 
upon the route of infection. The incubation period is 4–8 
days and leads to respiratory and neurological symp-
toms (Mungall et al., 2007; Johnston et al., 2015; West-
bury et al., 1996). This model has proven useful for vac-
cine efficacy studies.

Squirrel and AGMs are representative of the NHP 
models. For squirrel monkeys, Nipah virus is intro-
duced by either the IN or IV route and subsequently 
leads to clinical signs similar to humans, although IN 
challenge results in milder disease. Upon challenge, 
only 50% of animals develop disease manifestations in-
cluding anorexia, dyspnea, and acute respiratory syn-
drome. Neurological involvement is characterized by 
uncoordinated motor skills, loss of consciousness, and 
coma. Viral RNA can be detected in lung, brain, liver, 
kidney, spleen, and lymph nodes but is only found upon 
IV challenge  (Marianneau et al., 2010). AGMs are very 
consistent model of both viruses. IT inoculation of the 

 viruses results in 100%  mortality, and death within 8.5 
and 9–12 days postinfection for Hendra and Nipah 
 viruses, respectively. The animals develop severe respi-
ratory and neurological disease with generalized vascu-
litis  (Geisbert et al., 2010; Rockx et al., 2010).

The reservoir of the viruses, gray-headed fruit bats, 
has been experimentally challenged. Due to their sta-
tus as the host organism for henipaviruses, the bats do 
not develop clinical disease. However, Hendra virus 
can be detected in kidneys, heart, spleen, and fetal tis-
sue, and Nipah virus can be located in urine (Middleton 
et al., 2007).

Pigs develop a respiratory disease upon infection with 
both Nipah and Hendra viruses (Berhane et al., 2008; Li 
et al., 2010; Middleton et al., 2002). Oral inoculation does 
not produce a clinical disease, but subQ injection repre-
sents a successful route of infection. Live virus can be iso-
lated from the oropharynx as early as 4 days postinfec-
tion. Nipah virus can also be transmitted between pigs. 
Nipah virus was able to induce neurological symptoms 
in 20% of the pigs, even though virus was present in all 
neurological tissues regardless of symptoms  (Weingartl 
et al., 2005). Within the pig model, it appeared that 
Nipah virus had a greater tropism for the respiratory 
tract, while Hendra for the neurological system.

Horses are also able to develop a severe respiratory 
tract infection accompanied with fever and general 
weakness upon exposure to Nipah and Hendra viruses. 
Oronasal inoculation led to systemic disease with vi-
ral RNA detected in nasal swabs within 2 days (Marsh 
et al., 2011; Williamson et al., 1998). Animals died within 
4 days postexposure and have interstitial pneumonia 
with necrosis of alveoli (Murray et al., 1995a,b). Virus 
could be detected in all major systems.

Mice, rats, rabbits, chickens, and dogs have been 
tested but are nonpermissive to infection (Westbury 
et al., 1995; Wong et al., 2003). Suckling BALB/c mice 
succumb to infection if the virus is inoculated intracrani-
ally (Mungall et al., 2006). IN exposure with Nipah does 
not induce a clinical disease; however, there is evidence 
of a subclinical infection in the lungs following eutha-
nasia of the mice (Dups et al., 2014). In addition, a hu-
man lung xenograph model in NSG mice demonstrated 
that the human lung is highly susceptible to Nipah viral 
replication and damage (Valbuena et al., 2014). Embryo-
nated chicken eggs have been inoculated with Nipah vi-
rus leading to a universally fatal disease within 4–5 days 
postinfection (Tanimura et al., 2006).

6.3 Respiratory Syncytial Virus

Annually, respiratory syncytial virus (RSV) is respon-
sible for the lower respiratory tract infections of 33 mil-
lion children under the age of 5, which in turn results 
in 3 million hospitalizations and approximately 200,000 
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deaths (Nair et al., 2010). Within the United States, hos-
pital costs alone amount to over 600 million dollars per 
year (Paramore et al., 2004). Outbreaks are common in 
the winter (Yusuf et al., 2007). The virus is transmitted by 
large respiratory droplets that replicate initially within 
the nasopharynx and spreads to the lower respiratory 
tract. Incubation for the virus is 2–8 days. RSV is highly 
virulent leading to very few asymptomatic infections 
(Collins and Graham, 2008). Disease manifestations are 
highly dependent upon the age of the individual.

RSV infections in neonates produce nonspecific 
symptoms including overall failure to thrive, apnea, and 
feeding difficulties. Infants present with a mild upper re-
spiratory tract disease that could develop into bronchiol-
itis and bronchopneumonia. Contracting RSV at this age 
results in an increased chance of developing childhood 
asthma (Wu et al., 2008). Young children develop recur-
rent wheezing while adults have exacerbation of previ-
ously existing respiratory conditions (Falsey et al., 2005). 
Common clinical symptoms are runny nose, sneezing, 
and coughing accompanied by fever.

Mortality rates from RSV in hospitalized children are 
1%–3% with the greatest burden of disease seen in 3–4 
month olds (Ruuskanen and Ogra, 1993). Hematopoi-
etic stem cell transplant patients, solid organ transplant 
patients, and COPD patients are particularly vulner-
able to RSV infection and have mortality rates between 
7.3% and 13.3% upon infection (Anderson et al., 2016). 
Although there are almost 60 RSV vaccine candidates 
which are in preclinical and clinical phases, there is no 
licensed vaccine available and ribavirin usage is not rec-
ommended for routine treatment (American Academy 
of Pediatrics Subcommittee on Diagnosis and Manage-
ment of Bronchiolitis, 2006; Higgins et al., 2016; Kim and 
Chang, 2016). Animal models of RSV were developed in 
the hopes of formulating an effective and safe vaccine 
unlike the formalin-inactivated RSV (FI-RSV) vaccine. 
This vaccine induced severe respiratory illness in infants 
whom received the vaccine and were subsequently in-
fected with live virus (Kim et al., 1969).

Mice can be used to model RSV infection, although 
a very high IN inoculation is needed to achieve clini-
cal symptoms (Jafri et al., 2004; Stark et al., 2002). Strain 
choice is crucial to reproducing a physiological relevant 
response (Stokes et al., 2011). Age does not affect primary 
disease manifestations (Graham et al., 1988). However, it 
does play a role in later sequelae showing increased air-
way hyperreactivity (Cormier et al., 2010). Primary RSV 
infection produces increased breathing with airway ob-
struction (Jafri et al., 2004; van Schaik et al., 1998). Virus 
was detected as early as day 3 and reached maximum 
titer at day 6 postinfection. Clinical illness is defined in 
the mouse by weight loss and ruffled fur as opposed to 
runny nose, sneezing, and coughing as seen in humans. 
A humanized mouse model was recently developed by 

IN inoculation. The challenged mice experienced weight 
loss and demonstrated a humoral and cellular immune 
response to the infection (Sharma et al., 2016).

Cotton rats are useful given that RSV is able to repli-
cate to high titers within the lungs and can be detected 
in both the upper and lower airways after IN inoculation 
(Boukhvalova et al., 2009; Niewiesk and Prince, 2002). 
Viral replication is 50- to 1000-fold greater in the cotton 
rat model than mouse model (Wyde et al., 1993). The cot-
ton rats develop mild to moderate bronchiolitis or pneu-
monia (Grieves et al., 2015; Prince et al., 1999). Although 
age does not appear to factor into clinical outcome, it has 
been reported that older cotton rats tend to take longer 
to achieve viral clearance. Viral loads peak by the 5th 
day, dropping to below the levels of detection by day 
8. The histopathology of the lungs appears similar to 
that of humans after infection (Piazza et al., 1993). This 
model has limited use in modeling the human immune 
response to infection as challenge with the virus induces 
a Th2 response in cotton rats, whereas humans tend to 
have a response skewed toward Th1 (Culley et al., 2002; 
Dakhama et al., 2005; Ripple et al., 2010). FI-RSV disease 
was recapitulated upon challenge with live virus after 
being vaccinated twice with FI-RSV.

Chinchillas have been challenged experimentally 
with RSV via IN inoculation. The virus was permis-
sive within the nasopharynx and Eustachian tube. The 
animals displayed an acute respiratory tract infection. 
This model is therefore useful in studying mucosal im-
munity during infection (Gitiban et al., 2005). Ferrets in-
fected by IT were found to have detectable RSV in throat 
swabs up to day 7 postinfection, and positive qPCR up 
to day 10. Immunocompromised ferrets were observed 
to have higher viral loads accompanied with detectable 
viral replication in the upper respiratory tract (Stittelaar 
et al., 2016).

Chimpanzees are permissive to replication and clini-
cal symptoms of RSV including rhinorrhea, sneezing, 
and coughing. Adult squirrel monkeys, newborn rhesus 
macaques, and infant cebus monkeys were also chal-
lenged but did not exhibit any disease symptoms or high 
levels of viral replication (Belshe et al., 1977).  Bonnet 
monkeys were developed an inflammatory response by 
day 7 with viral RNA detected in both bronchial and al-
veolar cells (Simoes et al., 1999). The chimpanzee model 
has been proven useful for vaccine studies (Hancock 
et al., 2000; Teng et al., 2000).

Sheep have also been challenged experimentally 
since they develop respiratory disease when exposed 
to ovine RSV (Meyerholz et al., 2004). Lambs are also 
susceptible to human respiratory syncytial infection 
(Olivier et al., 2009; Sow et al., 2011). When inoculated 
intratracheally, the lambs developed an upper respira-
tory tract infection with cough after 6 days. Some lambs 
went on to develop lower respiratory disease  including 
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 bronchiolitis. The pneumonia resolved itself within 14 
days. RSV replication peaked at 6 days, and rapidly 
declined. Studying respiratory disease in sheep is ben-
eficial given the shared structural features with humans 
(Plopper et al., 1983; Scheerlinck et al., 2008).

7 ORTHOMYXOVIRIDAE

7.1 Influenza Virus

The influenza viruses consist of three types: influenza 
A, B, and C, based on antigenic differences. Influenza A 
is further classified by subtypes; 16 HA and 9 NA sub-
types are known. Seasonal influenza is the most common 
infection and usually causes a self-limited febrile illness 
with upper respiratory symptoms and malaise that re-
solves within 10 days (Taubenberger and Morens, 2008). 
The rate of infection is estimated at 10% in the general 
population and can result in billions of dollars of loss 
annually from medical costs and reduced work-force 
productivity. Approximately 40,000 people in the United 
States die each year from seasonal influenza (Dushoff 
et al., 2006). Thus, vaccines and therapeutics play a criti-
cal role in controlling infection, and development using 
animal models is ongoing (Braun et al., 2007b).

Influenza virus replicates in the upper and lower air-
ways, peaking at approximately 48-h postexposure. In-
fection can be more severe in infants and children under 
the age of 22, people over the age of 65, or immunocom-
promised individuals where viral pneumonitis or pneu-
monia can develop or bacterial superinfection resulting 
in pneumonia or sepsis (Barnard, 2009; Glezen, 1982). 
Pneumonia from secondary bacterial infection, such 
as Streptococcus pneumonia, Streptococcus pyogenes, and 
Neisseria meningitides, and more rarely, Staphylococcus 
aureus, is more common than viral pneumonia from the 
 influenza virus itself, accounting for ∼27% of all influ-
enza associated fatalities (Alonso et al., 2003; Ison and 
Lee, 2010; Speshock et al., 2007). Death, often due to 
ARDS can occur as early as 2 days after onset of symp-
toms. Lung histopathology in severe cases may include 
DAD, alveolar edema and damage, hemorrhage, fibro-
sis, and inflammation (Taubenberger and Morens, 2008).

The H5N1 avian strain of influenza, has lethality rates 
of around ∼50% (of known cases), likely because the vi-
rus preferentially binds to the cells of the lower respirato-
ry tract, and thus the potential for global spread is a ma-
jor concern (Matrosovich et al., 2004; Wang et al., 2016). 
H7N9 is another avian influenza A strain that infected 
more than 130 people and was implicated in 37 deaths. 
Approximately 75% of infected people had a known ex-
posure to birds. There is no evidence of sustained spread 
between humans but these viruses are of great concern 
for their pandemic potential (Zhang et al., 2013).

The most frequently used animal models of influ-
enza infection include mice, ferrets, and NHPs. A very 
thorough guide to working with mouse, guinea pig, fer-
ret, and cynomolgus models was published by Kroeze 
et al. (2012). Swine are not frequently utilized but are 
also a potentially useful model for influenza research 
since they share many similarities to human anatomy, 
genetics, susceptibility, and pathogenesis (Rajao and 
Vincent, 2015). Lethality rates can vary with virus strain 
used (with or without adaptation), dose, route of inocu-
lation, age, and genetic background of the animal. The 
various animal models can capture differing diseases 
caused by influenza: benign, severe, super infection, and 
sepsis, severe with ARDS, and neurologic manifesta-
tions (Barnard, 2009). Also, models can utilize seasonal 
or avian strains and have been developed to study trans-
mission, important for understanding the potential for 
more lethal strains, such as H5N1 for spreading among 
humans.

Mouse models of influenza infection are very pre-
dictive for antiviral activity and tissue tropism in hu-
mans, and are useful in testing and evaluating vaccines 
 (Gilbert and McLeay, 2008; Hagenaars et al., 2008; Orti-
goza et al., 2012). Inoculation is by the IN route, utilizing 
 approximately 60 µL of inoculum in each nare of anes-
thetized mice. Exposure may also be to small particle 
aerosols containing influenza with a MMAD of <5 µL. 
Most inbred strains are susceptible, with particularly 
 frequent use of BALB/c followed by C57BL/6J mice. 
Males and females have equivalent disease but influenza 
is generally more infectious in younger 2- to 4-week-old 
(8–10 g) mice.

Mice are of somewhat limited use in characterizing 
the immune response to influenza. Most inbred labora-
tory mice lack the MxA gene which is an important part 
of human innate immune response to influenza infec-
tion. The mouse homolog to MxA, Mx1 is defective in 
most inbred mouse strains (Staeheli and Haller, 1987). 
Mice with the knocked-in MX1 gene have a 1000-fold 
higher LD-50 for an influenza A strain (PR8) than wild-
type background C57BL/6 mice (Grimm et al., 2007).

Weight loss or reduced weight gain, decreased activ-
ity, huddling, ruffled fur, and increased respiration are 
the most common clinical signs in influenza infected 
mice. For more virulent strains, mice may require eutha-
nasia as early as 48 h postexposure, but most mortality 
occurs from 5 to 12 days postexposure accompanied by 
decreases in rectal temperature (Sidwell and Smee, 2000). 
Pulse oximeter readings and measurement of blood 
gases for oxygen saturation are also used to determine 
the impact of influenza infection on respiratory function 
(Sidwell et al., 1992). Virus can be isolated from bronchial 
lavage (BAL) fluids throughout the infection and from 
tissues after euthanasia. For influenza strains with mild 
to moderate pathogenicity, disease is  nonlethal and  virus 
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 replication is detected within the lungs, but usually not 
other organs. Increases in serum alpha-1- acidglycoprotein 
and lung weight also frequently occur. However, mice in-
fected with influenza do not develop fever, dyspnea, na-
sal exudates, sneezing, or coughing.

Mice can be experimentally infected with influenza 
A or B, but the virus generally requires adaptation to 
produce clinical signs. Mice express the receptors for in-
fluenza attachment in the respiratory tract; however, the 
distribution varies and SA 2,3 predominates over SA 2,6 
which is why H1, H2, and H3 subtypes usually need to 
be adapted to mice and H5N1, H2, H6, and H7 viruses do 
not require adaptation (O’Donnell and Subbarao, 2011). 
To adapt, mice are infected intratracheally or intranasal-
ly by virus isolated from the lungs, and reinfected into 
mice and then the process is repeated a number of times. 
Once adapted, influenza strains can produce severe dis-
ease, systemic spread, and neurotropism.

H5N1 and the 1918 pandemic influenza virus can 
cause lethal infection in mice without adaptation (Gao 
et al., 1999; Taubenberger, 2006). H5N1 infection of mice 
results in viremia and viral replication in multiple organ 
systems, severe lung pathology, fulminant diffuse in-
terstitial pneumonia, pulmonary edema, high levels of 
proinflammatory cytokines, and marked lymphopenia 
( Dybing et al., 2000; Gubareva et al., 1998; Lu et al., 1999). 
As in humans, the virulence of H5N1 is attributable to 
damage caused by an overactive host immune response. 
Additionally, mice infected with the 1918 H1N1 influ-
enza virus produce severe lung pathology and oxygen 
saturation levels that decrease with increasing pneumo-
nia (Barnard et al., 2007). Reassortment influenza viruses 
of the 2009 H1N1 virus and a low-pathogenicity avian 
H7N3 virus can also induce disease in mice without ad-
aptation (Williams et al., 2016).

In superinfection models, a sublethal dose of  influenza 
is given to mice followed 7 days later by IN inoculation 
of a sublethal dose of a bacterial strain, such as S. pneu-
moniae or S. pyogenes (Chaussee et al., 2011). Morbid-
ity, characterized by inflammation in the lungs, but not 
bacteremia, begins a couple of days after superinfection 
and may continue for up to 2 weeks. At least one trans-
mission model has also been developed in mice. With 
H2N2 influenza, transmission rates of up to 60% among 
cagemates can be achieved after infection by the aerosol 
route and cocaging after 24 h (Schulman, 1968).

Rats (F344 and SD) inoculated with rat-adapted 
H3N2 developed inflammatory infiltrates and cytokines 
in bronchoalveolar lavage fluids, but had no lethality 
and few histopathological changes (Daniels et al., 2003). 
 Additionally, an influenza transmission model has been 
developed in guinea pigs as an alternative to ferrets 
(Lowen et al., 2006).

Cotton rats (Sigmodon hispidus) have been used to test 
vaccines and therapeutics in a limited number of  studies 

(Eichelberger et al., 2004). Cotton rats have an advan-
tage over mice in that the immune system is similar to 
 humans (including the presence of the Mx gene) and in-
fluenza viruses do not have to be adapted (Eichelberger 
et al., 2006; Ottolini et al., 2005). Nasal and pulmonary 
tissues of cotton rats were infected with unregulated cy-
tokines and lung viral load peaking at 24 h postexposure. 
Virus was cleared from the lung by day 3 and from the 
nares by day 66, but animals had bronchial and alveolar 
damage, and pneumonia for up to 3 weeks. There is also 
a S. aureus superinfection model in cotton rats (Braun 
et al., 2007a). Coinfection resulted in bacteremia, high 
bacterial load in lungs, peribronchiolitis, pneumonitis, 
alveolitis, hypothermia, and higher mortality.

Domestic ferrets (Mustela putorius furo) are frequently 
the animal species of choice for influenza animal stud-
ies because the susceptibility, clinical signs, peak virus 
shedding, kinetics of transmission, local expression of 
cytokine mRNAs, and pathology resemble that of hu-
mans (Lambkin et al., 2004; Maines et al., 2012; McLaren 
and Butchko, 1978). Like humans, ferrets exclusively 
express Neu5Ac, which acts as a receptor for influenza 
A virus, a feature likely contributing to the susceptibil-
ity of ferrets to human-adapted influenza A virus strains 
(Ng et al., 2014). The glycomic characterization of fer-
ret respiratory tract tissues demonstrated some simi-
larities and some differences to humans in terms of the 
 potential glycan binding sites for the influenza virus (Jia 
et al., 2014). Ferrets also have airway morphology, respi-
ratory cell types, and a distribution of influenza recep-
tors (SA 2,6 and SA 2,3) within the airways similar to that 
of humans (van Riel et al., 2007).

Influenza was first isolated from ferrets infected IN 
with throat washes from humans harboring the in-
fection and ferret models have since been used to test 
 efficacy of vaccines and therapeutic treatments (Huber 
et al., 2008; Lambkin et al., 2004; Maines et al., 2012). 
When performing influenza studies in ferrets, animals 
should be serologically negative for circulating influen-
za viruses. Infected animals should be placed in a sepa-
rate room from uninfected animals. If animals must be 
placed in the same room, uninfected ferrets should be 
handled before infected ferrets. Anesthetized ferrets are 
experimentally exposed to influenza by IN inoculation 
of 0.25–0.5 mL containing approximately 104–106 egg 
ID50 dropwise to each nostril. However, a larger inocu-
lum volume of 1.0 mL has also been explored as being 
more appropriate, yielding more severe and consistent 
respiratory tract pathology, likely because the larger in-
oculum is more widely distributed in the lower respira-
tory tract (Moore et al., 2014). Video tracking to assign 
values to activity levels in ferrets can aid ferret studies, 
eliminating the need for collection of subjective and ar-
bitrary clinical scores (Oh et al., 2015). Viral replication 
in the upper respiratory tract is typically measured by 
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nasal washes, but virus can also be measured in bron-
choalveolar lavage fluid using a noninvasive technique 
(Lee et al., 2014).

Influenza types A and B naturally infect ferrets, result-
ing in an acute illness, which usually lasts 3–5 days for 
mild to moderately virulent strains (Maher and DeSte-
fano, 2004). Ferrets are more susceptible to influenza A 
than influenza B strains and are also susceptible to  avian 
influenza H5N1 strains without adaptation (Zitzow 
et al., 2002). However, the localized immune responses 
within the respiratory tract of ferrets infected with in-
fluenza A and B have been characterized and are similar 
(Carolan et al., 2015). Virulence and degree of pneumo-
nitis caused by different influenza subtypes and strains 
vary from mild to severe and generally mirrors that seen 
in humans (Stark et al., 2013). Nonadapted H1N1, H2N2, 
and H3N2 have mild to moderate virulence in ferrets. 
The sequencing of the ferret genome has allowed for the 
characterization of the ferret host response using RNA-
seq analysis (Peng et al., 2014). Distinct signatures were 
obtained depending on the particular influenza strain to 
inoculate the ferrets. Also helpful is the sequencing and 
characterization of the influenza ferret infectome during 
different stages of the infection in naïve or immune fer-
rets (Leon et al., 2013).

Since influenza infection is particularly devastating to 
the elderly population, an aged ferret model of H1N1 in-
fluenza infection was developed (Paquette et al., 2014). 
Features associated with increased clinical disease are 
weakened hemagglutinin antibody generation and at-
tenuated Th1 responses. Pregnant and breastfeeding 
women and infants are also susceptible to more severe 
illness from influenza virus. To study this dynamic, a 
breastfeeding mother–infant ferret influenza infection 
model was created (Paquette et al., 2015). Notably, the 
mammary gland itself harbored virus and transcript 
analysis showed downregulation of milk production 
genes. In support of the development of therapies, the 
ferret influenza model for pharmacokinetic/pharma-
codynamics studies of antiviral drugs as also been de-
veloped (Reddy et al., 2015). Critical to this model is 
ensuring pronounced clinical signs and robust viral 
replication upon influenza infection. Strains of low viru-
lence have predominant replication in the nasal turbi-
nates of ferrets. Clinical signs and other disease indica-
tors in ferrets are similar to that of humans with mild 
respiratory disease, sneezing, nasal secretions contain-
ing virus, fever, weight loss, high viral titers, and inflam-
matory infiltrate in the airways, bronchitis, and pneumo-
nia (Svitek et al., 2008). Replication in both the upper and 
lower airways is associated with more severe disease 
and greater mortality. Additionally, increased expression 
of  proinflammatory mediators and reduced expression 
of antiinflammatory mediators in the lower respiratory 
tract of ferrets correlates with severe disease and lethal 

outcome. H5N1- infected ferrets develop severe lethargy, 
greater interferon response, transient lymphopenia, and 
replication in respiratory tract, brain, and other organs 
(Peng et al., 2012; Zitzow et al., 2002).

Immunocompromised humans have influenza illness 
of greater duration and complications. Immunocom-
promised ferrets infected with influenza similarly had 
prolonged virus shedding (van der Vries et al., 2013). In-
terestingly, antiviral resistance emerged in both  humans 
and ferrets with immunocompromised status infected 
with influenza. Alveolar macrophage depleted of fer-
rets infected with 2009 pandemic H1N1 influenza also 
had a more severe disease with greater viral replica-
tion in the lungs and greater induction of inflammatory 
chemokines (Kim et al., 2013). A superinfection model 
resembling that of mice has been developed by IN instil-
lation of influenza in 6- to 8-week-old ferrets followed 
by IN inoculation of S. pneumonia 5 days later (Peltola 
et al., 2006). This typically resulted in otitis media, sinus-
itis, and pneumonia.

Transmission models in ferrets have recently met 
with worldwide media attention and controversy with 
regard to the study of H5N1 (Enserink, 2013; Fouchier 
et al., 2012; Herfst et al., 2012; Oh et al., 2014). In general, 
some subtypes, such as the 2009 H1N1, can transmit eas-
ily through aerosol and respiratory droplets (Munster 
et al., 2009). Of concern, H7N9 isolated from humans 
was more pathogenic and readily transmissible between 
ferrets by larger respiratory droplets and smaller particle 
aerosols (Kreijtz et al., 2013; Richard et al., 2013; Zhang 
et al., 2013). H5N1 became transmissible by adopting 
just four mutations, spreading between ferrets in sepa-
rate cages (Imai et al., 2012). Transmission occurs more 
readily at the height of pyrexia, but for the 2009 H1N1 
in particular, can occur before fever is detected (Roberts 
et al., 2012). Ferret-to-ferret transmission of a mouse-
adapted influenza B virus has also been demonstrated 
(Kim et al., 2015). Since ferrets can be expensive and 
cumbersome, influenza infection has been characterized 
and a transmission model developed in the guinea pig; 
however, this is a newer model with infrequent utiliza-
tion thus far (Lowen et al., 2014).

Old and new world primates are susceptible to influ-
enza infection and have an advantage over ferret and 
mouse models which are deficient for H5N1 vaccine 
studies because there is a lack of correlation with hemag-
glutination inhibition (Murphy et al., 1980). Of old world 
primates, cynomolgus macaque (Macaca fascicularis) is 
most frequently utilized for studies of vaccines and anti-
viral drug therapies (Stittelaar et al., 2008).

H5N1 and H1N1 1918 infection of cynos is very simi-
lar to humans (Rimmelzwaan et al., 2001). Cynos devel-
op fever and ARDS upon IN inoculation of H5N1 with 
necrotizing bronchial interstitial pneumonia (Kuiken 
et al., 2003). NHPs are challenged by multiple routes 
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 (ocular, nasal, and tracheal) simultaneously 1 × 106 pfu 
per site. Virus antigen is primarily localized to the tonsils 
and pulmonary tissues. Infection of cynos with H5N1 
 results in fever, lethargy, nasal discharge, anorexia, 
weight loss, nasal and tracheal washes, pathologic and 
histopathologic changes, and alveolar and  bronchial 
 inflammation. The 1918 H1N1 caused a very high mor-
tality rate due to an aberrant immune response and 
ARDs and had more than 50% lethality (humans only 
had a 1%–3% lethality) (Kobasa et al., 2007).

ARDS and mortality also occur with the more patho-
genic strains, but NHPs show reduced susceptibility 
to less virulent strains, such as H3N2 (O’Donnell and 
 Subbarao, 2011). Influenza-infected rhesus macaques 
represent a mild disease model for vaccine and thera-
peutic efficacy studies (Baas et al., 2006). Host  microarray 
and qRT-PCR proved useful for analysis of infected lung 
tissues. Other NHP models include influenza infection 
of pigtailed macaques as a mild disease model and infec-
tion of new world primates, such as squirrel and cebus 
monkeys (Baskin et al., 2009).

Domestic pig models have been developed for vac-
cine studies for swine flu. Pigs are susceptible in nature 
as natural or intermediate hosts but are not readily sus-
ceptible to H5N1 (Isoda et al., 2006; Lipatov et al., 2008). 
While pigs infected with influenza may have fever, 
anorexia, and respiratory signs, such as dyspnea and 
cough, mortality is rare (van der Laan et al., 2008). Size 
and space requirements make this animal difficult to 
work with, although the development of minipig mod-
els may provide an easier to use alternative.

Cat and dog influenza models have primarily been 
utilized to study their susceptibility to H5N1 with the 
thought that these animals could act as sentinels or could 
serve to transmit the virus to humans (Giese et al., 2008; 
Rimmelzwaan et al., 2006). These models are not gener-
ally used to better understand the disease in humans or 
for testing vaccines or antivirals.

8 BUNYAVIRIDAE

8.1 Rift Valley Fever Virus

Rift Valley fever virus (RVFV) causes epizootics and 
human epidemics in Africa. RVFV mainly infects live-
stock, such as sheep, cattle, goats, etc. After 2–4 days in-
cubation period, animals show signs of fever, hepatitis, 
and abortion, which is a hallmark diagnostic sign known 
among farmers (Balkhy and Memish, 2003).

Mosquito vectors, unpasteurized milk, aerosols of 
infected animal’s body fluids, or direct contact with 
infected animals are the important routes of transmis-
sion to humans (Abu-Elyazeed et al., 1996; Mundel and 
Gear, 1951). After 2- to 6-day-incubation period, RVFV 

causes a wide range of signs and symptoms in humans 
ranging from asymptomatic to severe disease with hepa-
titis, vision loss, encephalitis, and hemorrhagic fever 
(Ikegami and Makino, 2011; Laughlin et al., 1979; Peters 
and Linthicum, 1994). Depending on the severity of the 
disease when the symptoms start, 10%–20% of the hospi-
talized patients might die in 3–6 days or 12–17 days after 
the disease onset (Ikegami and Makino, 2011). Hepatic 
failure, renal failure or DIC, and encephalitis are demon-
strated within patients during postmortem examination.

Live domestic animals especially sheep and goats 
were used to develop animal models of RVFV (Weingartl 
et al., 2014). This study indicated that goats were more 
resistant to the disease compared to sheep. The viremia 
in goats was lower and had a shorter duration with only 
some animals developing fever. The susceptibility is 
influenced by route of infection, breed of animals, the 
RVFV strain, and growth conditions as well as the pas-
sage history. Therefore, it might be difficult to establish 
an animal model with domestic ruminants.

Mice are one of the most susceptible animal species 
to RVFV infection. Several mouse models including 
BALB/c, IFNAR−/−, MBT/PAS, 129 and C57BL/6 were 
exposed to RVFV via parental or aerosol routes of infec-
tion (Ross et al., 2012). SubQ or IP routes of infection cause 
acute hepatitis and lethal encephalitis at a late stage of 
the disease in mice (Mims, 1956; Smith et al., 2010). Mice 
start to show signs of decreased activity and ruffled fur 
by day 2–3 postexposure. Immediately following these 
signs, they become lethargic and generally die 3–6 days 
postexposure. Ocular disease or the hemorrhagic form 
of the disease has not been observed in mouse models 
so far (Ikegami and Makino, 2011). Increased viremia 
and tissue tropism were reported in mice with (Smith 
et al., 2010) increased liver enzymes and lymphopenia 
observed in sick mice. Aerosolized RVFV causes faster 
and more severe neuropathy in mice compared to the 
parental route (Dodd et al., 2014; Reed et al., 2014). The 
liver is a target organ following aerosol exposure and 
liver failure results in fatality.

Rats and gerbils are also susceptible to RVFV infec-
tion. The rat’s susceptibility is dependent on the rat strain 
utilized for the challenge model and route of exposure. 
There is also noted age dependence in the susceptibility 
of rats. While Wistar-Furth and Brown Norway strains, 
and young rats are highly susceptible to RVFV infection, 
Fisher 344, Buffalo and Lewis strains, and old rats dem-
onstrated resistance to infection via subQ route of infec-
tion (Findlay and Howard, 1952; Peters and Slone, 1982). 
Similar pathologic changes, such as liver damage and 
encephalopathy were observed in both rats and mice. 
The recent study by Bales et al. (2012) showed that aero-
solized RVFV caused similar disease outcome in Wistar-
Furth and ACI rats while Lewis rats developed fatal 
 encephalitis which was much more severe than the subQ 
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route of infection. There was no liver involvement in the 
gerbil model and animals died from severe encephalitis. 
The mortality rate was dependent on the strain used and 
the dose given to gerbils (Anderson et al., 1988). Similar 
to the rat model, the susceptibility of gerbils was also 
dependent on age.

Natural history studies with Syrian hamsters indi-
cated that the liver was the target organ with highly 
 elevated ALT levels and viral titers (Scharton et al., 2015). 
 Lethargy, ruffled fur, and hunched posture were ob-
served in hamsters by day 2 post-subQ inoculation and 
the disease was uniformly lethal by day 2–3 postexpo-
sure. This model has been successfully used to test anti-
virals against RVFV (Scharton et al., 2015).

Studies thus far showed that RVFV does not cause 
uniform lethality in a NHP model. IP, IN, IV, and aerosol 
routes have been utilized to develop NHP model. Rhe-
sus macaques, cynomolgus macaques, African monkeys, 
and South American monkeys were some of the NHP 
species used for this effort (Peters et al., 1988). Monkeys 
showed a variety of signs ranging from febrile disease 
to hemorrhagic disease and mortality. Temporal vire-
mia, increased coagulation parameters (PT, APTT), and 
decreased platelets were some other signs observed in 
NHPs. Animals that succumbed to disease showed very 
similar pathogenesis to humans, such as pathological 
changes in the liver and hemorrhagic disease. There was 
no ocular involvement in this model.

Smith et al. compared IV, IN and subQ routes of infec-
tion in common marmosets and rhesus macaques (Peng 
et al., 2012). Marmosets were more susceptible to RVFV 
infection than rhesus macaques with marked viremia, 
acute hepatitis, and late onset of encephalitis. Increased 
liver enzymes were observed in both species. Necropsy 
results showed enlarged livers in the marmosets exposed 
by IV or subQ routes. Although there were no gross le-
sions in the brains of marmosets, histopathology showed 
encephalitis in the brains of IN challenged marmosets.

A recent study by Hartman et al. (2014) demonstrated 
that aerosolized RVFV only caused mild fever in cyno-
molgus macaques and rhesus macaques, while AGMs 
and marmosets had encephalitis and succumbed to 
disease between days 9 and 11 postexposure. In con-
trast to other lethal models, the brain was the target or-
gan in AGMs and marmosets. Although no change was 
observed in AST levels, ALP levels were increased in 
marmosets. Little or no change was observed in hepatic 
enzyme levels in AGMs. Lack of information regarding 
human disease concerning the aerosol route of exposure 
makes it difficult to evaluate these animal models.

8.2 Crimean–Congo Hemorrhagic Fever Virus

Crimean–Congo hemorrhagic fever virus (CCHFV) 
generally circulates in nature unnoticed in an enzootic 

tick–vertebrate–tick cycle and similar to other zoonotic 
agents, appears to produce little or no disease in its natu-
ral hosts, but causes severe disease in humans.

CCHFV transmits to humans by ixodid ticks, direct 
contact with sick animals/humans, or body fluids of 
 animals/humans (Ergonul and Whitehouse, 2007). In-
cubation, prehemorrhagic, hemorrhagic, and convales-
cence are the four phases of the disease seen in humans. 
The incubation period lasts 1–9 days. During the pre-
hemorragic phase, patients show signs of nonspecific 
flu-like disease for approximately a week. The hemor-
rhagic period results in circulatory shock and DIC in 
some patients (Mardani and Keshtkar-Jahromi, 2007; 
Swanepoel et al., 1989).

Over the years, several attempts have been made to es-
tablish an animal model for CCHF in adult mice, guinea 
pigs, hamsters, rats, rabbits, sheep, NHPs, etc.  (Fagbami 
et al., 1975; Nalca and Whitehouse, 2007;  Shepherd 
et al., 1989; Smirnova, 1979). Until recently, the only 
animal that manifests disease is the newborn mouse. 
Infant mice IP infected with CCHFV resulted in fatality 
around day 8 postinfection (Tignor and Hanham, 1993). 
Pathogenesis studies showed that virus replication was 
first detected in the liver, with subsequent spread to the 
blood (serum). Virus was detected very late during the 
disease course in other tissues including the heart (day 
6) and the brain (day 7).

The recent studies utilizing knockout adult mice 
were successful to develop a lethal small animal mod-
el for CCHFV infection (Bente et al., 2010; Bereczky 
et al., 2010). Bente et al. infected STAT1 knockout mice 
by the IP route. In this model, after the signs of fever, 
leukopenia, thrombocytopenia, viremia, elevated liver 
enzymes and proinflammatory cytokines, mice were 
moribund and succumbed to disease in 3–5 days post-
exposure. The second model was developed by using 
interferon alpha/beta (IFNα/β) receptor knockout mice 
(IFNAR−/−) (Bereczky et al., 2010). Similar observa-
tions were made in this model as in the STAT1 knock-
out mouse model. Animals were moribund and died 2–4 
days after exposure with high viremia levels in liver and 
spleen. Characterization studies with IFNAR−/−mice 
challenged with different routes (IP, IN, IM, and subQ) 
showed that CCHFV causes acute disease with high viral 
loads,  pathology in liver and lymphoid tissues, increased 
 proinflammatory response, severe thrombocytopenia, 
coagulopathy, and death, all of which are characteristics 
of human disease (Zivcec et al., 2013). Proinflammatory 
cytokines and chemokines, such as G-CSF, IFNγ, CXC-
CL10, CCL2 increased dramatically day 3 postchallenge 
and GM-CSF, IL-1a, IL-1b, IL-2, IL-6, IL-12p70, IL-13, 
IL-17, CXCL1, CCL3, CCL5, and TNF-α concentrations 
were extremely elevated at the time of death/euthana-
sia. This model is also utilized to test therapeutics, such 
as ribavirin, arbidol, and T-705 (favipiravir) successfully 
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(Oestereich et al., 2014).  Experimental vaccines devel-
oped for CCHF were evaluated in this model provided 
protection compare to unvaccinated mice (Buttigieg 
et al., 2014; Canakoglu et al., 2015, p. 725). Thus, the 
 IFNAR−/− mouse model would be a good choice to test 
medical countermeasures against CCHFV, although they 
have an impaired IFN and immune response phenotype.

Other laboratory animals, including NHPs, show 
little or no sign of infection or disease when infected 
with CCHFV (Nalca and Whitehouse, 2007). Butenko 
et al. utilized AGMs (Cercopithecus aethiops) for experi-
mental CCHFV infections. Except one monkey with a 
fever on day 4 postinfection, the animals did not show 
signs of disease. Antibodies to the virus were detected 
in three out of five monkeys, including the one with fe-
ver. Fagbami et al. (1975) infected two Patas monkeys 
(Erythrocebus patas) and one Guinea baboon (Papio papio) 
with CCHFV. Whereas all three animals had low-level 
viremia between days 1 and 5 after inoculation, only the 
baboon serum had neutralizing antibody activity on day 
137 postinfection.

Similar results were obtained when horses and don-
keys have been used for experimental CCHFV infec-
tions. Donkeys develop a low-level viremia (Rabinovich 
et al., 1972) and horses developed little or no viremia, 
but high levels of virus-neutralizing antibodies, which 
remained stable for at least 3 months. These studies sug-
gest that horses may be useful in the laboratory to obtain 
serum for diagnostic and possible therapeutic purposes 
(Blagoveshchenskaya et al., 1975).

Shepherd et al. (1989) infected 11 species of small 
African wild mammals and laboratory rabbits, guinea 
pigs, and Syrian hamsters with CCHFV. Whereas scrub 
hares (Lepus saxatilis), cape ground squirrels (Xerus in-
auris), red veld rats (Aethomys chrysophilus), white-tailed 
rats (Mystromys pumilio), and guinea pigs had viremia; 
South African hedgehogs (Atelerix frontalis), highveld 
gerbils (Gerbilliscus brantsii), Namaqua gerbils (Desmo-
dillus auricularis), two species of multimammate mouse 
(Mastomys natalensis and Mastomys coucha), and Syrian 
hamsters were negative for virus. All species regardless 
of viremia levels developed antibody responses against 
CCHFV. IV and intracranially infected animals showed 
onset of viremia earlier than those infected by the subQ 
or IP routes.

8.3 Hanta Virus

The genus Hantavirus is unique among the family Bu-
nyaviridae in that it is not transmitted by an arthropod 
vector, but rather rodents (Schmaljohn and Nichol, 2007). 
Rodents of the family Muridae are the primary reservoir 
for hantaviruses. Infected host animals develop a persis-
tent infection that is typically asymptomatic. Transmis-
sion is achieved by inhalation of infected rodent saliva, 

feces, and urine (Xu et al., 1985). Human infections can 
normally be traced to a rural setting with activities, such 
as farming, land development, hunting, and camping 
as possible sites of transmission. Rodent control is the 
 primary route of prevention (Lednicky, 2003).

The viruses have a tropism for endothelial cells with-
in the microvasculature of the lungs (Zaki et al., 1995). 
There are two distinct clinical diseases that infection can 
yield: hemorrhagic fever with renal syndrome (HFRS) 
due to infection with old world hantaviruses or hanta-
virus pulmonary syndrome (HPS) caused by new world 
hantaviruses (Nichol, 2001). HFRS is mainly seen outside 
of the Americas and is associated with the hantaviruses 
Dobrava-Belgrade (also known as Dobrava), Hantaan, 
Puumala, and Seoul (Lednicky, 2003). Incubation lasts 
2–3 weeks and presents as flu-like in the initial stages 
that can further develop into hemorrhagic manifesta-
tions and ultimately renal failure. Thrombocytopenia 
subsequently develops which can further progress to 
shock in approximately 15% patients. Overall mortality 
rate is 7%. Infection with Dobrava and Hantaan viruses 
are typically linked to development of severe disease.

HPS was first diagnosed in 1993 within southwestern 
United States when healthy young adults became sud-
denly ill, progressing to severe respiratory distress and 
shock. The etiological agent responsible for this outbreak 
was identified as Sin Nombre virus (SNV) (Centers for 
Disease Control and Prevention, 1993). This virus is still 
the leading cause within North America of HPS. HPS due 
to other hantaviruses has been reported in  Argentina, 
Bolivia, Brazil, Canada, Chile, French Guiana, Panama, 
Paraguay, and Uruguay (Padula et al., 2000; Stephen 
et al., 1994). The first report of HPS in Maine was recent-
ly documented (Centers for Disease Control and Preven-
tion, 1993). Andes virus (ANDV) was first  identified in 
outbreaks in Chile and Argentina. This hantavirus is dis-
tinct in that it can be transmitted between humans (Wells 
et al., 1997). The fulminant disease is more lethal than 
that observed of HFRS with a mortality rate of 40%.

There are four phases of disease including prodro-
mal, pulmonary, cardiac depression, and hematologic 
manifestation (Peters and Khan, 2002). Incubation typi-
cally  occurs 14–17 days following exposure (Young 
et al., 2000). Unlike HFRS, renal failure is not a major con-
tributing factor to the disease. There is a short prodromal 
phase that gives way to cardiopulmonary involvement 
accompanied by cough and gastrointestinal symptoms. 
It is at this point that individuals are typically admit-
ted to the hospital. Pulmonary function is hindered and 
continues to suffer within 48 h after  cardiopulmonary 
 involvement. Interstitial edema and air-space disease 
normally follow. In fatal cases, cardiogenic shock has 
been noted (Hallin et al., 1996).

Syrian golden hamsters are the most widely utilized 
small animal model for hantavirus infection. Hamsters 
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inoculated IM with a passaged Andes viral strain died 
within 11 days postinfection. Clinical signs did not ap-
pear until 24 h prior to death at which point the hamsters 
were moribund and in respiratory distress. Mortality 
was dose dependent, with high inoculums leading to a 
shorter incubation before death. During the same study, 
hamsters were inoculated with a passaged SNV iso-
late. No hamsters developed any symptoms during the 
course of observation. However, an antibody response to 
the virus that was not dose dependent was determined 
via ELISA. Hamsters infected with ANDV have signifi-
cant histopathological changes to their lung, liver, and 
spleen. All had an interstitial pneumonia with intraal-
veolar edema. Infectious virus could be recovered from 
these organs. Viremia began on day 8 and lasted up to 
12 days postinfection. Infection of hamsters with ANDV 
yielded a similar clinical disease progression as is seen 
in human HPS including rapid progression to death, 
fluid in the pleural cavity, and significant histopatho-
logical changes to the lungs and spleen. A major devia-
tion in the hamster model is the detection of infectious 
virus within the liver (Hooper et al., 2001). Normally, 
SNV does not cause a disease in hamsters (Wahl-Jensen 
et al., 2007). But a recent study showed that immunosup-
pression with dexamethasone and cyclophosphamide in 
combination causes lethal disease with SNV in hamsters 
(Brocato et al., 2014). The disease was very similar to the 
disease caused by ANDV in hamsters.

Lethal disease can be induced in newborn mice, but 
does not recapitulate the clinical symptoms observed in 
human disease (Kim and McKee, 1985). The disease out-
come is very much dependent on the age of the mice. 
Younger mice are much more susceptible to virus than 
the adult mice. Adult mice exposed to Hanta virus leads 
to a fatal disease dependent upon viral strain and route 
of infection. The disease progression is marked by neu-
rological or pulmonary manifestations that do not mirror 
human disease (Seto et al., 2012; Wichmann et al., 2002). 
Knockout mice lacking IFNα/β are highly susceptible to 
Hanta virus infection (Muller et al., 1994). In a study of 
panel of laboratory strains of mice, C57BL/6 mice were 
most susceptible to a passaged Hanta viral strain inject-
ed IP. Animals progressed to neurological manifestation 
including paralyses and convulsions, and succumbed to 
infection within 24–36 h postinfection. Clinical disease 
was markedly different from that observed in human 
cases (Wichmann et al., 2002). In a recent study, 2-week-
old ICR mice was exposed to HTNV strain AA57 via the 
subQ route (Seto et al., 2012). Mice started to show signs 
of disease by day 11 postinoculation. Piloerection, trem-
bling, hunching, loss of body weight, labored breathing, 
and severe respiratory disease were observed in mice.

Studies to develop NHP models were not successful 
until recently. NHPs have been challenged with new 
world hantaviruses; however, no clinical signs were 

reported (Hooper et al., 2006; McElroy et al., 2002). Cy-
nomolgus monkeys challenged with a clinical isolate of 
Puumala virus developed a mild disease (Klingstrom 
et al., 2002; Sironen et al., 2008). Challenge with ANDV to 
cynomolgus macaques by both IV and aerosol exposure 
led to no signs of disease. All animals did display a drop 
in total lymphocytes within 5 days postinfection. Four 
of six aerosol exposed monkeys and 8 of 11 IV injected 
monkeys developed viremia. Infectious virus could not 
be isolated from any of the animals. In a recent study, 
rhesus macaques were inoculated by the intramuscular 
route with SNV passaged only in deer mice (Safronetz 
et al., 2014). Characteristics of HPS disease including 
rapid onset of respiratory distress, severe pulmonary 
edema, thrombocytopenia, and leukocytosis were ob-
served in this promising model. Viremia was observed 
4–10 days prior to respiratory signs of the disease that 
were observed on days 14–16 postinoculation. With all 
aspects, this animal model would be very useful to test 
medical countermeasures against Hanta virus.

9 ARENAVIRIDAE

9.1 Lassa Fever Virus

The family Arenaviridae is composed of two sero-
groups: old world arenaviruses including Lassa fever 
virus and lymphocytic choriomeningitis virus and the 
new world viruses of Pichinde virus and Junin virus. 
All of these viruses share common clinical manifesta-
tions (McCormick and Fisher-Hoch, 2002). Lassa fever 
virus is endemic in parts of West Africa and outbreaks 
are typically seen in the dry season between January 
and April (Curtis, 2006). This virus is responsible for 
100,000–500,000 infections per year, leading to approxi-
mately 5000 deaths (Khan et al., 2008). Outbreaks have 
been reported in Guinea, Sierra Leone, Liberia, Nige-
ria, and Central African Republic. However, cases have 
sprung up in Germany, Netherlands, United Kingdom, 
and the United States due to transmission to travelers on 
commercial airlines (Amorosa et al., 2010).

Transmission of this virus typically occurs via ro-
dents, in particular the multimammate rat, Mastomys 
species complex (Curtis, 2006). Humans become infect-
ed by inhaling the aerosolized virus or eating contami-
nated food. There has also been noted human-to-human 
transmission by direct contact with infected secretions 
or needle-stick injuries. The majority of infections are as-
ymptomatic; however, severe disease occurs in 20% of 
individuals. The incubation period is from 5 to 21 days 
and initial onset is characterized by flu-like illness. This 
is followed by diarrheal disease that can progress to 
hemorrhagic symptoms including encephalopathy, en-
cephalitis, and meningitis. A third of patients develop 
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deafness in the early phase of disease that is permanent 
for a third of those affected. The overall fatality is about 
1%; however, of those admitted to the hospital it is be-
tween 15% and 25%. There is no approved vaccine and 
besides supportive measures, ribavirin is effective only if 
started within 7 days (McCormick et al., 1986a,b).

The primary animal model used to study Lassa fever 
is the rhesus macaque (Jahrling et al., 1980). Aerosolized 
infection of lymphocytic choriomeningitis virus has been 
a useful model for Lassa fever. Both rhesus and cyno-
molgus monkeys exposed to the virus developed dis-
ease, but rhesus mirrored more closely the disease course 
and histopathology observed in human infection (Danes 
et al., 1963). IV or intragastric inoculation of the virus led 
to severe dehydration, erythematous skin, submucosal 
edema, necrotic foci in the buccal cavity, and respiratory 
distress. The liver was severely affected by the virus as 
depicted by measuring the liver enzymes AST and ALT 
(Lukashevich et al., 2003). Disease was dose dependent 
with IV, intramuscular, and subQ inoculation requiring 
the least amount of virus to induce disease. Aerosol in-
fections and eating contaminated food could also be uti-
lized, and mimic a more natural route of infection (Peters 
et al., 1987). Within this model, the NHP becomes viremic 
after 4–6 days. Clinical manifestations were present by 
day 7 and death typically occurred within 10–14 days 
(Lukashevich et al., 2004; Rodas et al., 2004). Intramuscu-
lar injection of Lassa virus into cynomolgus monkeys also 
produced a neurological disease due to lesions within the 
CNS (Hensley et al., 2011b). This pathogenicity is seen in 
select cases of human Lassa fever (Cummins et al., 1992; 
Gunther et al., 2001).

A marmoset model has recently been defined utilizing 
a subQ injection of Lassa fever virus. Virus was initially 
detected by day 8 and viremia achieved by day 14. Liver 
enzymes were elevated and an enlarged liver was noted 
upon autopsy. There was a gradual reduction in platelets 
and interstitial pneumonitis diagnosed in a minority of 
animals. The physiological signs were the same as seen 
in fatal human cases (Carrion et al., 2007).

Mice develop a fatal neurological disorder upon intra-
cerebral inoculation with Lassa, although the outcome of 
infection is dependent on the MHC background, age of 
the animal, and inoculation route (Salvato et al., 2005). 
STAT1 knockout mice inoculated IP with both lethal and 
nonlethal Lassa virus strains develop hearing loss ac-
companied by damage to the inner ear hair cells and au-
ditory nerve (Yun et al., 2015). Guinea pig inbred strain 
13 was highly susceptible to Lassa virus infection. The 
outbred Hartley strain was less susceptible, and thus 
strain 13 has been the preferred model given its assured 
lethality. The clinical manifestations mirror those seen in 
humans and rhesus (Jahrling et al., 1982). Infection with 
Pichinde virus passaged in guinea pigs has also been 
used. Disease signs include fever, weight loss, vascular 

collapse, and eventual death (Lucia et al., 1990; Qian 
et al., 1994). The guinea pig is an excellent model given 
that it not only results in similar disease pattern, viral 
distribution, histopathology, and immune response to 
humans (Connolly et al., 1993; Katz and Starr, 1990).

Infection of hamsters with a cotton rat isolate of Pirital 
virus is similar to what is characterized in humans, and 
the NHP and guinea pig models. The virus was injected 
IP resulting in lethargy and anorexia within 6–7 days. 
 Virus was first detected at 3 days, and reached maximum 
titers within 5 days. Neurological symptoms began to 
appear at the same time, and all animals died by day 9. 
Pneumonitis, pulmonary hemorrhage, and edema were 
also present (Sbrana et al., 2006). These results were reca-
pitulated with a nonadapted Pichinde virus (Buchmeier 
and Rawls, 1977; Gowen et al., 2005; Smee et al., 1993).

10 RETROVIRIDAE

10.1 Human Immunodeficiency Virus Type 1

The Lentiviruses are a subfamily of Retroviridae, 
which includes human immunodeficiency virus (HIV), 
a virus that infects 0.6% of the world’s population. A 
greater proportion of infections and deaths occur in sub-
Saharan Africa. Worldwide, there are approximately 1.8 
million deaths per year with over 260,000 being children. 
Transmission of HIV occurs by exposure to infectious 
body fluids. There are two species, HIV-1 and HIV-2, 
with HIV-2 having lower infectivity and virulence (con-
fined mostly to West Africa). The vast majority of cases 
worldwide are HIV-1 (De Cock et al., 2011).

HIV targets T-helper cells (CD4+), macrophages, 
dendritic cells (Fields et al., 2007). Acute infection oc-
curs 2–4 weeks after exposure, with flu-like symptoms 
and viremia followed by chronic infection. Symptoms in 
the acute phase may include fever, body aches, nausea, 
vomiting, headache, lymphadenopathy, pharyngitis, 
rash, and sores in the mouth or esophagus. CD8+ T-cells 
are activated which kill HIV-infected cells, and are re-
sponsible for antibody production and seroconversion. 
Acquired immune deficiency syndrome (AIDS) devel-
ops when CD4+ T-cells decline to less than 200 cells/µL; 
thus cell-mediated immunity becomes impaired and the 
person is more susceptible to opportunistic infections as 
well as certain cancers.

HIV has a narrow host range likely because the virus 
is unable to antagonize and evade effector molecules of 
the interferon response (Thippeshappa et al., 2012). Hu-
manized mice, created by engrafting human cells and tis-
sues into SCID mice, have been critical for the develop-
ment of mouse models for the study of HIV infection. A 
number of different humanized mouse models allow for 
the study of HIV infection in the context of an intact and 
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functional human innate and adaptive immune respons-
es (Berges and Rowan, 2011). The SCIDHu HIV infec-
tion model has proven useful, particularly in screening 
antivirals and therapeutics (Denton et al., 2008; Melkus 
et al., 2006). A number of different humanized mouse 
models have been developed for the study of HIV, in-
cluding Rag1−/−γc−/−, Rag2−/−γc−/−, NOD/SCIDγc−/− 
(hNOG), NOD/SCIDγc−/− (hNSG), NOD/SCID BLT, 
and NOD/SCIDγc−/− (hNSG) BLT (Karpel et al., 2015; 
Li et al., 2015; Shimizu et al., 2015). CD34+ human stem 
cells derived from umbilical cord blood or fetal liver are 
used for humanization (Baenziger et al., 2006; Watanabe 
et al., 2007). HIV-1 infection by IP injection can be suc-
cessful with as little as 5% peripheral blood engraftment 
(Berges et al., 2006). Vaginal and rectal transmission 
models have been developed in BLT SCID Hu mice in 
which mice harbor human bone marrow, liver, and thy-
mus tissue. HIV-1 viremia occurs within approximately 
7 days postinoculation (Zhang et al., 2007). In many of 
these models, spleen, lymph nodes, and thymus tissues 
are highly positive for virus, similar to humans  (Brainard 
et al., 2009). Importantly, depletion of human T-cells 
can be observed in blood and lymphoid tissues of HIV- 
infected humanized mice and at least some mechanisms 
of pathogenesis that occur in HIV-infected humans, also 
occur in the HIV-infected humanized mouse models 
(Baenziger et al., 2006; Neff et al., 2011). The advantage 
of these models is that these mice are susceptible to HIV 
infection and thus the impact of drugs on the intended 
viral targets can be tested. One caveat is that while mice 
have a “common mucosal immune system,” humans do 
not, due to differences in the distribution of addressins 
(Holmgren and Czerkinsky, 2005). Thus, murine muco-
sal immune responses to HIV do not reflect those of hu-
mans. Another strategy uses a human CD4- and human 
CCR5- expressing transgenic luciferase reporter mouse 
to study HIV-1 pseudovirus entry (Gruell et al., 2013).

HIV-1 transgenic (Tg) rats are also used to study HIV 
related pathology, immunopathogenesis, and neuropa-
thology (Lentz et al., 2014; Reid et al., 2001). The clinical 
signs include skin lesions, wasting, respiratory difficul-
ty, and neurological signs. Brain volume decreases have 
been documented and the HIV-1 Tg rat is thus used as a 
model of neuropathology in particular.

There are a number of important NHP models for hu-
man HIV infection (Hessell and Haigwood, 2015). An 
adaptation of HIV-1 was obtained by four passages in 
pigtailed macaques transiently depleted of CD8(+) cells 
during acute infection (Hatziioannou et al., 2014). The 
resulting disease has several similarities to AIDS in hu-
mans, such as depletion of CD4(+) T-cells  (Kimata, 2014). 
Simian immunodeficiency virus (SIV) infection of 
 macaques has been widely used as a platform for mod-
eling HIV infection of humans (Demberg and Robert- 
Guroff, 2015; Walker et al., 2015). Importantly, NHPs 

have similar, pharmacokinetics, metabolism, mucosal T-
cell homing receptors, and vascular addressins to those 
of humans. Thus, while the correlates of protection 
against HIV are still not completely known, immune 
responses to HIV infection and vaccination are likely 
 comparable. These models mimic infection through use 
of contaminated needles (IV), sexual transmission (vag-
inal or rectal), and maternal transmission in utero or 
through breast milk (Keele et al., 2009; Miller et al., 2005; 
Stone et al., 2009). There are also macaque models to 
study the emergence and clinical implications of HIV 
drug resistance (Van Rompay et al., 2002).

These models most routinely utilize rhesus macaques 
(Macaca mulatta), cynomolgus macaques (M. fasicularis), 
and pigtailed macaques (Macaca nemestrina). All ages 
are used, depending on the needs of the study. For in-
stance, use of newborn macaques may be more practi-
cal for evaluating the effect of prolonged drug therapy 
on disease progression; however, adult NHPs are more 
frequently employed. Female pigtailed macaques have 
been used to investigate the effect of the menstrual cy-
cle on HIV susceptibility (Vishwanathan et al., 2015). 
Studies are performed in BSL-2 animal laboratories and 
NHPs must be Simian type-D retrovirus free and SIV se-
ronegative. SIV infection of pigtailed macaques is a use-
ful model for HIV peripheral nervous system pathology, 
wherein an axotomy is performed and regeneration of 
axons is studied (Ebenezer et al., 2012).

Exposure in model systems is typically through a 
single high-dose challenge. IV infection of rhesus ma-
caques with 100 TCID50 of the highly pathogenic SIV/
DeltaB670 induces AIDS in most macaques within 5–17 
months (mean of 11 months) (Fuller et al., 2012). Peak 
viremia occurs around week 4. AIDS in such models is 
often defined as CD4+ T-cells that have dropped to less 
than 50% of the baseline values. Alternatively, repeated 
low dose challenges are often utilized, depending on the 
requirements of the model (Henning et al., 2014; Moldt 
et al., 2012; Reynolds et al., 2012).

Since NHPs infected with HIV do not develop an in-
fection with a clinical disease course similar to humans, 
SIV or SIV/HIV-1 laboratory-engineered chimeric virus-
es (SHIVs) are used as surrogates. NHPs infected with 
pathogenic SIV may develop clinical disease which pro-
gresses to AIDS, and are thus useful pathogenesis mod-
els. A disadvantage is that SIV is not identical to HIV-1 
and is more closely related to HIV-2. However, the poly-
merase region of SIV is 60% homologous to that of HIV-1 
and it is susceptible to many reverse transcriptase (RT) 
and protease inhibitors. SIV is generally not susceptible 
to nonnucleoside inhibitors, thus HIV-1 RT is usually 
put into SIV for such studies (Uberla et al., 1995).

SIVmac239 is similar to HIV in the polymerase re-
gion and is therefore susceptible to nucleoside, RT, 
or integrase inhibition (Witvrouw et al., 2004). NHPs 
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 infected with SIVmac239 have an asymptomatic period 
and disease progression resembling AIDS in humans, 
characterized by weight loss/wasting, CD4+ T-cell 
depletion. Additionally, SIVmac239 utilizes the CXCR5 
chemokine receptor as a coreceptor, similar to HIV, 
which is important for drugs that target entry (Veazey 
et al., 2003).

NHPs infected with SHIV strains, may not develop 
AIDS, but these models are useful in testing vaccine ef-
ficacy (Del Prete et al., 2014). For example, RT-SHIVs and 
env-SHIVs are useful for testing and evaluation of drugs 
that may target the envelope or RT, respectively (Uberla 
et al., 1995). One disadvantage of the highly virulent env-
SHIV (SHIV-89.6 P), is that it uses the CXCR4 coreceptor. 
Of note, env-SHIVs that do use the CXCR5 coreceptor 
are less virulent; viremia develops then resolves without 
further disease progression (Humbert et al., 2008).

Simian-tropic (st) HIV-1 contains the Vif gene from 
SIV. Infection of pigtailed macaques with this virus re-
sults in viremia, which can be detected for 3 months, fol-
lowed by clearance (Haigwood, 2009).

A number of routes are utilized for SIV or SHIV in-
fection of NHPs, with IV inoculation the most common 
route. Mucosal routes include vaginal, rectal, and intra-
colonic. Mucosal routes require a higher one-time dose 
than the IV route for infection. For the vaginal route, 
female macaques are treated with Depo-Provera (estro-
gen) 1 month before infection to synchronize the men-
strual cycle, thin the epithelial lining of the vagina, and 
increase susceptibility to infection by atraumatic vaginal 
instillation (Burton et al., 2011). Upon vaginal instilla-
tion of 500 TCID50 of SHIV-162P3, peak viremia was seen 
around 12 days postexposure with greater than 107 cop-
ies/mL and dropping thereafter to a constant level of 
104 RNA copies/mL at 60 days and beyond. In anoth-
er example, in an investigation of the effect of vaccine 
plus vaginal microbicide on preventing infection, rhesus 
macaques were vaginally infected with a high dose of 
SIVmac251 (Barouch et al., 2012). An example of an in-
trarectal model utilized juvenile (2-year-old) pigtailed 
macaques, challenged intrarectally with 104 TCID50s of 
SIVmne027 to study the pathogenesis related to the viru-
lence factor, Vpx (Belshan et al., 2012). Here, viremia 
peaked at approximately 10 days with more than 108 
copies/mL. Viral RNA was expressed in the cells of the 
mesenteric lymph nodes.

The male genital tract is seen as a viral sanctuary 
with persistent high levels of HIV shedding even with 
antiretroviral therapy. To better understand the effect of 
HAART therapy on virus and T-cells in the male geni-
tal tract, adult (3- to 4-year-old) male cynomolgus ma-
caques were intravenously inoculated with 50 AID50s of 
SIVmac251 and the male genital tract tissues were tested 
after euthanasia by PCR, IHC, and in situ hybridization 
(Moreau et al., 2012).

Pediatric models have been developed in infant rhe-
sus macaques through the infection of SIV, allowing for 
the study of the impact of developmental and immuno-
logical differences on the disease course (Abel, 2009). 
Importantly, mother-to-infant transmission models have 
also been developed (Jayaraman et al., 2004). Pregnant 
female pigtailed macaques were infected during the sec-
ond trimester with 100 MID50 SHIV-SF162P3 by the IV 
route. Four of nine infants were infected, one in utero 
and three either intrapartum or immediately postpar-
tum through nursing. This model is useful for the study 
of factors involved in transmission as well as the under-
lying immunology.

NHPs infected with SIV or SHIV are routinely evalu-
ated for weight loss, activity level, stool consistency, 
appetite, virus levels in blood, and T-cell populations. 
Cytokine and chemokine levels, antibody responses, 
and cytotoxic T-lymphocyte responses may also be 
evaluated.

The ultimate goal of an HIV vaccine is sterilizing 
 immunity (preventing infection). However, a more re-
alistic result may be to reduce severity of infection and 
permanently prevent progression. Strategies have in-
cluded live attenuated, nonreplicating, and subunit vac-
cines. These have variable efficacy in NHPs due to the 
genetics of the host (MHC and TRIM alleles), differences 
between challenge strains, and challenge routes (Letvin 
et al., 2011). NHP models have led to the development 
of antiviral treatments that are effective at reducing vi-
ral load and indeed transmission of HIV among humans. 
One preferred variation on the models for testing the 
long-term clinical consequences of antiviral treatment is 
to use newborn macaques and treat from birth onward, in 
some cases more than a decade (Van Rompay et al., 2008). 
Unfortunately, however, successes in NHP studies do not 
always translate to success in humans, as seen with the 
recent STEP study which used an adenovirus-based vac-
cine approach (Buchbinder et al., 2008). Vaccinated hu-
mans were not protected and may have even been more 
susceptible to HIV, viremia was not reduced, and the 
infections were not attenuated as hoped. With regard to 
challenge route, IV exposure is more difficult to protect 
than mucosal exposure and is used as a “worst case sce-
nario.” However, efficacy at one mucosal route is usually 
comparable to other mucosal routes.

11 PAPILLOMAVIRIDAE

11.1 Papillomavirus

Human and animal papillomaviruses cause be-
nign epithelial proliferations (warts) and malignant 
tumors of the various tissues that they infect (Bosch 
and de  Sanjose, 2002). There are over 100 human 
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 papillomaviruses, with different strains causing warts 
on the skin, oropharynx, nasopharynx, larynx, and ano-
genital tissues. Approximately one third of papilloma-
viruses are transmitted sexually. Of these, virulent sub-
types, such as HPV-16, HPV-18, HPV-31, HPV-33, and 
HPV-45 place individuals at high risk for cervical and 
other cancers. Up to 35% of head and neck cancers are 
caused by HPV-16, particularly oropharyngeal cancers. 
Major challenges in the study of these viruses are that 
papillomaviruses generally do not infect any other spe-
cies outside of the natural hosts and can cause a very 
large spectrum of severity. Thus, no wild-type animal 
models have been identified that are susceptible to 
HPV. However, a number of useful surrogate models 
exist which use animal papillomaviruses in their natu-
ral host or a very closely related species (Borzacchiello 
et al., 2009; Brandsma, 1994; Campo, 2002). These mod-
els have facilitated the recent development of useful and 
highly effective prophylactic HPV vaccines (Rabenau 
et al., 2005).

Wild-type inbred mice cannot be used to study 
disease caused by papillomaviruses unless they are 
engrafted with relevant tissue, orthotopically trans-
planted or transgenic, but they are often used to look at 
immunogenicity of vaccines (Jagu et al., 2011; Ooster-
huis et al., 2011). Transgenic mice used for HPV ani-
mal  modeling typically express the viral oncogenes E5, 
E6, E7, or the entire early region of HPV-16 from the 
keratin 14 promoter which is only active in the basal 
cells of the mouse epithelium (Chow, 2015). Cancers in 
these models develop upon extended estrogen expo-
sure (Maufort et al., 2010; Ocadiz-Delgado et al., 2009; 
Stelzer et al., 2010; Thomas et al., 2011). Transgenic 
mice with constitutively active Wnt/B-catenin sig-
naling in cervical epithelial cells expressing the HPB 
oncoprotein E7 develop invasive cervical squamous 
carcinomas (Bulut and Uren, 2015). The tumors oc-
cur within 6 months approximately 94% of the time. 
Another model uses C57BL/6 mice expressing the 
HPV16-E7 transgene which are then treated topically 
with 7,12-dimethylbenz(a)anthracene (DMBA) (De 
Azambuja et al., 2014). These mice developed benign 
and malignant cutaneous lesions.

Cervical cancers can also be induced in human cer-
vical cancer xenografts transplanted onto the flanks 
of athymic mice and serially transplanted thereafter 
( Hiroshima et al., 2015; Siolas and Hannon, 2013).

A wild-type immunocompetent rodent model uses 
M. coucha, which is naturally infected with Mastomys 
natalensis papillomavirus (MnPV) (Vinzon et al., 2014). 
MnPV induces papillomas, keratoacanthomas, and 
squamous cell carcinomas and provides a means to 
study vaccination in an immunocompetent small animal 
model.

Wild cottontail rabbits (Sylvilagus floridanus) are the 
natural host for cottontail rabbit papillomavirus (CRPV), 
but this virus also infects domestic rabbits (Oryctola-
gus cuniculus), which is a very closely related species 
( Breitburd et al., 1997). In this model, papillomas can 
range from cutaneous squamous cell carcinomas on one 
end of spectrum, and spontaneous regression on the oth-
er. Lesions resulting from CRPV in domestic rabbits do 
not typically contain infectious virus.

Canine oral papillomavirus (COPV) causes florid 
warty lesions in mucosa of the oral cavity within 4–8 
weeks postexposure in experimental settings (Johnston 
et al., 2005). The mucosatrophic nature of these viruses 
and the resulting oropharyngeal papillomas that are 
morphologically similar to human vaginal papillomas 
caused by HPV-6 and HPV-11 make this a useful model 
(Nicholls et al., 1999). These lesions typically spontane-
ously regress 4–8 weeks after appearing; this model is 
therefore useful in understanding the interplay between 
the host immune defense and viral pathogenesis. Male 
and female beagles, aged 10 weeks to 2 years, with no 
history of COPV, are typically used for these studies. 
Infection is achieved by application of a 10 µL droplet 
of virus extract to multiple 0.5 cm2 scarified areas with-
in the mucosa of the upper lip of anesthetized beagles 
(Nicholls et al., 2001). Some investigators have raised 
concerns that dogs are not a suitable model for high-risk 
HPV-induced oral cancer (Staff, 2015).

Bovine papillomavirus (BPV) has a wider host range 
than most papillomaviruses, infecting the fibroblasts 
cells of numerous ungulates (Campo, 2002). BPV-4 in-
fection of cattle feeding on bracken fern, which is carci-
nogenic, can result in lesions of the oral and esophageal 
mucosa that lack detectable viral DNA. BPV infections 
in cattle can result in a range of diseases, such as skin 
warts, cancer of the upper gastrointestinal tract and uri-
nary bladder, and papillomatosis of the penis, teats, and 
udder.

Finally, rhesus papillomavirus (RhPV), a sexually 
transmitted papillomaviruses in rhesus macaques and 
cynomolgus macaques is very similar to HPV-16 and 
is associated with the development of cervical cancer 
( Ostrow et al., 1990; Wood et al., 2007).

12 POXVIRIDAE

12.1 Monkeypox Virus

Monkeypox virus (MPXV) causes disease in both ani-
mals and humans. Human monkeypox, which is clinical-
ly almost identical to ordinary smallpox, occurs mostly 
in the rainforest of central and western Africa. The virus 
is maintained in nature in rodent reservoirs  including 
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squirrels (Charatan, 2003; Khodakevich et al., 1986). 
MPXV was discovered during the pox-like disease out-
break among laboratory monkeys (mostly cynomolgus 
and rhesus macaques) in Denmark in 1958. No human 
cases were observed during this outbreak. The first hu-
man case was not recognized as a distinct disease until 
1970 in Zaire (the present DRC) with continued occur-
rence of a smallpox-like illness despite eradication ef-
forts of smallpox in this area.

During the global eradication campaign, extensive 
vaccination in central Africa decreased the incidence 
of human monkeypox, but the absence of immunity in 
the generation born since that time and increased de-
pendence on bush meat have resulted in renewed emer-
gence of the disease.

In the summer of 2003, a well-known outbreak in the 
Midwest was the first occurrence of monkeypox disease 
in the United States and Western Hemisphere. Among 
72 reported cases, 37 human cases were laboratory con-
firmed during an outbreak (Nalca et al., 2005; Sejvar 
et al., 2004). It was determined that native prairie dogs 
(Cynomys sp.) housed with rodents imported from Ghana 
in West Africa were the primary source of outbreak.

The virus is mainly transmitted to humans while 
handling infected animals or by direct contact with the 

 infected animal’s body fluids, or lesions. Person-to-person 
spread occurs by large respiratory droplets or direct con-
tact (Jeézek and Fenner, 1988). Most of the clinical features 
of human monkeypox are very similar to those of ordinary 
smallpox (Breman and Arita, 1980). After a 7- to 21-day-
incubation period, the disease begins with fever, malaise, 
headache, sore throat, and cough. The main sign of the 
disease that distinguishes monkeypox from smallpox is 
swollen lymph nodes (lymphadenitis), which is observed 
in most of the patients before the development of rash 
(Di  Giulio and Eckburg, 2004; Jeézek and Fenner, 1988). A 
typical maculopapular rash follows the prodromal period, 
generally lasting 1–3 days. The average size of the skin le-
sions are 0.5–1 cm and the progress of lesions follows the 
order: macules, papules, vesicles, pustules, umblication 
then scab, and desquamation and lasts typically 2–4 weeks. 
The fatality rate is 10% among the unvaccinated popula-
tion and death generally occurs during the 2nd week of 
the disease (Jeézek and Fenner, 1988; Nalca et al., 2005).

MPXV is highly pathogenic for a variety of laboratory 
animals and many animal models have been developed 
by using different species and different routes of expo-
sure (Table 33.3). Due to unavailability of variola virus 
(smallpox) to develop animal models and similar dis-
ease manifestations in humans that are similar, MPXV 

TABLE 33.3  MPXV Animal Models

Animal model Route of exposure Clinical outcome in animals References

Mice IN Weight loss, viremia, mortality Americo et al. (2010)

Intraperitoneal Weight loss, viremia, mortality Americo et al. (2010), Osorio et al. (2009)

Prairie dogs Intraperitoneal Rash, viremia, splenic/hepatic lesions, mortality Xiao et al. (2005)

IN Rash, viremia, pulmonary edema, Hutson et al. (2009), Xiao et al. (2005)

Intradermal Rash (generalized), viremia Hutson et al. (2009)

Ground squirrels Intraperitoneal Anorexia, lethargy, viremia, mortality Tesh et al. (2004)

IN Anorexia, lethargy, viremia, mortality Tesh et al. (2004)

Subcutaneous Anorexia, lethargy, viremia, mortality Sbrana et al. (2007)

Dormice IN Weight loss, viremia, hemorrhage in internal 
organs

Schultz et al. (2009)

Footpad injection Lethargy, weight loss, hemorrhage in internal 
organs, mortality

Schultz et al. (2009)

NHP Aerosol Fever, lymphadenopathy, rash (−/+), broncho-
pneumonia, viremia

Nalca et al. (2010), Zaucha et al. (2001)

Intravenous fever, lymphadenopathy, vesiculopustular rash, 
viremia, mortality

Earl et al. (2015), Edghill-Smith et al. (2005)

IN Fever, weight loss, rash, viremia Saijo et al. (2009)

Intratracheal Fever, weight loss, lymphadenopathy, rash, viremia Goff et al. (2011), Stittelaar et al. (2006)

Intrabronchial Fever, rash, viremia Johnson et al. (2011)

IN, Intranasal; MPXV, monkeypox virus.
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is one of the pox viruses that are utilized very heavily 
to develop a number of small animal models via dif-
ferent routes of exposure. Wild-derived inbred mouse, 
STAT1-deficient C57BL/6 mouse, ICR mouse, prairie 
dogs,  African dormice, ground squirrels, and Gambian 
pouched rats are highly susceptible to MPXV by dif-
ferent exposure routes (Americo et al., 2010; Falendysz 
et al., 2015; Hutson et al., 2009; Osorio et al., 2009;  Sbrana 
et al., 2007; Schultz et al., 2009; Sergeev et al., 2016; 
 Stabenow et al., 2010; Tesh et al., 2004; Xiao et al., 2005).

CAST/EiJ mice, one of the 38 inbred mouse strains 
tested for susceptibility to MPXV, showed weight loss 
and dose dependent mortality after IN exposure to 
MPXV. Studies with IP route of challenge indicated a 50-
fold higher susceptibility to MPXV when compared to 
IN route (Americo et al., 2010).

SCID-BALB/c mice were also susceptible to the IP 
challenge route and the disease resulted in mortality 
on day 9 postinfection (Osorio et al., 2009). Similarly, 
C57BL/6 STAT1−/− mice were infected IN with MPXV 
and the infection resulted in weight loss and  mortality 
10 days postexposure. Recently Sergeev et al. (2016) 
showed that IN challenge of ICR mice with MPXV result-
ed in purulent conjunctivitis, blepharitis, and ruffled fur 
in these mice although there was no death. The mouse 
models mentioned here are very promising for screening 
therapeutics against poxviruses but testing in additional 
models will be required for advanced development.

High doses of the MPXV by IP or IN routes caused 
100% mortality in 6 days postexposure and 8 days 
postexposure, respectively, in ground squirrels (Tesh 
et al., 2004). The disease progressed very quickly and 
most of the animals were lethargic and moribund by day 
5 postexposure without any pox lesions or respiratory 
changes. A comparison study of USA MPXV and  Central 
African strain of MPXV strains in ground squirrels by 
the subQ route resulted in systemic disease and mortal-
ity in 6–11 days postexposure. The disease resembles 
hemorrhagic smallpox with nosebleeds, impaired coag-
ulation parameters, and hemorrhage in the lungs of the 
animals. Another study by Sergeev et al. (2017) showed 
that IN challenge with MPXV caused fever, lymphadeni-
tis, and skin rash in ground squirrels 7–9 days postex-
posure. Mortality was observed in 40% of the animals 
13–22 days postexposure (Sergeev et al., 2017).

Since MPXV was transmitted by infected prairie dogs 
in the US outbreak, this animal model has been more 
thoroughly studied and utilized to test therapeutics and 
vaccines compared to other small animal models ( Hutson 
et al., 2009; Keckler et al., 2011; Smith et al., 2011; Xiao 
et al., 2005). Studies using IN, IP, and ID routes of expo-
sure showed that MPXV was highly infectious to prairie 
dogs, IP infection with the West African MPXV strain 
caused a more severe disease and 100% mortality than 
challenge by the IN route. Anorexia and lethargy were 

common signs of the disease for both exposure routes. 
In contrast to IP route, the IN route of exposure caused 
severe pulmonary edema and necrosis of lungs in prai-
rie dogs, while splenic necrosis and hepatic lesions were 
observed in IP-infected animals (Xiao et al., 2005). Hut-
son et al. (2009) utilized IN and ID infections with West 
African and Congo basin strains and showed that both 
strains and routes caused smallpox-like disease with 
longer incubation periods and most importantly gener-
alized pox lesions. Therefore, this model has the utility 
for testing therapeutics and vaccines against pox viruses. 
Furthermore, MPXV challenged prairie dogs were used 
to perform in vivo bioluminescent imaging (BLI) stud-
ies (Falendysz et al., 2015). BLI studies showed real time 
spread of virus in prairie dogs as well as potential routes 
for shedding and transmission.

The African dormouse is susceptible to MPXV by 
a footpad injection or IN routes (Schultz et al., 2009). 
Mice had decreased activity, hunched posture, dehy-
dration, conjunctivitis, and weight loss. Viral doses of 
200 and 2000 pfu provided 100% mortality with a mean 
time to death of 8 days. Upper gastrointestinal hem-
orrhage, hepatomegaly, lymphadenopathy, and lung 
 hemorrhage were observed during necropsy. With the 
hemorrhage in several organs, this model resembles 
hemorrhagic smallpox.

In a recent study, comparison of the disease patho-
genesis was performed by using live bioluminescence 
imaging in the CAST/EiJ mouse and African dormouse 
challenged with low dose of MPXV (Earl et al., 2015). 
Following IN challenge, MPXV dissemination occurred 
through the blood or lymphatic system in dormice com-
pared to dissemination that was through the nasal cav-
ity and lungs in CAST/EiJ mice. The disease course was 
much faster in CAST/EiJ mice (Earl et al., 2015). Con-
sidering the limited availability of prairie dogs, ground 
squirrels and African dormice, lack of reagents specific 
for these species, and not having commercial sources of 
these species, these small animal models are as attractive 
for further characterization and vaccine, and counter-
measure testing studies.

NHPs were exposed to MPXV by several different 
routes to develop animal model for MPXV (Edghill-Smith 
et al., 2005; Johnson et al., 2011; Nalca et al., 2010;  Stittelaar 
et al., 2006; Zaucha et al., 2001). During our studies using 
an aerosol route of exposure, we observed that macaques 
had mild anorexia, depression, fever, and lymphadenop-
athy on day 6 postexposure (Nalca et al., 2010). Complete 
blood count and clinical chemistries showed abnormali-
ties similar to human monkeypox cases with leukocy-
tosis and thrombocytopenia (Huhn et al., 2005). Whole 
blood and throat swabs had viral loads peak around 
day 10, and in survivors, gradually decrease until day 28 
postexposure. Since doses of 4 × 104 pfu, 1 × 105 pfu, or 
1 × 106 pfu resulted in lethality for 70% of the animals, 
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whereas a dose of 4 × 105 pfu resulted in 85% lethality, 
survival was not dose dependent. The main pitfall of this 
model was the lack of pox lesions. With the high dose, 
animals succumbed to disease before developing pox le-
sions. With the low challenge dose, pox lesions were ob-
served but they were few in comparison to the IV mod-
el. A recent study also evaluated the cytokine levels in 
aerosol challenged animals. (Tree et al., 2015). Tree et al. 
(2015) showed that IFNγ, IL-1rα, and IL-6 increased dra-
matically on day 8 postexposure the day that death was 
most likely to occur, and viral DNA was detected in most 
of the tissues. These results support the idea of a cytokine 
storm causing mortality in monkeypox disease.

MPXV causes dose dependent disease in NHPs when 
given by the IV route (Johnson et al., 2011). Studies 
showed that a 1 × 107 pfu IV challenge results in system-
ic disease with fever, lymphadenopathy, macula-papular 
rash, and mortality.

An IT infection model skips the upper respiratory sys-
tem and deposits virus into the trachea, delivering the 
virus directly to the airways without regard to particle 
size and the physiological deposition that occurs during 
the process of inhalation. Fibrinonecrotic bronchopneu-
monia was described in animals that received 107 pfu of 
MPXV intratracheally (Stittelaar et al., 2006). Although a 
similar challenge dose of IT MPXV infection resulted in 
a similar viremia in NHPs to the aerosol route of infec-
tion, the timing of the first peak was delayed by 5 days 
in intratracheally exposed macaques compared to aero-
sol infection, and the amount of virus detected by qPCR 
was approximately 100-fold lower. This suggests that lo-
cal replication is more prominent after aerosol delivery 
compared to the IT route.

An intrabronchial route of exposure resulted in pneu-
monia in NHPs (Johnson et al., 2011). Delayed onset of 
clinical signs and viremia were observed during the dis-
ease progression. In this model, similar to aerosol and IT 
infection models, the number of pox lesions was much 
less than in the IV infection model.

A major downside of the IV, IT, and intrabronchial 
models is that the initial infection of respiratory tissue, 
incubation, and prodromal phases are circumvented 
with the direct inoculation of virus to the blood stream 
or to the lung. This is an important limitation when the 
utility of these models is to test possible vaccines and 
treatments in which the efficacy may depend on protect-
ing the respiratory mucosa and targeting the subsequent 
early stages of the infection, which are not represented 
in these challenge models. Although the aerosol model 
is the natural route of transmission for human VARV in-
fections and a secondary route for human MPXV infec-
tions, the lack of pox lesions is the main drawback of this 
model. Therefore, when this model is used to test medi-
cal countermeasures, the endpoints and the biomarkers 
to initiate treatment should be chosen carefully.

13 HEPADNAVIRIDAE

13.1 Hepatitis B

Hepatitis B virus (HBV) is one of the most com-
mon infections worldwide with over 400 million peo-
ple chronically infected and 316,000 cases per year of 
liver cancer due to infection (Lee, 1997). The virus can 
naturally infect both humans and chimpanzees (Guha 
et al., 2004). HBV is transmitted parenterally or postna-
tally from infected mothers. It can also be transmitted 
by sexual contact, IV drug use, blood transfusion, and 
acupuncture (Lai et al., 2003). The age at which one is 
infected dictates the risk of developing chronic disease 
(Hyams, 1995).

Acute infection during adulthood is self-limiting 
and results in flu-like symptoms that can progress to 
 hepatocellular involvement as observed with the de-
velopment of jaundice. The clinical symptoms of HBV 
 infection last for a few weeks before resolving (Ganem 
and Prince, 2004). After this acute phase, lifetime im-
munity is achieved (Wright and Lau, 1993). Of those 
infected, less than 5% will develop the chronic form of 
the disease. Chronicity is the most serious outcome of 
the disease as it can result in cirrhosis or liver cancer. 
Hepatocellular carcinoma is 100 times more likely to 
develop in a chronically infected individual than a non-
carrier (Beasley, 1988). The viral determinant for cellular 
transformation has yet to be determined, although stud-
ies involving the woodchuck hepatitis virus suggest that 
X protein may be responsible (Spandau and Lee, 1988). 
Many individuals are asymptomatic until complications 
emerge related to chronic HBV carriage.

Chimpanzees have a unique strain that circulates 
within the population (Hu et al., 2000; MacDonald 
et al., 2000). It was found that 3%–6% of all wild-caught 
animals from Africa are positive for HBV antigen ( Lander 
et al., 1972). Natural and experimental challenge with the 
virus follows the same course as human disease; how-
ever, this is only an acute model of disease (Prince, 1972). 
To date, chimpanzees are the only reliable method to 
 ensure that plasma vaccines are free from infectious 
particles (Prince and Brotman, 2001). This animal model 
has been used to study new therapeutics and vaccines. 
Chimpanzees are especially ideal for these studies given 
that their immune response to infection directly mirrors 
humans (Nayersina et al., 1993). Recent regulations by 
the National Institute of Health (NIH) and restrictions to 
use great apes as animal models forced researches to find 
alternate models for HBV infection.

Other NHPs that have been evaluated are gibbons, 
orangutans, and rhesus monkeys. Although these ani-
mals can be infected with HBV, none develops hepatic 
lesions or liver damage as noted by monitoring of liver 
enzymes (Pillot, 1990).
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Mice are not permissible to infection, and thus numer-
ous transgenic and humanized lines that express HBV 
proteins have been created to facilitate their usage as an 
animal model. These include both immunocompetent 
and immunosuppressed hosts. The caveat to all of these 
mouse lines is that they reproduce only the acute form of 
disease (Guha et al., 2004). Recently, the entire genome 
of HBV was transferred to an immunocompetent mouse 
line via adenovirus. This provides a model for persistent 
infection (Huang et al., 2012).

Another model that has been developed is hydro-
dynamic injection of HBV genomes in the liver of mice 
(Liu et al., 1999; Yang et al., 2002). Although this model is 
very stressful to mice and has liver toxicity, it is success-
fully used to evaluate antivirals against HBV (McCaffrey 
et al., 2003). Liver chimeric mouse models are an addi-
tional set of surrogate models for HBV infection (Dandri 
and Lutgehetmann, 2014). In these models human hepa-
tocytes are integrated into the murine liver parenchyma 
(Allweiss and Dandri, 2016). This model might be used 
to test antivirals as well as to study the molecular biol-
ogy of HBV infection.

HBV can also be studied using surrogate viruses, nat-
urally occurring mammalian hepadna viruses  (Mason 
et al., 1982). The woodchuck hepatitis virus induces he-
patocellular carcinoma (Summers et al., 1978). Within 
a population, 65%–75% of all neonatal woodchucks 
are susceptible to chronic infection (Cote et al., 2000). 
A  major difference between the two hepatitis isolates 
is the rate at which they induce cancer; almost all 
chronic carriers developed hepatocellular carcinoma 
within 3 years of the initial infection in woodchucks, 
whereas human carcinogenesis takes much longer 
(Gerin et al., 1989). The acute infection strongly resem-
bles what occurs during the course of human disease. 
There is a self-limiting acute phase resulting in a tran-
sient viremia that has the potential of chronic carriage 
 (Tennant, 2001). Challenge with virus in neonates leads 
to a chronic infection while adults only develop the 
acute phase of disease (Buendia, 1992). A closely relat-
ed species to the woodchuck is the Marmota himalayan. 
This animal is also susceptible to the woodchuck he-
padna virus upon IV injection. The marmot Himalayan 
develops an acute hepatitis with a productive infection 
 (Lucifora et al., 2010).

Hepatitis D virus (HDV) is dependent upon HBV to 
undergo replication and successful infection in its hu-
man host (Gerin, 2001). There are two modes of infec-
tion possible between the viruses: coinfection where a 
person is simultaneously infected or superinfection in 
which a chronic carrier of HBV is subsequently infect-
ed with HDV (Purcell et al., 1987). Coinfection leads 
to a similar disease as seen with HBV alone; however, 
superinfection can result in chronic HDV infection 
and severe liver damage (Guilhot et al., 1994). Both 

 coinfection and superinfection can be demonstrated 
within the chimpanzee and woodchuck by inocula-
tion of human hepatitis D (Ponzetto et al., 1991). A 
recently published report demonstrated the use of a 
humanized chimeric uPA mouse to study interactions 
between the two viruses and drug testing (Lutgehet-
mann et al., 2012)

14 CONCLUSIONS

New models ranging from NHPs to small animals 
and representing the disease characteristics in hu-
mans are necessary to study viral and host factors 
that drive disease pathogenesis and evaluate medical 
countermeasures. The ideal animal model for human 
viral disease should closely recapitulate the spectrum 
of clinical symptoms and pathogenesis observed dur-
ing the course of human infection. Whenever feasible, 
the model should use the same virus and strain that 
infects humans. It is also preferable that the virus is 
a low passage clinical isolate thus animal passage or 
adaptation should be avoided if model species can 
be identified that are susceptible. Ideally, the experi-
mental route of infection would mirror that occurs in 
natural disease. In order to understand the interplay 
and contribution of the immune system during infec-
tion, an immunocompetent animal should be used. 
The aforementioned characteristics cannot always be 
satisfied; however, and often virus must be adapted, 
knockout mice must be used, and/or the disease is not 
perfectly mimicked in the animal model. Well-char-
acterized animal models are critical for licensure to 
satisfy FDA “Animal Rule.” This rule applies to situa-
tions in which vaccine and therapeutic efficacy cannot 
safely or ethically be tested in humans; thus licensure 
will come only after preclinical tests are performed in 
animal models. Many fields in virology are moving 
toward standardized models that can be used across 
institutions to test vaccines and therapeutics. A cur-
rent example of such an effort is within the filovirus 
community, where animal models, euthanasia criteria, 
assays, and virus strains are in the process of being 
standardized. The hope is that these efforts will en-
able results of efficacy tests on medical countermea-
sures compared across institutions. This chapter has 
summarized the best models available for each of the 
viruses described.
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1 INTRODUCTION

1.1 Why Use Cancer Models?

Cancer is a collection of more than 100 distinct but re-
lated diseases that involve multiple genetic and epigen-
etic alterations owing to dynamic changes in the genome 
(Hanahan and Weinberg, 2000). These alterations mainly 
affect genes involved in the control of cell growth and 
division, including oncogenes and tumor-suppressor 
genes (TSGs) (Futreal et al., 2004). Large-scale sequenc-
ing of numerous types of cancer has provided us with 
a long list of genetic alterations that are present in hu-
man tumors, for example, point mutations, chromo-
somal rearrangements (translocations, inversions, or 
deletions), and genome amplifications (Sabatello and 
Appelbaum, 2016). Alterations, such as passenger mu-
tations do not affect tumorigenesis, whereas many oth-
ers, such as driver mutations, promote activation of 
oncogenes and/or inactivation of TSGs, leading to the 
transformation of normal cells into cancer cells (Easton 
et al., 2007; Lawrence et al., 2013). The huge amount of 
cancer genetic alteration data recorded to date must now 

be processed for use in clinical practice. Hence, geneti-
cally modified cell and animal models are essential tools 
for studying the genes and processes involved in cancer 
and for investigating the factors underlying malignant 
transformation, invasion, and metastasis. Such models 
can also be used to examine the response to therapy.

1.2 Evolution of Cancer Modeling

The development of cancer models has gone through 
several increasingly complex phases, including human 
tumors-derived cell lines (Giard et al., 1973), xenograft 
tumors (Braakhuis et al., 1984), use of carcinogens, and 
genetically engineered cellular and animal models (Frese 
and Tuveson, 2007). The in vitro culture of human tumors 
made it possible to establish cell lines that retained the 
properties of the cancers of origin and paved the way 
toward a better understanding of the molecular patho-
genesis of cancer. However, while a significant step, in 
vitro cell cultures were prone to genotypic and pheno-
typic drift during culture. The various disadvantages of 
this cancer model prevent us from studying processes, 
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such as angiogenesis and metastasis, thus necessitating 
more complex and accurate models to reproduce cancer 
biology.

Xenograft models enabled in vivo tumor research by 
the transplantation of human tumor cells into immuno-
compromised mice, either under the skin or into the or-
gan in which the tumor originated. The key advantage of 
xenograft models is that they address the complexity of 
genetic and epigenetic abnormalities in the tumor, which 
can be used to aid in the development of individualized 
molecular therapeutic approaches (Hidalgo et al., 2014; 
Siolas and Hannon, 2013). The limitation of xenograft 
models in immunocompromised mice is that they gener-
ate loss of the lymphocyte-mediated response to the tu-
mor in the mouse host. The consequent change in tumor 
architecture alters the tumor microenvironment, thus 
preventing the study of the initial steps of carcinogenesis 
(Frese and Tuveson, 2007).

Environmentally induced cancer animal models 
develop specific tumors after exposure to a given car-
cinogen, such as chemicals, radiation, or even physical 
impact resulting in alterations and mutations that lead 
to uncontrolled cell growth (Kleinstreuer et al., 2013; 
Parsa, 2012; Rivina et al., 2014). The main limitation of 
these models is that they are restricted to a small number 
of cancer types and have incomplete penetrance.

The next complex stage in cancer modeling was the 
development of techniques that enabled stable modi-
fication of the genome, thus facilitating propagation 
through subsequent generations and the eventual cre-
ation of stable animal models. The most noteworthy 
techniques are transgenesis and gene targeting. Trans-
genesis is based on the introduction of foreign DNA into 
the host genome (Smith and Muller, 2013). The transgene 
is incorporated at a very early stage of embryogenesis 
so that cells of the entire organism contain the foreign 
DNA. There are several ways to introduce transgenes. 
Microinjection into the fertilized embryo is one of the 
most widely used and is typically applied to overexpress 
a gene. The main disadvantage of this technique is that it 
is impossible to control the insertion site and the number 
of copies that are inserted. In transgenesis, the transgene 
has to produce a dominant effect over the endogenous 
gene before it can manifest a phenotype. Gene targeting, 
on the other hand, alters the endogenous DNA sequence 
at a previously selected point. Originally, gene targeting 
was based on the use of a targeting construct containing 
target gene sequences to induce homologous recombi-
nation (HR) and specific modification, resulting in the 
introduction, inactivation, or mutation of a specific gene 
of interest (Thomas et al., 1986). This technique is more 
technically difficult than transgenesis and takes longer 
to perform. It is used to generate knockout (inactivation 
of a gene) and knockin (insertion or substitution of a 
DNA sequence).

1.3 Genome Engineering Technologies

Genome engineering technologies were first devel-
oped some decades ago. Using this approach, we can 
modify precise DNA sequences to study gene function 
and regulation of the genes involved in cancer through the 
generation of in vitro and in vivo models. As mentioned in 
the previous Section 1.2, traditional genome-engineered 
cancer models were generated using transgenes or HR 
in murine embryonic stem cells (mESCs) (Van Dyke and 
Jacks, 2002). In the early 1980s, specific genes were in-
troduced into mESCs, which were then implanted into 
wild-type blastocysts, thus enabling transmission of ge-
nome modifications into the mouse germline to generate 
transgenic mouse models (Brinster et al., 1981; Harbers 
et al., 1981; Wagner et al., 1981). The first transgenic can-
cer models appeared in 1984, when brain tumors were 
reproduced by delivering the SV40 T-antigen viral onco-
gene into mouse eggs (Brinster et al., 1984). The second 
type of induced tumors were tumors resembling human 
breast cancer, which were created by replacing the mouse 
Myc gene promoter with a hormonally inducible mouse 
mammary tumor virus promoter (Stewart et al., 1984). In 
1986, Capecchi and Smithies, the pioneers of gene modi-
fication, developed the technology to modify the genome 
of mESCs by HR (Smithies et al., 1985; Thomas and 
Capecchi, 1986; Thomas et al., 1986). This development 
paved the way for various genome-engineered mouse 
models (GEMMs) of cancer by inducing precise altera-
tions, leading to gain-of-function (GOF) mutations in on-
cogenes, and loss-of-function (LOF) mutations in TSGs. 
The generation of transgenic mice by HR was limited by 
the need for complex targeting, low efficiency, and the 
time required for the generation of a mouse with the de-
sired modification (Frese and Tuveson, 2007).

Subsequent HR technology merged with site-specific 
recombinases (Cre and Flp), resulting in the generation 
of conditional alleles of numerous cancer genes (Orban 
et al., 1992; Shibata et al., 1997; Smith et al., 1995). Cre re-
combinase recognizes two pairs of loxP sites, whereas Flp 
recognizes FRT sites, thus leading to reciprocal recombi-
nation of specific DNA sequences. On the other hand, 
numerous transgenic mouse models have been gener-
ated by overexpression of cDNA or gene knockdown by 
RNA interference (RNAi). RNAi technology was used 
widely for over a decade because it is an easy, rapid, and 
inexpensive approach to silencing genes (Tavernarakis 
et al., 2000). However, it is limited by its potential aber-
rant and artifactual effects, which in turn generate off-
target effects (Jackson et al., 2003). Gene knockdown is 
usually partial and temporary.

Methods that artificially increased gene targeting 
were developed. These methods were based on the ob-
servation that the occurrence of a double-strand break 
(DSB) in the targeted region dramatically increases 
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gene-targeting efficiency (Jasin, 1996; Rouet et al., 1994). 
First, in the mid-1990s, restriction endonuclease I-SceI 
from Saccharomyces cerevisiae was used to induce breaks, 
thus demonstrating that the generation of controlled 
DSBs increases targeted HR (Choulika et al., 1995). Sub-
sequently, tools for genome engineering based on site-
specific endonucleases were developed; these included 
zinc-finger nucleases (ZFN) (Bibikova et al., 2003), 
transcriptor activator-like effector nucleases (TALENs) 
(Christian et al., 2010), and clustered regularly inter-
spaced short palindromic repeats (CRISPRs) (Jinek 
et al., 2012). All three methods, which are described in 
detail later, have revolutionized the study of cancer biol-
ogy, especially cancer modeling (Torres-Ruiz and Rodri-
guez Perales, 2015). The use of ZFN and TALEN tech-
nologies is limited owing to their problematic design 
and elevated cost; however, the development of CRISPR 
systems offers a rapid and easy method for modification 
of single or multiple loci that overcomes the limitations 
of previous genome engineering tools, thus facilitating 
the rapid generation of cancer models.

1.4 Site-Specific Endonuclease Techniques

Genome engineering tools make it possible to edit tar-
get genome sequences by adding, replacing, or remov-
ing DNA bases. Genome editing relies on the creation of 
DSBs in DNA, which cells attempt to repair via the ho-
mology-directed repair (HDR) pathway or by the error-
prone nonhomologous-end joining (NHEJ) (Fig. 34.1A). 
The NHEJ pathway involves the alignment of one to a 
few (at most) complementary bases for the religation of 
two ends to repair the break without a homologous tem-
plate. This step leads to small insertions and/or deletions 
(indels) at the repaired locus and therefore generates 
frameshift mutations that often result in gene disruption 
and inactivation (Honma et al., 2007). Alternatively, and 
less frequently, the break can be repaired through the 
HDR pathway, which is a more accurate mechanism that 
requires a homologous donor DNA template to guide re-
pair. The HDR pathway has higher fidelity, because the 
DNA template assists in the repair process, which can be 
exploited to introduce a precise mutation into the dam-
aged DNA when genetically modified DNA templates 
are used (Kim and Kim, 2014).

Gene editing methods that exploit the repair mecha-
nism of the cell (ZNFs, TALENs, and CRISPRs) make 
it possible to directly manipulate the genome of many 
different species, including bacteria, plants, fishes, and 
mammals.

1.4.1 ZFNs and TALENs
ZFNs were the first genome-editing tool to use cus-

tomizable endonucleases. A ZFN is a heterodimer com-
posed of a zinc finger (ZF) domain that binds to DNA 

and is fused with a cleavage domain (FokI) (Wood 
et al., 2011). ZF domains are protein modules that rec-
ognize sequences of three nucleotides and can be ma-
nipulated modularly and designed to direct binding 
to a specific DNA sequence. Fusion of ZF with FokI 
nuclease can bind specific sequences and produce the 
DSB (Fig. 34.1B). Initially, this protein assembly mod-
ule recognized an 18-bp sequence that was unique in 
the genome. This base was subsequently modified to 
recognize sequences measuring 24 bp and longer (Kim 
et al., 2009). Although ZFN technology allows scientists 
to make changes at a specific genomic locus, it is dif-
ficult to use, and the targeting of new genomic sites re-
quires the creation of new ZF proteins, which is time 
consuming and expensive.

TALEN technology was developed 15 years after the 
discovery of ZFNs. TALENs are dimeric nucleases that 
were originally characterized in Xanthomonas bacteria 
(Richter et al., 2016). Custom sequences of TALENs can 
be generated to recognize unique genomic sequences 
and generate cohesive-ended DSBs. The principal differ-
ence between ZNFs and TALENs is that TALENs contain 
an array of conserved protein motifs (33 or 34 amino ac-
ids) that differ only at positions 12 and 13, the so-called 
repeat variable diresidues, which define the DNA-bind-
ing specificity of each TALEN module (Fig. 34.1B). Like 
ZFNs, modular TALEN repeats are linked together to 
recognize a specific DNA target sequence. The discovery 
of the DNA recognition code facilitated the prediction 
and assembly of TALEN DNA-binding domains and 
led this method to be more widely used by researchers 
than ZFN (Li et al., 2011). However, although TALENs 
represented a significant improvement over ZFNs, the 
modular nature of TALEN techniques makes working 
with them complicated and difficult.

The ZFN and TALEN platforms enabled us to con-
trol gene expression in a more refined way than simple 
knockdown (Boettcher and McManus, 2015) and have 
facilitated efficient modification in transformed and pri-
mary cells, as well as in animal models that were previ-
ously thought to be beyond the scope of such targeted 
genetic manipulation (Cui et al., 2011; Frank et al., 2013; 
Hisamatsu et al., 2015; Ochiai et al., 2010). However, both 
systems present difficulties and practical limitations, 
namely, laborious protein engineering and the need for 
selectable markers, which affect targeting efficiency. The 
newer CRISPR-Cas9 platform overcomes these limita-
tions by providing a simple way to engineer target DNA 
breaks.

1.4.2 CRISPR-Cas9 System
CRISPRs are short repetitions of DNA sequences pres-

ent in many microorganisms, such as bacteria and Ar-
chaea. The CRISPR-Cas system is composed of CRISPR 
repeats and its associated Cas genes. It functions as an 
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adaptive immune system in prokaryotes through the 
use of RNA-guided nucleases (Cas proteins) and recog-
nizes and targets invasive genetic elements (Barrangou 
et al., 2007). Once this phase is complete, the ssRNA-
Cas ribonucleoprotein complex (RNP) binds to the for-
eign DNA to produce a DSB that marks this DNA for 

degradation (Doudna and Charpentier, 2014; Sashital 
et al., 2012). Recently, the bacterial CRISPR-Cas system 
was used to create new genome engineering technology, 
namely, CRISPR-Cas9, which is now a widely used ge-
nome-editing tool owing to is simplicity, efficiency, and 
multiple applications.

FIGURE 34.1 Double-strand break (DSB) repair machinery and its use by programmable nucleases. (A) Endogenous DNA repair ma-
chinery uses two pathways to repair DSBs: nonhomologous end-joining (NHEJ) and homology-directed repair (HDR). (B) Zinc-finger nuclease 
(ZFN) and transcription activator-like effector nuclease (TALENs) are DNA-binding domains (colored boxes) that can be assembled as modules 
to recognize specific sequences (each module recognized 3 bp in the case of ZFNs and 1 bp in the case of TALENs). (C) The CRISPR-Cas9 system 
is composed of a nuclease (Cas9, orange), which targets specific DNA sequences through the guidance of an sgRNA (green box and linked loops) 
thanks to the recognition of a PAM sequence (red box). The Cas9 nuclease has two active domains, namely, RuvC and HNH.
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The CRISPR-Cas9 system consists of two principal 
elements, a short synthetic single guide RNA (sgRNA) 
that fuses crRNA (CRISPR RNA) and tracrRNA (trans-
activating crRNA) and the Cas9 protein. crRNA contains 
the named protospacer element (which gives the system 
the ability to target a specific genomic location) (Jinek 
et al., 2012), tracrRNA (which acts as a linker between 
the crRNA and the nuclease to fuse both elements and 
activate the system) (Jinek et al., 2012), and the Cas9 
protein (which behaves like a nuclease producing the 
DSB at the DNA level) (Marraffini and Sontheimer, 2010) 
(Fig. 34.1C). The activated RNP complex is directed by 
the sgRNA to a specific genomic location of interest 
upstream from a protospacer adjacent motif (PAM) se-
quence, which consists of an NGG or NAG trinucleotide 
[the general PAM sequence for Streptococcus pyogenes 
although this may differ depending on the Cas9 spe-
cies being used (Chylinski et al., 2013)]. By designing an 
sgRNA we can target a specific DNA region. Once in the 
cell, the sgRNA forms a complex with the Cas9 endonu-
clease and guides the complex to the target region. Cas9 
nuclease generates blunt-ended DSB three nucleotides 
upstream of the PAM sequence, thus stimulating acti-
vation of the cell repair machinery (NHEJ and/or HDR 
pathways).

The advantage of the CRISPR-Cas9 system over ZFNs 
and TALENs is that CRISPR does not depend on protein 
engineering and requires no more than an accurately 
designed sgRNA that binds correctly to the target DNA 
directed by the Cas9 protein. New loci can be targeted 
by designing and synthesizing 20 new nucleotides of 
sgRNA that bind to the sequence of interest. Therefore, 
CRISPR-Cas9 is a genome-editing tool that is able to gen-
erate easy, fast, and effective cancer models (Sánchez-
Rivera and Jacks, 2015; Torres-Ruiz and Rodriguez 
Perales, 2015).

1.4.3 CRISPR Applications
Several CRISPR-Cas9 system modifications have been 

adopted in genome-editing protocols. These include 
nickase Cas9 (Cas9D10A or Cas9H840A), dead Cas9 
(dCas9), sgRNA scaffolds, RNA-targeting Cas9 (RCas9), 
and dead RCas9 (dRCas9), all of which are applied dif-
ferently in cancer modeling (Wen et al., 2016).

1.4.3.1 DUAL NICKASE Cas9 SYSTEM

Native or wild-type Cas9 nuclease is composed of 
two catalytic domains, HNH and RuvC, each of which 
cuts a strand of the target DNA. Cong et al. (2013) de-
veloped a Cas9 mutant nickase form (Cas9D10A and Ca-
s9H840A) that only contains one active catalytic domain. 
Cas9 nickases still bind DNA based on sgRNA specificity 
but are only able to cleave one DNA strand (to produce 
nicks). DNA nicks are usually repaired by the HDR path-
way using an intact complementary DNA strand as a 

template (either endogenous or supplied exogenously). 
This CRISPR variant dramatically increases target speci-
ficity and reduces off-target effects, thus making it the 
tool of choice for specific gene editing approaches (Liu 
et al., 2016).

1.4.3.2 DEAD Cas9 (DCas9)

The Cas9 variant dCas9 is generated by inactivation 
of both catalytic domains (D10A for HNH and H840A 
for RuvC in S. pyogenes Cas9) so that it still binds to DNA 
based on sgRNA specificity but is not able to cleave the 
DNA (Maeder et al., 2013). This variant has several ap-
plications, such as regulation of endogenous gene ex-
pression by the fusion of dCas9 with effector domains 
either to activate or to repress gene expression. When 
dCas9 is fused to a repressor domain, the approach is 
called CRISPRi (gene silencing), and when it is fused to 
an activation domain, it is called CRISPRa (gene acti-
vation) (Dominguez et al., 2016). dCas9 is also used as 
an epigenetic modulator through the fusion of dCas9 
with epigenetic modifiers (Panda et al., 2013; Thakore 
et al., 2016). dCas9 can even be used for in vivo imaging 
when fused to a fluorescent protein and in live cells for 
targeting specific genomic loci (Chen et al., 2013; Deng 
et al., 2015). The aforementioned variants make it pos-
sible to study specific genes through their activation and 
repression in cancer models or even variations in archi-
tecture during tumorigenesis (Falahi et al., 2015).

1.4.3.3 sgRNA SCAFFOLD (scRNA)

sgRNA scaffolds consist of amplification of the 3′ end 
of the sgRNA with modular RNA domains that recruit 
RNA-binding proteins. The function of this variant is to 
physically link DNA binding and protein recruitment 
through scRNA. sgRNA scaffolds enable multidirection-
al regulation and simultaneous repression and activa-
tion of several target genes as part of the same regulatory 
program (Zalatan et al., 2015). Combining scRNA with 
dCas9 increases the efficiency of regulation, thus mak-
ing it a good tool for functional investigation at genome 
level. It can also be applied for screening studies and has 
proven very useful for the study of regulation in cancer 
epigenetics (Konermann et al., 2015).

1.4.3.4 RCas9 AND DRCas9

CRISPR-Cas9 recognizes target DNA through sgRNA 
although the presence of the PAM sequence on the op-
posite strand is necessary. An alternative strategy that 
is also able to target a single strand has been generated 
to enable targeting of RNAs. This approach consists of 
an exogenous strand of nucleotides containing the PAM 
sequence, which acts as an opposite strand. Thus, the 
CRISPR-Cas9 system has been modified so that it can be 
used as a tool for cleavage of ssRNA (RCas9) (O’Connell 
et al., 2014). Similar to dCas9, the RCas9 protein has also 
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been modified by inactivating its catalytic domain to ob-
tain dRCas9, which can also be fused to effectors. This 
approach is useful for the study of splicing regulation 
and the cancer transcriptome.

The CRISPR-Cas9 system enables any desired modi-
fication when we want to model or interrogate a specific 
cancer system, from genome editing (using the wild-type 

or nickase variants) to the more complex modulation of 
transcription levels (dCas9 fused to KRAB or VP64 do-
mains) or even for visualization through various cellular 
stages during development, malignization, or differen-
tiation (dCas9-eGFP). This methodology is not restricted 
to modeling, but has also been considered in clinical sce-
narios (Valletta et al., 2015) (Fig. 34.2).

FIGURE 34.2 Main applications of CRISPR-Cas9 in animal cancer models.
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2 GENERATION OF CRISPR 
CANCER MODELS

The vast majority of cancers rely on a precise scenario 
that is not only dependent on a specific genomic altera-
tion, but that also needs to take place in a particular con-
text, that is, in a specific cell type or developmental stage 
or in combination with several other alterations (Hutm-
acher et al., 2009; Thakur et al., 2014). As explained in the 
previous section, many different approaches have been 
applied to model this complex scenario, with different 
success rates. During the last 4 years, the CRISPR-Cas9 
system has revolutionized the field because of its high ef-
ficiency, ease of use, and fast and streamlined applicabil-
ity. Therefore, it has replaced previously available tools 
in routine laboratory work, and its application in clinical 
practice is now becoming a reality (Yin et al., 2016). Con-
sequently, it is the best choice for experts and nonspecial-
ists alike.

2.1 In Vitro Cancer Models

All cancers share a common feature, that is, the gen-
eration of de novo genome alterations. These changes 
are not only restricted to specific point mutations but 
can also be small deletions, inversions, and duplications, 
and even large chromosomal rearrangements. The al-
terations lead to activation of oncogenes, inactivation of 
TSGs, and alteration of genes involved in DNA repair 
mechanisms (Krogan et al., 2015). In this section, we 
summarize the CRISPR-Cas9-based in vitro cancer mod-
els generated during the past few years.

2.1.1 Modeling Targeted Mutations In Vitro
Advances in genome sequencing technologies (Girotti 

et al., 2016) have enabled the discovery of a huge num-
ber of specific genetic alterations in human tumors (Vo-
gelstein et al., 2013). To translate all this knowledge into 
clinical practice, functional studies must be carried out to 
analyze the role of the alterations in cancer biology. Sev-
eral groups have edited specific genes, either in cells and 
animals through the multiple available applications of 
the versatile CRISPR-Cas9 system, which uses DNA plas-
mid, viral vectors, mRNA, or protein–RNA complexes to 
introduce the CRISPR components into the target cell 
(Kouranova et al., 2016; Liang et al., 2015; Lin et al., 2014; 
Malina et al., 2013; Nelson and Gersbach, 2016).

One of the first studies to induce targeted genome 
modification in somatic cells used the CRISPR-Cas9 
system in combination with a classic short hairpin RNA 
(shRNA) approach for the study of leukemogenesis in-
volving a deletion in the long arm of chromosome (7q) 
(Chen et al., 2014). Disruption in mouse hematopoietic 
stem cells (mHSPC) of the Mll3 gene, localized in the 
chromosome 7q, in a specific background (defective for 

∆Nf1 and ∆p53) revealed that this disruption was able 
to induce a leukemogenic process and also that leuke-
mic cells were heterozygous for the Mll3 gene alteration 
(thus indicating an unseen mechanism). The authors 
demonstrated that Mll3 inactivation is tolerated in leu-
kemia cells only when present in a partial dosage, there-
fore the authors hypothesized that Mll3 is a haploinsuf-
ficient TSG acting as a second hit in many acute myeloid 
leukemia (AML) processes.

Shortly after this initial study, Antal et al. (2015) modi-
fied a previously established concept through the use of 
CRISPR-Cas9, demonstrating that mutations in protein 
kinase C (PKC) genes function as TSGs, thus leading to a 
switch in therapies from inhibition of PKC activity to res-
toration of PKC activity. In this case, the authors reestab-
lished the function of the PKC gene in a patient-derived 
colon cancer cell line (DLD1) using genome engineering 
(via CRISPR-Cas9) in combination with single-stranded 
oligodeoxynucleotides (ssODNs). The effect of the cor-
rection was plausible in a xenograft model, where the 
tumor size was reduced after the function of the protein 
was restored, thus demonstrating that the PKC mutation 
confers an anchorage-independent growth advantage in 
this specific tumor environment and that it has a tumor-
suppressive function.

One of the main characteristics of the CRISPR-Cas9 
system is its multiplexing ability, which enables it to 
target several genes in one experiment. Consequently, 
primary healthy cells, patient-derived cell lines, and 
well-established cancer cell lines could be modified to 
carry several mutations. This fundamental advantage of 
the CRISPR system is of special interest in cancer model-
ing, since it enables the induction of multiple cooperat-
ing mutations, including driving and secondary events. 
It also facilitates analysis of several combinations of pa-
rameters, thus enriching potential results and even lead-
ing to the discovery of new variants that shed light on 
drug discovery screenings. One of the first studies that 
reported this use was from Ebert and colleagues (Heckl 
et al., 2014), who took advantage of the viral delivery 
of the CRISPR components into mHSPC to modify in a 
single step eight genes (Tet2, Runx1, Dnmt3, Ezh2, Nf1, 
Smc3, p53, and Asxl1) frequently affected in patients with 
AML in combination with an Flt3 internal tandem du-
plication (ITD). The Flt3-ITD, which is found in many 
types of leukemia, is insufficient to drive tumorigenesis 
by itself. The authors demonstrated that mimicking the 
genetic combinations led to myeloid clonal expansion 
and transformation to AML, as reported for AML pa-
tients. Another major study that took advantage of the 
system’s multiplexing ability was that of Sato and col-
leagues (Matano et al., 2015), who used a cellular model 
of human intestinal organoids to mimic colorectal cancer. 
The authors modeled five mutations both in oncogenes 
(KRAS and PIK3CA) and in TSGs (SMAD4, TP53, and 
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APC), which promote niche signal independence. They 
created LOF mutations in the TSGs, in combination with 
a knockin strategy using ssODNs to generate specific 
mutations in KRAS (G12V) and in PIK3CA (E545K). The 
desired mutant organoids were obtained using a selec-
tion procedure based on an independent growth advan-
tage in culture media lacking specific required factors 
(for human normal colon cells) (Sato et al., 2011). This 
system enabled the authors to obtain single cell clones 
with a different mutational background that recapitu-
lated the transition to adenocarcinoma.

2.1.2 Chromosomal Rearrangements Generated 
In Vitro

Many tumors are characterized by the presence of 
specific and recurrent chromosomal rearrangements 
(deletions, inversions, and translocations). These altera-
tions are often the event that triggers tumorigenesis. The 
feature common to genome rearrangements is that is 
that they arise from the cooccurrence of two DSBs in the 
genomic DNA of a cell. As explained previously, once 
the DSBs are generated, the cell tries to repair the bro-
ken ends using either NHEJ or HDR repair mechanisms. 
However, the incorrect repair can sometimes spontane-
ously generate a chromosomal rearrangement (Stratton 
et al., 2009). Historically, the study of chromosomal rear-
rangements relied on the use of transgenes or cell lines 
from patients harboring the mutation/alteration, which, 
while of invaluable importance, are not the most accurate 
systems. Genome engineering tools in general, and the 
CRISPR-Cas9 system in particular, provide us with the 
opportunity to modify a healthy cell to generate an iso-
genic counterpart (Liu et al., 2005; Torrance et al., 2001) 
that differs only in the specific alteration generated and is 
not affected by possible variegation or positional effects 
or by the number of copies inserted (Voigt et al., 2008). 
Consequently, several groups rapidly adapted the sys-
tem to mimic large rearrangements (including transloca-
tions, inversions, and deletions) in cellular models with 
the aim of recapitulating the primary oncogenic event 
in a more physiological environment (Torres et al., 2014; 
Torres-Ruiz and Rodriguez Perales, 2015).

The induction of chromosomal rearrangements re-
quires two different sgRNAs that target both loci in-
volved in the rearrangement to induce two DSBs, which 
would subsequently be repaired by the NHEJ cell path-
way, thus sometimes creating the desired rearrange-
ment. However, the efficiency of this approach varies 
greatly, mainly because various sgRNAs are used and 
these target several genomic locations with varying 3D 
genome structures and accessibility (Jiang et al., 2016). 
In their pioneering study, Torres et al. (2014) reproduced 
the t(11;22)(q24;q12) chromosomal translocation, which 
is characteristic of Ewing sarcoma and leads to the gen-
eration of the EWSR1–FLI1 fusion gene. The authors 

were able to induce the t(11;22) translocation in two dif-
ferent cell models, namely, human embryonic kidney 
cell line (HEK293) and human primary mesenchymal 
stem cells (hMSC). The newly generated chimeric tran-
scription factor EWSR1-FLI1 was able to transactivate 
specific genes described as downstream targets of the 
fusion protein in human tumors (Cidre-Aranaz and 
Alonso, 2015), thus confirming that the activity of the 
fusion protein generated by the CRISPR system was 
similar to that observed in the patient’s cancer cells. 
The authors also demonstrated the universalization of 
the approach by recapitulating the AML characteristic 
t(8;21)(q22;q22)/RUNX1-ETO chromosomal translo-
cation in HEK293 and CD34+ human hematopoietic 
stem progenitor cells (hHSPCs). Choi and Meyerson 
(2014) described the recreation of three chromosomal 
rearrangements in human lung cancer. The three altera-
tions—the t(5;6)(q32;q22)/CD74/ROS1 chromosomal 
translocations, the inv(2)(p21;p23)/EML4/ALK para-
centric inversion, and the inv(10)(p11;q11)/KIF5B/
RET pericentric inversion—were generated in HEK293 
and in nontransformed immortalized lung epithelial 
(AALE) cells. Taken together, the results of both studies 
demonstrated that CRISPR is a feasible tool for recreat-
ing chromosomal rearrangements; however, further re-
finement is necessary to facilitate appropriate recreation 
of the desired rearrangement. This issue is of critical im-
portance when the cells that acquire the alteration do 
not possess any selective advantage with respect to their 
counterpart. Alternative selection approaches that could 
be used to enrich the target cells include the use of a 
specific membrane marker activated by the oncogenic 
protein, selection of cells based on changes in cellular 
morphology, and any other procedure that could lead to 
a specific trackable change.

Beyond chromosomal translocations and inversions, 
specific deletions had been carried out in noncoding re-
gions, enhancers (Avellino et al., 2016), and promoter 
sequences (Chiba et al., 2015). Genome engineering is a 
feasible tool for recreating chromosomal rearrangements 
although this ability is dependent on the localization 
of the breakpoints, thus demonstrating that efficiency 
decreases as distance increases (Coppoolse et al., 2005; 
Schildkraut et al., 2005). Chiba et al. (2015) used two 
sgRNAs flanking the TERT promoter to model cancer-
associated deletions in human embryonic stem cells 
(hESCs). The deletion induced by CRISPR leads to per-
manent expression of the telomerase gene, thus mimick-
ing the levels observed in cancer cells and the length of 
the telomeres.

2.1.3 CRISPR-Cas9 In Vitro High-Throughput 
Genetic Screens

Functional genomics is an indispensable approach 
in the identification of gene function, especially when 
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genome-wide interrogation leads to changes in cellular 
phenotypes. One of the essential advantages of the CRIS-
PR-Cas9 system is the option of interrogating gene func-
tion on a genome-wide scale. The simplicity of program-
ming the CRISPR-Cas9 system suggested a new way to 
interrogate gene function on a genome-wide scale by 
the construction of large-scale oligosynthesis of sgRNA 
sequences. In 2014, Zhang et al. (Sanjana et al., 2014; 
Shalem et al., 2014) showed that lentiviral delivery of 
the genome-scale CRISPR knockout (GeCKO) library 
targeting 18,080 human genes can be used to interrogate 
gene function on a genome-wide scale, thus facilitat-
ing both positive and negative LOF screening in mam-
malian cells. Taken together with the need to validate 
drug targets in the drug screening process, this option 
made CRISPR-Cas9 a promising application in the field 
of cancer (Agrotis and Ketteler, 2015; Kasap et al., 2014). 
Through the generation of mutations that confer loss of 
function, Zhang et al. (Shalem et al., 2014) identified the 
involvement of several human genes in resistance to ve-
murafenib, a B-RAF enzyme inhibitor for the treatment 
of late-stage melanoma that promotes programmed cell 
death (Sala et al., 2008). The GeCKO library makes it 
possible to validate both previously reported genes and 
nonreported genes. In another study, Zhang et al. (Kon-
ermann et al., 2015) used a specific variation of the previ-
ous library. This variation consisted of GOF through syn-
ergistic activation mediators targeting all human coding 
genes to screen for genes that, upon activation, confer 
resistance to vemurafenib. As with the previous study, 
the authors were able to identify novel candidate genes 
that confer resistance to the drug.

Furthermore, this strategy has been used to interro-
gate genes involved in metastatic progression. Zhang 
and Sharp (Chen et al., 2015b) used the GeCKO library 
to systematically screen genes involved in metastasis in 
a murine nonmetastatic nonsmall-cell lung cancer cell 
line. The mutant cell pools were transplanted into mice 
and generated tumors. After deep sequencing of the met-
astatic tumors, a set of genes consistently represented in 
all of the tumors produced was found to be involved in 
tumor growth and metastasis.

2.2 In Vivo Cancer Models

Cancer displays a wide range of genetic and genomic 
modifications. Thus, research requires a variety of ge-
nomically complex animal models. Numerous GEMMs 
and nongermline GEMMs (nGEMMs) harboring pre-
cise mutations in TSGs and oncogenes have been gen-
erated. These models provide the scientific community 
with invaluable tools to study the biology of cancer and 
to decipher critical aspects of initiation, maintenance, 
and progression of the disease. They are also excellent 
tools for the study of drug resistance (Chen et al., 2012; 

Engelman et al., 2008) and for testing new compounds 
and treatment approaches. Traditional approaches to 
generate GEMMs require complex molecular protocols, 
manipulation, and extensive animal husbandry. They 
are therefore laborious, time consuming, and expensive. 
nGEMMs can simplify this process because traditional 
approaches are not able to simultaneously introduce 
several genetic modifications in adult animals or mESCs 
(Table 34.1).

Until the advent of CRISPR-based precise genome 
editing, mouse models of malignancies were based 
on a limited number of mutations or genes (Guerra 
et al., 2003; Jackson et al., 2001). The CRISPR-Cas9 sys-
tem enabled the systematic generation of models har-
boring alterations in multiple genes, thus making it 
possible to study collaborative effects in tumor progres-
sion or therapeutic resistance or response. The system 
thus facilitated the combined rapid analysis of multiple 
mutations in human patients and the subsequent gen-
eration of GEMMs and nGEMMs. In 2013, two stud-
ies demonstrated the ease, speed, and flexibility with 
which it was possible to generate multiple GOF or LOF 
mutations in mice using the CRISPR-Cas9 system, thus 
considerably increasing the speed and precision with 
which distinct genotypes can be generated in animals to 
model human cancer. Taking advantage of the potential 
for multiplexed genome editing of the CRISPR system, 
Jaenisch et al. (Wang et al., 2013) demonstrated simul-
taneous one-step generation of double Tet1 and Tet2 
knockout mice with a 80% of efficiency. Cas9 mRNAs 
and sgRNAs were coinjected to target Tet1 and Tet2 in 
mouse zygotes, obtaining mutations in those alleles in 
mice. The authors also coinjected Cas9 mRNA, sgRNAs, 
and an ssODN into mouse zygotes to engineer double 
HDR-mediated edition of two endogenous genes (Tet1 
and Tet2) in mouse models. The same group subse-
quently used CRISPR components and a DNA template 
to generate mice carrying a tag or a fluorescent reporter 
construct in the Nanog, Sox2, and Oct4 genes, as well 
as in Mecp2 conditional mutant mice. The authors also 
used a pair of sgRNAs to generate mice carrying small 
Mecp2 gene deletions (Yang et al., 2013).

The CRISPR-Cas9 system can also be used to refine 
existing models of cancer. It enables reedition of previ-
ously established GEMMs to induce additional modifi-
cations and study the cooperative effects of several can-
didate target genes in vivo (Dow and Lowe, 2012). This 
new model better represents the genetic heterogeneity 
of human cancer. In the near future, it will be possible 
to generate in vivo models capable of reproducing the 
specific alterations found in an individual patient that 
can be used as a platform to select the most effective 
therapy. With CRISPR-Cas9 technology, the time neces-
sary to generate genetically engineered mice is reduced 
from about a year to several weeks.



TABLE 34.1  Overview of the Use of the CRISPR-Cas9 System in the Context of Cancer Modeling

References PMID Type of alteration Target cell disease Gene Delivery

Annunziato et al. (2016) 27340177 Loss-of-function Breast cells (mouse) Lobular breast carcinoma Pten Injection of LV

Maresch et al (2016) 26916719 Loss-of-function and deletions Pacreatic cells (mouse) Pancreatic cancer Multiplex 13 TSGs Injection and 
electroporation

Guernet et al. (2016) 27453044 Loss-of-function and directed mutation Various cancer cell models Lung cancer EGFR, KRAS, ALK, TP53, APC Nucleofection

Muniyan et al. (2016) 27382435 Loss-of-function Human PDAC cancer cell lines 
(orthotopic implantation)

PDAC MUC16 Transfection

Schokrpur et al. (2016) 27358011 Loss-of-function RENCA cells (mouse) Metastatic renal cell carcinoma VHL LV

Ear et al. (2016) 27216296 Loss-of-function HSPCs (zebrafish) 5q-myelodisplasic syndrome RPS14 RNA injection

Weber et al. (2015) 26508638 Loss-of-function Hepatic cells (mouse) HCC Multiplex Injection

Chiou et al. (2015) 26178787 Loss-of-function Somatic pancreatic cells (mouse) PDAC Lkb1 LV and AdV

Dow et al. (2015) 25690852 Loss-of-function mESCs cells (mouse) Colon cancer Pten, Apc, p53 Plasmid DNA

Aubrey et al. (2015) 25732831 Loss-of-function Fetal-liver (ex vivo) BL Mcl-1, p53 LV

Platt et al. (2014) 25263330 Loss-of-function and directed  
mutation

Neurons, immune and endothelial 
cells (mouse)

Lung adenocarcinoma Kras, p53, Lkb1 AAV, LV & particle 
mediated delivery

Xue et al. (2014) 25119044 Loss-of-function and directed mutation Liver cells (mouse) Liver cancer Pten, p53 Injection

Blasco et al. (2014) 25456124 Chromosomal rearrangement Lung cells (mouse) NSCLC Eml-Alk LV

Maddalo et al. (2014) 25378762 Chromosomal rearrangement Lung cells (mouse) NSCLC Eml-Alk AdV

Chen et al. (2014) 24794707 Loss-of-function HSPCs (ex vivo) Acute myeloid leukemia (AML) Mll3 DNA electroporation

Sanchez-Rivera et al. (2014) 25337879 Loss-of-function Lung cells (mouse) Lung adenocarcinoma Kras, p53, and Lkb1 LV

Heckl et al. (2014) 24952903 Loss-of-function HSPCs (ex vivo) AML TET2, DNMT3A, RUNX1, 
NF1, EZH2

LV

Wang et al. (2013) 23643243 Loss-of-function and directed mutation mESCs and zygotes (mouse) na Tet1, Tet2, Tet3, Sry, Uty Injection

Xiao et al. (2013) 23748566 Chromosomal rearrangement Embryo (zebrafish) na mir-126a Injection

Malina et al. (2013) 24298059 Loss-of-function Lymphoma cells (ex vivo) Lymphoma p53 RV

AML, Acute myeloid leukemia; BL, burkitt lymphoma; HCC, hepatocellular carcinoma; HSPCs, hematopoietic stem progenitor cells; mESC, mouse embryonic stem cells; na, not applicable; NSCLC, nonsmall cell lung cancer; PDAC, 
pancreatic ductal adenocarcinoma; RENCA, murine renal cancer.
Annunziato, S., Kas, S. M., Nethe, M., Yücel, H., Del Bravo, J., Pritchard, C., et al., 2016. Modeling invasive lobular breast carcinoma by CRISPR/Cas9-mediated somatic genome editing of the mammary gland. Genes Dev. 30 (12), 1470–1480.
Maresch, R., Mueller, S., Veltkamp, C., Öllinger, R., Friedrich, M., Heid, I., et al., 2016. Multiplexed pancreatic genome engineering and cancer induction by transfection-based CRISPR/Cas9 delivery in mice. Nat. Commun. 7, 10770.
Guernet, A., Mungamuri, S. K., Cartier, D., Sachidanandam, R., Jayaprakash, A., Adriouch, S., et al., 2016. CRISPR-barcoding for intratumor genetic heterogeneity modeling and functional analysis of oncogenic driver mutations. Mol. Cell.
Muniyan, S., Haridas, D., Chugh, S., Rachagani, S., Lakshmanan, I., Gupta, S., et al., 2016. MUC16 contributes to the metastasis of pancreatic ductal adenocarcinoma through focal adhesion mediated signaling mechanism. Genes Cancer 7(3-4), 110–124.
Schokrpur, S., Hu, J., Moughon, D. L., Liu, P., Lin, L. C., Hermann, K., et al., 2016. CRISPR-Mediated VHL knockout generates an improved model for metastatic renal cell carcinoma. Sci. Rep. 6, 29032.
Ear, J., Hsueh, J., Nguyen, M., Zhang, Q., Sung, V., Chopra, R., et al., 2016. A Zebrafish model of 5q-syndrome using CRISPR/Cas9 targeting RPS14 reveals a p53-independent and p53-dependent mechanism of erythroid failure. J. Genet. 
Genomics 43 (5), 307–318.
Chiou, S.H., Winters, I.P., Wang, J., Naranjo, S., Dudgeon, C., Tamburini, F.B., et al., 2015. Pancreatic cancer modeling using retrograde viral vector delivery and in vivo CRISPR/Cas9-mediated somatic genome editing. Genes Dev. 29(14), 1576–1585.
Aubrey, B.J., Kelly, G.L., Kueh, A.J., Brennan, M.S., O'Connor, L., Milla, L., et al., 2015. An inducible lentiviral guide RNA platform enables the identification of tumor-essential genes and tumor-promoting mutations in vivo. Cell Rep. 10(8), 1422–1432.
Xiao, A., Wang, Z., Hu, Y., Wu, Y., Luo, Z., Yang, Z., et al., 2013. Chromosomal deletions and inversions mediated by TALENs and CRISPR/Cas in zebrafish. Nucleic Acids Res. 41(14), e141.
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2.2.1 Manipulating Germlines to Generate 
Transgenic Animal Models

CRISPR-Cas9-based technologies can be used to ma-
nipulate germline for generation of transgenic animal 
models (Wang et al., 2013; Yang et al., 2013). Moreover, 
the two components of CRISPR-Cas9 (Cas9 nuclease and 
sgRNA) can be used separately to generate transgenic 
animal models. Platt et al. (2014) constructed Cre-de-
pendent Cas9 knockin mice by targeting the Cas9 gene 
driven by the CAG promoter interrupted by the loxP-
stop-loxP (LSL) cassette, which had been introduced at 
the Rosa26 locus in mESC. Crossing this mouse line with 
a constitutive Cre driver or tissue-specific Cre driver 
strain can generate offspring with constitutive or tissue-
specific Cas9 expression, respectively. Using this mouse, 
Jacks et al. (Sánchez-Rivera et al., 2014) were able to 
model lung adenocarcinoma thanks to the mutation of 
three different genes implicated in human pathogenesis 
(Kras, p53, and Lkb1), thus demonstrating the synergistic 
power of cancer mouse models based on the CRISPR-
Cas9 system.

2.2.2 In Vivo Somatic Genome Engineering
Besides generating animal models through germline 

manipulation, the CRISPR-Cas9 system has the unprec-
edented ability to engineer the genome of adult animal 
models through somatic edition, thus enabling it to side-
step germline manipulation and animal crossbreeding. 
Somatic gene transfer approaches make it possible to 
restrict the induction of genomic alterations to tumor-
forming cells, resulting in a tumor that closely resembles 
that of the patient. To date, several alternatives have been 
explored for delivery of CRISPR-Cas9 tools to a target 
organ. The methodological features of the delivery ap-
proaches should be taken into consideration to achieve 
effective cancer modeling. Some of these delivery ap-
proaches are presented in subsequent sections.

2.2.2.1 HYDRODYNAMIC GENE TRANSFER

The first cancer model based on in vivo somatic mu-
tations was reported by Jacks (Xue et al., 2014), who 
used hydrodynamic gene transfer to engineer Pten and 
Trp53 in mouse hepatocytes, thus creating LOF muta-
tions in hepatocytes of adult wild-type mice. This in 
vivo gene-targeting approach uses rapid injection of 
controlled hydrodynamic pressure into the capillaries 
of a relatively large volume of DNA solution to enhance 
endothelial and parenchymal cell permeability. Car-
cinogenic CC14-induced liver tumors combined with 
edition of Pten and Trp53 by the injection of a plasmid 
to express sgRNAs and Cas9 nuclease in the livers of 
mice made it possible to reproduce the characteristics of 
other models generated using classic approaches, thus 
indicating the feasibility of this approach. In vivo func-
tional validation of liver cancer TSGs was achieved by 

exploiting the efficacy of hydrodynamic gene transfer 
for the liver (Weber et al., 2015). Based on a multiplex 
combination of sgRNAs to target several TSGs discov-
ered by deep sequencing of human tumors, the authors 
of the study used Alb-Cre/KrasLSL-G12D/+ tumor-prone 
mice to analyze whether the putative TSGs play a role 
in the development of liver tumors. A GOF mutation in 
the β-catenin gene has also been obtained in the livers 
of adult wild-type mice. Xue et al. (2014) constructed a 
plasmid containing Cas9, sgRNA targeting β-catenin, 
and an ssODN donor bearing GOF mutations for the 
β-catenin gene. The plasmid was delivered into adult 
mice via hydrodynamic tail-vein injection, leading to 
accumulation of β-catenin in the nuclei of liver cells. 
Thus, hydrodynamic gene transfer, although potentially 
resulting in delivery to many organs (Liu et al., 1999), is 
a simple, efficient, and versatile method for delivering 
liver tumor cells.

2.2.2.2 VIRAL DELIVERY OF CRISPR-Cas9 
COMPONENTS

The development of the CRISPR-Cas9 system as a 
genome engineering tool for biotechnological use was 
quickly followed by the development of viral vectors 
for delivery of CRISPR components, initially as single 
modification tools (Ebina et al., 2013; Malina et al., 2013) 
and subsequently with the aim of generating genome-
wide screening (as reported in the Section 2.1.3) (Kabadi 
et al., 2014; Koike-Yusa et al., 2014; Shalem et al., 2014; 
Wang et al., 2014; Zhou et al., 2014). Although Cas9 is a 
large gene (4.1 kb), it can be packed efficiently into len-
tiviral particles (Holkers et al., 2013); however, it barely 
fits into recombinant adeno-associated virus (AAV) par-
ticles. While viral delivery of CRISPR components paved 
the way for the edition of poorly transfectable cells in 
vitro, a more important aspect of this approach is its abil-
ity to render somatic gene transfer accessible for in vivo 
edition experiments.

The applicability of delivering CRISPR components 
by viral vectors was first demonstrated by Zhang and 
Sharp (Platt et al., 2014), who developed a Cre-induc-
ible Cas9 mouse based on a Lox-Stop-Lox (LSL)-Cas9 
knockin strategy. First, the authors demonstrated that 
constitutive expression of the Cas9 nuclease using a 
ubiquitous promoter did not produce abnormalities. 
Platt et al. used AAVs to mediate expression of Cre re-
combinase together with an sgRNA targeting the Rbfox3 
gene by injection in the cortex of LSL-Cas9 mice. Three 
weeks later, deep sequencing of the Rbfox3 gene re-
vealed formation of indels in the injected region, and 
Western blot showed depletion of the protein. Zhang 
and Sharp (Platt et al., 2014) generated the first cancer 
disease model based on intratracheal delivery of AAVs 
encoding the CRISPR components to generate Lkb1 
and Trp53 LOF mutations, specific activating mutation 
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in Kras, and Cre recombinase in LSL-Cas9 mice. Two 
months after inoculation, the simultaneous pulmonary 
delivery of AAVs carrying a multicistronic cassette led 
to deep penetrating lung adenocarcinoma in adult mice. 
Simultaneous disruption of Lkb1 and Trp53 and edition 
of Kras was achieved in a single step. As expected, the 
authors reported a high frequency of indels at the Lkb1 
and Trp53 loci although Kras displayed an inefficient 
mutation rate.

Lentivirus delivery has also been used to show the 
ability of CRISPR-Cas9 to induce oncogenic chromo-
somal rearrangements in adult mice. Maddalo et al. 
(2014) and Blasco et al. (2014) reported the successful 
induction in vivo of Eml4-Alk inversion that is fre-
quently found in human lung cancer. Blasco et al. used 
lentiviral somatic gene transfer by intrapulmonary in-
oculation into Trp53+/−or Trp53−/−murine lungs and gen-
eration of inversion rearrangements, thus creating the 
Emlk4-Alk fusion gene and forming lung tumors in all 
the mice. The authors demonstrated that intratracheal 
or intrapulmonary inoculation of lentiviruses was able 
to induce the Eml4-Alk rearrangement in lung cells in 
vivo.

Jacks (Sánchez-Rivera et al., 2014) used a lentivirus-
based vector to express sgRNA together with Cas9 and 
Cre recombinase in p53fl/fl mice. The authors target-
ed Nkx2.1 and Pten and found that not all of the lung 
tumors displayed complete loss of expression of the tar-
geted genes.

Adenoviruses have been used to model large oncogen-
ic chromosomal rearrangements (Maddalo et al., 2014; 
Shaw et al., 2013; Soda et al., 2007). In contrast to lentivi-
ral vectors, which are integrated in the genome, adeno-
viruses only lead to transient expression. The use of ad-
enoviral vectors to express CRISPR components reduces 
the probability of potential off-site cleavage associated 
with continuous expression. Maddalo et al. used adeno-
viral delivery of dual expression cassettes encoding both 
Cas9 and sgRNAs to induce Eml4-Alk gene fusion via in-
trachromosomal inversion. Eight weeks later, all the mice 
developed lung cancer with features similar to those of 
ALK+ lung cancer in human patients.

The results of these reports demonstrate the util-
ity and illustrate the variety of currently available ap-
proaches, which range from all-in-one vector systems 
to single or multiple sgRNA delivery by AAVs. The 
examples presented previously demonstrate that CRIS-
PR-Cas9 is an accurate and efficient platform for induc-
ing combinational or sequential gene edition in adult 
mice, thus making it possible to model the complex sce-
nario of the cancer process defined by the multistep and 
somatic nature of oncogenic mutations. Various aspects 
need to be taken into account before choosing the CRIS-
PR delivery system, including limits in vector pack-
aging size, distribution throughout the tissue (Kumar 

et al., 2001; Parr-Brownlie et al., 2015; Wu et al., 2010), 
and choice of serotype for promotion of preferential 
transduction of specific cell populations (Michelfelder 
and Trepel, 2009).

2.2.2.3 NONVIRAL DELIVERY OF CRISPR-Cas9 
COMPONENTS

Among the nonviral techniques for gene transfer, 
in vivo electroporation of plasmid DNA enables the 
introduction of DNA with a high efficiency in specific 
regions of the mouse brain in utero. Genes can be fo-
cally transfected into specific regions of the brain, such 
as the spinal cord (Saba et al., 2003), hindbrain (Kawau-
chi et al., 2006), cerebellum (Kawauchi and Saito, 2008; 
Konishi et al., 2004), diencephalon (Shimogori and 
Ogawa, 2008), and retina (Matsuda and Cepko, 2004). 
This approach provides the opportunity to induce dif-
ferent types of brain tumors at specific locations. In vivo 
electroporation has made it possible to deliver CRISPR 
components to the mouse brain in utero for cancer mod-
eling (Chen et al., 2015a; Maresch et al., 2016; Zucker-
mann et al., 2015). In vivo electroporation of Cas9 and 
an sgRNA targeting Ptch1 in the embryonic cerebel-
lum was able to cause medulloblastoma (Zuckermann 
et al., 2015). In utero electroporation of the cerebral cor-
tex to simultaneously deliver sgRNAs targeting Trp53, 
Nf1, and Pten induced mutations of all three genes and 
subsequently formation of glioblastoma (Zuckermann 
et al., 2015). The key issues in cancer modeling based on 
in utero electroporation include the limited number of 
transfected cells and the lack of specificity of the targeted 
cell types. Electroporation-based CRISPR gene editing 
has also been applied in abdominal organs to generate 
pancreatic cancer using multiplexed sgRNAs combined 
with constitutive activation of Kras signaling (Dean 
et al., 2003; Liu and Huang, 2002; Maresch et al., 2016). 
This approach offers the advantage of targeting specif-
ic regions within an organ, which could result in sev-
eral different tumor types (Swartling et al., 2012; Zhao 
et al., 2015).

Nonviral delivery by cationic lipid has been used 
to deliver Cas9-sgRNAs RNPs (Platt et al., 2014; Zuris 
et al., 2015). Zuris et al. reported that common cation-
ic lipid nucleic acid transfection reagents can deliver 
Cas9:sgRNA nuclease complexes into cultured human 
cells. Delivery of unmodified Cas9:sgRNA complexes 
resulted in highly efficient genome modification. Inter-
estingly, the complex Cas9:sgRNA delivery approach is 
substantially more specific than DNA transfection.

These studies demonstrate the potential of rapidly 
generating mouse models of cancer via somatic genome 
engineering through different approaches for delivery of 
CRISPR components to a target organ. Future advances 
in delivery methods will allow highly efficient in vivo 
somatic genome engineering.
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CRISPR-Cas9 has proven successful for modeling 
cancer. However, the approach is subject to technical 
limitations. One of the main challenges, both in vivo 
and in vitro, is delivery to the target cell, tissue, or 
animal. Many efforts have been made to make deliv-
ery more efficient and to broaden its applicability. The 
various animal models generated include plasmid mi-
croinjection (Horii et al., 2014; Mashiko et al., 2013), in-
jection of mRNA into zygotes (Hashimoto and Takemo-
to, 2015), or porcine oocytes (Sato et al., 2015), and Cas9 
RNP (Chen et al., 2016). Recent studies indicate that the 
RNP approach seems to be the best alternative when 
no vector trace is required and when the objective is to 
introduce mutations or generate edition in poorly trans-
fectable cells (Kim et al., 2014). However, this approach 
is not adequate for delivery to target cells in a living 
organism or for generating tissue-specific in vivo mod-
els, basically owing to the limited efficiency for reach-
ing the target cells. Therefore, a plausible alternative 
is the use of viral vectors (Chen and Gonçalves, 2016). 
Currently, the most attractive gene delivery vectors are 
AAVs, which are nonpathogenic human viruses that 
enable long-term transgene expression without genom-
ic integration (Smith, 2008). Given the nature of their 
DNA, they can serve as a vehicle for Cas9 and also for 
template DNA to repair target cells (Platt et al., 2014; 
Swiech et al., 2015).

Initially, the main drawback of the CRISPR-Cas9 sys-
tem was the induction of off-target mutations at sites 
that are highly homologous to on-target sites (Cho 
et al., 2014; Hsu et al., 2013; Wu et al., 2014). Off-target 

DNA cleavage can cause unwanted genetic changes 
and/or chromosomal rearrangements with unpredict-
able consequences (Cho et al., 2014). This limitation, 
which is a major concern in original in vitro studies, 
seems less relevant in vivo and has almost no importance 
in the generation of mouse models (Iyer et al., 2015). 
Nevertheless, the alternatives that have been developed 
to overcome these drawbacks include the following: (1) 
acting on sgRNA to modify its specificity by truncating 
sgRNA (trugRNA) (Fu et al., 2014) or optimizing the 
structure to increase efficiency and reduce mutagenesis 
at nontarget sites (Dang et al., 2015), (2) nickases, which 
cleave on only one strand and must be used in pairs, can 
be abolished off-target without comprising on-target 
cleavage (Ran et al., 2013), (3) regulation of the time at 
which the components are delivered (Dow et al., 2015; 
Lin et al., 2014) in order to reduce their availability and 
hence their duration of action. This approach can de-
crease the probability of generating nondesired DSBs (a 
seemingly trivial aspect is, however, of critical impor-
tance), (4) the quantity of CRISPR components deliv-
ered (some of the off-target effects have been shown to 
be due to the high quantity used) (Hsu et al., 2013; Kus-
cu et al., 2014; Pattanayak et al., 2013). This issue proved 
critical in the efficient generation of animal models and 
was addressed using an appropriate optimization pro-
cedure based on appropriate quantities in specific ex-
perimental settings (Ren et al., 2014). An additional way 
to minimize the CRISPR drawbacks is to realize an ac-
curate design of the sgRNA/s. Several web-tools have 
been developed to that aim, facilitating the design and 
reducing the probability of undesired off-target effects 
(Table 34.2).

(Continued)

TABLE 34.2  Descriptions of Some of the Most Representative sgRNA Web-Design Tools

Name Links
On-target 
score

Off-target 
score PAM type

Organism 
check References

CRISPRdirect http://crispr.dbcls.jp/ No Yes Any of 3 
nucleotides

Several Naito, Y., Hino, K., Bono, H., Ui-Tei, K., 2014. 
CRISPRdirect: software for designing 
CRISPR/Cas guide RNA with reduced off-
target sites. Bioinformatics 31 (7), 1120–1123.

CCTOP http://crispr.cos.uni-
heidelberg.de/

No Yes Several 
species

Several Stemmer, M., Thumberger, T., Keyer, M.D., 
Wittbrodt, J., Mateo, J.L., 2015. CCTop: an 
intuitive, flexible and reliable CRISPR/
Cas9 target prediction tool. PLoS One 10 (4), 
e0124633.

Cas-OFFinder http://www.rgenome.
net/cas-offinder/

No Yes Several 
species

Several Bae, S., Park, J., Kim, J., 2014. Cas-OFFinder: a 
fast and versatile algorithm that searches for 
potential off-target sites of Cas9 RNA-guided 
endonucleases. Bioinformatics, 30 (10), 
1473–1475.
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Name Links
On-target 
score

Off-target 
score PAM type

Organism 
check References

CRISPR design http://crispr.mit.edu/ No Yes NGG Several Hsu, P.D., Scott, D.A., Weinstein, J.A., Ran, 
F.A., Konermann, S., Agarwala, V., et al., 
2013. DNA targeting specificity of RNA-
guided Cas9 nucleases. Nat. Biotechnol. Nat. 
Biotechnol. 31 (9), 827–832.

CRISPR-ERA http://crispr-era.
stanford.edu/

Yes Yes NGG and 
NAG

Nine Liu, H., Wei, Z., Dominguez, A., Li, Y., Wang, X., 
Qi, L.S., 2015. CRISPR-ERA: a comprehensive 
design tool for CRISPR-mediated gene 
editing, repression and activation: Fig. 1. 
Bioinformatics 31 (22), 3676–3678.

CRISPR 
MultiTargeter

http://www.
multicrispr.net/
basic_input.html

No No NGG or 
customize

Twelve Prykhozhij, S.V., Rajan, V., Gaston, D., Berman, 
J.N., 2015. CRISPR MultiTargeter: a web 
tool to find common and unique CRISPR 
single guide RNA Targets in a set of similar 
sequences. PLoS One 10 (3), e0119372

E-CRISP http://www.e-crisp.
org/E-CRISP/
designcrispr.html

No Yes NGG and 
NAG

Several Heigwer, F., Kerr, G., Boutros, M., 2014. 
E-CRISP: fast CRISPR target site 
identification. Nat. Methods 11 (2), 122–123.

flyCRISPR http://tools.flycrispr.
molbio.wisc.edu/
targetFinder/

No Yes NGG Insect 
species

Gratz, S.J., Ukken, F.P., Rubinstein, C.D., 
Thiede, G., Donohue, L.K., Cummings, 
A.M., O’connor-Giles, K.M., 2014. Highly 
specific and efficient CRISPR/Cas9-catalyzed 
homology-directed repair in Drosophila. 
Genetics 196 (4), 961–971.

WGE http://www.sanger.
ac.uk/htgt/wge/

No Yes NGG Human or 
mouse

Hodgkins, A., Farne, A., Perera, S., Grego, T., 
Parry-Smith, D.J., Skarnes, W.C., Iyer, V., 
2015. WGE: a CRISPR database for genome 
engineering: Fig. 1. Bioinformatics 31 (18), 
3078–3080.

CHOPCHOP http://chopchop.cbu.
uib.no/

No Yes NGG Several Labun, K., Montague, T.G., Gagnon, J.A., 
Thyme, S.B., Valen, E., 2016. CHOPCHOP v2: 
a web tool for the next generation of CRISPR 
genome engineering. Nucleic Acids Res. 44 
(W1), W272–W276.

sgRNA design http://portals.
broadinstitute.
org/gpp/public/
analysis-tools/
sgrna-design

Yes Yes NGG Human or 
mouse

Doench, J.G., Fusi, N., Sullender, M., Hegde, M., 
Vaimberg, E.W., Donovan, K.F., et al., 2016. 
Optimized sgRNA design to maximize activity 
and minimize off-target effects of CRISPR-
Cas9. Nat. Biotechnol. 34 (2), 184–191.

WU-CRISPR http://crispr.wustl.
edu/

No Yes NGG Human or 
mouse

Wong, N., Liu, W., Wang, X., 2015. WU-CRISPR: 
characteristics of functional guide RNAs for the 
CRISPR/Cas9 system. Genome Biol. 16, 218.

Breaking-Cas http://bioinfogp.
cnb.csic.es/tools/
breakingcas/

Yes Several ENSEMBL 
genomes

Oliveros, J.C., Franch, M., Tabas-Madrid, D., 
San-León, D., Montoliu, L., Cubas, P., Pazos, 
F., 2016. Breaking-cas—interactive design of 
guide RNAs for CRISPR-Cas experiments for 
ENSEMBL genomes. Nucleic Acids Res. 44 
(W1), W267-W271.

SSC http://crispr.dfci.
harvard.edu/SSC/

No Yes NGG Human or 
mouse

Xu, H., Xiao, T., Chen, C., Li, W., Meyer, C.A., 
Wu, Q., et al., 2015. Sequence determinants of 
improved CRISPR sgRNA design. Genome 
Res. 25 (8), 1147–1157.

Name—name of the web-tool; off-target score—prediction of off-target cutting; on-target score—prediction of cutting on-target site; organism check—genomes that 
could be checked to predict on-target and/or off-target scores; PAM, protospacer adjacent motif.

TABLE 34.2  Descriptions of Some of the Most Representative sgRNA Web-Design Tools (cont.)
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An experiment based on the CRISPR-Cas9 system can 
be performed using only a plasmid to express the Cas9 
nuclease and an sgRNA targeting a predefined locus. 
The CRISPR plasmid now costs around €60 or less, can 
be ordered online, and requires little specialist training. 
CRISPR enables researchers to engineer more animals 
in more complex ways and in a wider range of species. 
Jiahao Sha and colleagues (Niu et al., 2014) demonstrat-
ed how far human disease modeling can be taken: the 
authors used cynomolgus monkeys as a model species 
for studying human diseases. Until that moment, the 
application of monkeys in biomedical researches has 
been significantly hindered by the difficulties in produc-
ing animals that have been genetically modified at the 
desired target sites. The authors induced simultaneous 
disruption of two target genes (Ppar-γ and Rag1) using 
coinjection of Cas9 mRNA and sgRNAs into one-cell-
stage embryos.

Although the application of CRISPR-Cas9 in cancer 
modeling to date has focused on edition of the genome, 
recreation of epigenetic and transcriptome aberrations 
could constitute a major approach for cancer modeling 
in the future. Researchers are hoping to integrate the 
new CRISPR-Cas9 tools to precisely manipulate the ge-
nome and epigenome in animal models. This approach 
could make it possible to reproduce and analyze—at 
least partially—the complexity of human cancer. For ex-
ample, “epi-modeling” of cancer could be performed us-
ing epigenetic modifiers fused to dead Cas9 or recruited 
by scRNA. Such tools will reach the locus of interest and 
subsequently change the methylation state or mediate 
histone modification in a site-specific manner. These new 
approaches will not only improve our understanding 
of cancer biology, but could also facilitate translational 
biomedical science. CRISPR could pave the way for new 
therapeutic approaches and drug screening assays both 
in vitro and in vivo (Shi et al., 2015).

The rapid advances in CRISPR-Cas9 systems toward 
application for treatment of human diseases have given 
rise to the discussion of the ethical implications of this 
technology (Keener, 2015). In 2015, the first study on the 
use of CRISPR-Cas9 in human zygotes was published. 
Although these zygotes were unable to develop into vi-
able embryos because they have one oocyte nucleus and 
two sperm nuclei, the study raised ethical alarms and 
led to a worldwide moratorium on genomic engineer-
ing of human germlines by both biologists and ethicists 
(Hurlbut, 2015). It was proposed that, instead of impos-
ing a moratorium on the development of such a prom-
ising technology, dynamic guidelines involving society 
as a whole should be developed to run in parallel with 
scientific advances so that they can be established pro-
gressively (Committee on Science, Technology, and Law; 

Policy and Global Affairs; National Academies of Scienc-
es, Engineering, and Medicine; and Olson, 2016). Before 
human germlines can be genetically engineered, appro-
priate control models are warranted for testing efficacy 
and safety to minimize collateral effects. Such models 
would include more accurate and sensitive tools to as-
sess off-target events and mosaicism (Chan et al., 2015).

CRISPR-Cas9 is a groundbreaking technology. It her-
alds an era of changes, with potential application in ther-
apeutics, disease modeling, and genetic studies. Efforts 
are already under way to develop CRISPR-Cas9-based 
treatments for cancers of all levels of genetic complex-
ity. The challenge facing researchers today is to develop 
innovative technologies and improve the safety and effi-
cacy of the new tools. CRISPR cancer models are reveal-
ing factors with wide-ranging implications for human 
cancers. The combination of such approaches with next-
generation sequencing data provides us with an unprec-
edented opportunity to create powerful and more infor-
mative cellular and animal genetic models that enhance 
our understanding of human cancer. We believe that 
many of the applications of CRISPR-based genome en-
gineering technology will help to decipher both intrinsic 
and microenvironmental cellular elements that play a 
role in oncogenesis, cancer progression, and metastasis 
and may even enable a cure for some cancers.

Glossary
Chromosomal rearrangements Chromosomal abnormalities where a 

chromosome’s structure is reorganized through deletions, inversions, 
translocations, or duplications. Usually is produced by a break in 
both helices of the DNA followed by a rejoining of the ends of the 
broken area, leading to new genes.

Conditional alleles Alleles that are engineered to be expressed only in 
the presence of a second component.

Driver and passenger mutations Mutations that differ in the fact that 
driver mutations give a selective advantage to the cells to grow more 
than the neighboring cells, increasing its survival or reproduction. In 
cancer cells, there are a reduced number of driver mutations, while 
passenger mutations appear in large number in most of tumors and 
do not confer selective advantage to the cells.

DSB Cleaved generated in both strands of DNA that can be repaired 
by HR or NHEJ pathways.

GEMMs Transgenic models of mouse used as a tool in biomedical 
research. They are usually engineered to mutate cancer genes.

GOF mutations Mutations that generate a new function.
HDR A mechanism in cells to repair double-strand DNA breaks (DSBs) 

that uses a homology sequence to the break to repair the DNA. It can 
be used to modify the genome of different organism by inserting a 
DNA with the mutation.

Indels Mutations generated by the insertion or deletion of bases in the 
genome of an organism.

Knockin A genetically modified organism which has replaced a normal 
gene by an altered gene with a specific mutation

Knockout (KO) A genetically modified organism that lacks the expres-
sion of a particular gene.

LOF Mutations that generate the lost or reduction of a function.
NHEJ pathway process of DNA reparation without the need of a ho-

mologous template. It consists in the fact that after the generation of 
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the DSB, a nuclease processed the ends by its junction and ligation 
causing generally the lost and introduction of some bases.

Oncogene A gene that had the potential to cause cancer. These genes 
are abnormally activated by a mutation responsible for the transfor-
mation of a normal cell into cancer cells. These genes, before mutate 
are involved in normal growth and division of cells

Organoid Also known as miniorgan. It is a three-dimensional culture 
grows in vitro to mimics organ structure and function.

PAM A sequence of three nucleotides downstream of the DNA sequence 
targeted by Cas9 nuclease.

sgRNA A noncoding RNA composed of a region of 20 nt complemen-
tary to the genome, and a Cas9-binding region that guides the protein 
to perform the cut at a specific locus. sgRNA is a condensation of 
the crRNA y tracrRNA

ssODNs A set of nucleotides complementary to the target site used as 
template for the DSB repair by HDR. It presents homology arms on 
either side of the cut site.

TALENs An engineered restriction enzymes that can cut specific se-
quences of DNA. It is composed of a transcription activator-like 
proteins and FokI nuclease.

Transgenesis The introduction of foreign DNA into a genome, so that 
it remains stable hereditary and affects all cells.

TSG A gene involved in cell growth inhibiting excessive cell prolife-
ration. Mutation in these genes can lead to cancer. It is also known 
as antioncogene.

Xenograft (also referred as patient-derived xenograft, PDX) A tissue 
graft or organ implantation of a species into a different one. For 
example, implantation of human tumor cells in a mouse.

ZFNs An engineered restriction enzymes composed of a ZF DNA-bin-
ding domain and a DNA cleavage domain (FockI). The ZF domain 
can be designed to join a specific region of genome. It facilitates 
targeted editing of the genome by creating DSBs.
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1 INTRODUCTION TO ANIMAL MODELS 
OF BREAST CANCER

In vivo models have long been an integral component 
of cancer research, with a long history of use in identify-
ing carcinogens, testing preventive agents, and screening 
therapeutics. This chapter specifically focuses on animal 
models of breast cancer with a major emphasis on rodent 
models. Although neither mice nor rats spontaneously 
develop cancer at high frequency, numerous mutations 
(naturally occurring, chemically induced and/or geneti-
cally engineered) increase cancer incidence in specific 
strains (Anisimov et al., 2005; Cheon and Orsulic, 2011). 
Furthermore, immunodeficient rodents can serve as 
hosts for human cancer cells as xenografts, a model 
widely used for testing tumorigenicity and evaluating 
new therapeutics (Clarke, 1996; Mollard et al., 2011). Ad-
ditional models include virally transmitted cancers, UV 
or ionizing radiation induced tumors, and cancers pro-
moted by chronic hormone treatments. Each model has 
advantages and disadvantages, and the specific choice 
will depend on the type of breast cancer being studied, 
as well as the specific questions being addressed by the 
research. Most of the models discussed have been well 
characterized and are widely available. In the case of 
heterogeneous cancers like breast, certain models more 
closely mimic specific subtypes or stages of the human 
disease. To provide a basis for understanding these di-
verse models, the biology and heterogeneity of human 
breast cancer are briefly reviewed prior to discussion of 
the specific experimental approaches.

2 CONCEPTS OF BREAST CANCER 
BIOLOGY

2.1 Incidence and Risk Factors

According to the American Cancer Society’s most recent 
statistics (American Cancer Society, 2015), breast cancer is 
the most commonly diagnosed malignancy in US women, 
with over 230,000 cases in 2015. The majority of women 
are diagnosed with invasive cancers and are at high risk 
for development of deadly metastases. Like many of the 
solid tumors common in populations living in industrial-
ized countries, the incidence and mortality of breast cancer 
increases with age. In fact, 80% of diagnoses and almost 
90% of deaths from breast cancer are in women over the 
age of 50. Between 1990 and 2007, the mortality rate from 
breast cancer has slowly declined (approximately 2.2% 
per year), an effect deemed to be due to strategies aimed 
at prevention and treatment, as well as to earlier diagno-
sis due to widespread screening. Despite these improve-
ments, breast cancer kills over 40,000 women yearly in the 
United States. Thus, it is clear that additional strategies for 

treatment and prevention of breast cancer are needed, and 
research progress in both of these directions often rely on 
animal models of breast cancer.

Risk factors and etiologic agents associated with breast 
cancer include those related to reproductive history (age 
at menarche, age at menopause, nulliparity, parity after 
age 30, hormone replacement therapy), family history, 
genetics, and radiation exposure. Tumor suppressor 
genes associated with breast cancer include the breast 
cancer susceptibility genes BRCA1 and BRCA2, p53, and 
ATM; however, it is estimated that only about 10% of 
breast cancer can be attributed to loss of function muta-
tions in these genes. The vast majority of breast cancer 
cases are sporadic in nature, although as described later 
in the chapter several characteristic molecular changes 
have been linked with disease pathology and prognosis.

2.2 Subtypes and Prognosis

The term “breast cancer” collectively refers to many 
types of neoplastic diseases that arise in the mammary 
gland. Although the gland is composed of multiple cell 
types (epithelial cells, stromal fibroblasts, adipocytes, 
immune cells), the clinically relevant breast cancers typi-
cally derive from the epithelial cells and are thus termed 
carcinomas. The breast epithelium is a bilayer composed 
of luminal cells and basal (myoepithelial) cells arranged 
in ducts and lobules, and cancers can arise from both 
cell types in either location (Bombonati and Sgroi, 2011). 
Ductal carcinoma is the most commonly diagnosed type 
of human breast cancer (accounting for approximately 
85% of all breast cancers). In general, the disease con-
tinuum begins with ductal hyperplasia and progresses 
to ductal carcinoma in situ (DCIS, a noninvasive lesion), 
which gives rise to invasive carcinoma if not removed 
(Vargo-Gogola and Rosen, 2007). A detailed evaluation 
of DCIS incidence and risk factors in the United States 
was recently compiled by the American Cancer Society 
(American Cancer Society, 2015). Development of inva-
sive cancer from precursor lesions is driven by genetic 
and epigenetic changes within the epithelial cells and 
alterations in the complex communications between the 
epithelial cells and their microenvironment. The result-
ing carcinomas are highly heterogeneous, and distinct 
subtypes have been identified based on histopathology, 
putative cell of origin, genomic profiling, and clinical 
outcomes. Estrogen receptor-alpha-positive (ER+) and 
progesterone receptor-positive (PR+) breast cancers ac-
count for 60%–70% of the breast cancer cases diagnosed 
in humans (Anderson et al., 2002). While less common, 
tumors lacking ER or PR, and those with high expres-
sion of the growth factor receptor HER2, are generally 
more aggressive. As discussed in this chapter, distinct 
approaches are available to model the various histopath-
ological subtypes of breast cancer in laboratory animals.
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Despite continued research, breast cancer is associat-
ed with a 20% mortality rate within the first 5 years after 
diagnosis. The severity of the disease reflects many fac-
tors including metastatic potential, hormone indepen-
dence, drug resistance, and histological heterogeneity. 
Sites of breast cancer metastasis include regional lymph 
nodes, lung, liver, brain, and bone. Median survival of 
patients with metastases is 2–3 years. Development of 
bone metastases is particularly common (∼80% of pa-
tients with metastases have skeletal involvement) and 
is currently incurable. Mechanistic aspects of breast 
cancer cells homing to bone to induce osteolytic le-
sions are poorly understood. Animal models that mimic 
the unique sites of metastases of human breast cancer 
would be extremely valuable, but currently such mod-
els are limited.

Treatment of breast cancer is based on histopathologi-
cal features (grade, stage, and hormone/growth factor 
receptor status) of newly diagnosed tumors. Early stage 
lesions (DCIS) are routinely treated by surgical remov-
al (lumpectomy or mastectomy) followed by radiation 
therapy and in some cases antiestrogen therapies. For 
invasive breast cancers, surgery is followed by adjuvant 
systemic therapy depending on the specific stage and 
molecular aspects of the primary tumor. Patients with 
ER+ and/or PR+ tumors will receive hormone therapy; 
those whose tumors overexpress the growth factor recep-
tor HER2 will receive the targeted therapy trastuzumab, 
usually in combination with chemotherapy. Patients 
whose tumors lack hormone and growth factor recep-
tors (so called triple negative or basal-like tumors) will 
be treated with systemic chemotherapeutic regimens. 
Newly identified molecular features and the presence of 
distinct oncogenic pathways are continuously emerging 
as significant therapeutic targets as well.

Complications arising from current therapies for 
breast cancer include development of drug resistance, 
as well as side effects, such as thinking and memory 
problems (chemobrain), cardiac toxicity, and osteopo-
rosis (with estrogen deprivation therapies). Animal 
models are increasingly being used to test strategies 
for prevention of drug resistance and therapeutic side 
effects.

2.3 Molecular Heterogeneity

Intensive genomic profiling of tumors, and result-
ing publically available datasets, such as The Cancer 
Genome Atlas (TCGA), has highlighted the heterogene-
ity of human breast cancer and facilitated the identifi-
cation of molecular subtypes (Kreike et al., 2007; Perou 
et al., 2000; Sorlie et al., 2001; Strehl et al., 2011; Weigelt 
et al., 2008). Several major subtypes with characteristic 
gene expression profiles have been identified, which 
represent about 80% of all breast cancers. Invasive 

ductal carcinomas were originally characterized into 
five major molecular subtypes: luminal A, luminal 
B, basal/triple negative, HER2 positive, and normal 
breast-like (Perou et al., 2000). Each subtype exhibits 
distinct profiles of hormone and growth factor receptors 
(ER, PR, HER2), cytokeratins, and proliferation mark-
ers. Most importantly, each tumor subtype has a char-
acteristic prognostic outcome, with luminal A tumors 
(which are ER+, PR+, and HER2- and usually express 
functional p53) typically having much better prognosis 
than the other types. Luminal B tumors tend to be ER+, 
PR+, and HER2+ and are usually larger and of higher 
grade with more frequent p53 mutations than luminal A 
tumors. HER2 tumors highly express the HER2 growth 
factor receptor (usually due to genomic amplification), 
are negative for ER and PR and usually of high tumor 
grade. Basal/triple negative tumors are predominantly 
ER- PR- and HER2- but often express HER1 and/or cy-
tokeratin 5/6 proteins and p53 mutations. Most breast 
cancers that develop in women with loss of function 
mutations in BRCA1 or BRCA2 are basal/triple nega-
tive. Molecular profiling (Lehmann et al., 2011) has 
confirmed heterogeneity of the basal/triple negative 
tumors leading to the identification of six subtypes 
with unique gene expression profiles and ontologies (2 
basal-like, 1 mesenchymal, 1 mesenchymal stem-like, 1 
immunomodulatory, and 1 luminal androgen receptor 
subtype). Other less common molecular subtypes have 
been described including normal breast-like, claudin-
low type, and apocrine molecular type. As detailed fur-
ther in the chapter, recent studies have focused on com-
parative genomic profiling of human and mouse breast 
tumors to ascertain whether similarities exist with re-
spect to expression of these well-characterized human 
breast cancer subtype biomarkers. When possible, it is 
important to choose an animal model of breast cancer 
that best mimics the specific subtype of human breast 
cancer being addressed by the research.

2.4 Breast Cancer Cells of Origin

It has been suggested that the molecular heterogene-
ity of breast tumors might reflect distinct cells of origin 
(Lindeman and Visvader, 2010). Thus, the initial target 
for transformation could be a mammary stem cell, a com-
mitted progenitor cell, or a mature breast epithelial cell, 
all of which would give rise to tumors with distinct fea-
tures. Another emerging related issue is the recognition 
that human breast cancers contain “cancer stem cells” or 
“tumor initiating cells” that drive tumor initiation and/
or progression. Advances in techniques to identify and 
isolate mammary stem cells support the concept that 
stem cell populations exist in human breast tumors and 
that analogous populations can be identified in certain 
murine tumors and human xenografts.
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3 MODELING BREAST CANCER 
IN RODENTS

3.1 General Approaches

Given the reality of species differences and the known 
diversity of human breast cancer, major challenges exist 
in modeling breast cancer in animals. No single model 
is capable of mimicking the heterogeneity characteristic 
of human breast carcinoma or the natural progression of 
the disease (particularly the metastatic process). How-
ever, molecular comparison of human breast cancers 
and experimental murine tumors has demonstrated that 
 certain models are highly useful for studying specific 
disease subtypes. Unfortunately, models are severely 
limited for some of the rarer types of breast cancers 
(whose origin and molecular features are often poorly 
understood). An example is inflammatory breast cancer, 
which arises more often in younger women, is highly ag-
gressive, and frequently misdiagnosed. Available mod-
els of inflammatory breast cancer are limited to a few cell 
lines that can be grown in immune compromised mice 
but fail to recapitulate the unique biology of the disease.

Because of these and other limitations, multiple in 
vivo breast cancer models have been developed and stan-
dardized, primarily in mice. Ideally multiple approaches 
should be used in a complementary fashion to fully ad-
dress research questions. In addition to the study of carci-
nogenesis in intact animals (i.e., spontaneous, induced, or 
transgenic tumor models on wild-type or various knock-
out backgrounds), the murine mammary gland is ame-
nable to organ culture and transplantation techniques, 
which have greatly facilitated our understanding of nor-
mal glandular development, mammary stem cells, and 
epithelial–stromal interactions. Although the anatomy 
and histology of the murine gland is quite distinct from 
that of the human gland, the epithelial structures, devel-
opmental processes, and hormonal controls are similar. 
The following sections will highlight the most commonly 
used models in terms of advantages and disadvantages 
for research purposes with an emphasis on comparative 
aspects of human versus rodent systems.

3.2 Issues to Consider When Choosing 
an Animal Model

There are a few key considerations that impact the 
choice of animal model for breast cancer studies. These 
include (but are not limited to) the genetic background 
of the mouse strain, whether an intact immune system is 
important, whether the research question is focused on 
treatment or prevention, and whether modeling of me-
tastasis is desired. Inbred mouse strains vary widely in 
their sensitivity to tumorigenesis, and in some cases this 
is tissue-specific. In general, mice on the BALB/c, FVB, 

and C3H backgrounds are highly susceptible to mam-
mary tumorigenesis whereas those on the C57BL back-
ground are quite resistant (Medina, 2010). This has be-
come problematic for many researchers since the C57BL 
background is frequently used for the generation of 
knockout mice. Testing carcinogen sensitivity or crossing 
of knockout mice on the C57Bl background with trans-
genic models of mammary cancer often requires initial 
backcrossing to the appropriate background, a labori-
ous and costly process. Another consideration which is 
particularly important with xenograft studies is whether 
genetic defects in the immune system of host mice will 
adversely impact the results or their interpretation (more 
details on specific immunodeficient mouse strains are 
provided in Section 5.4). When studying breast cancer 
prevention, approaches are needed that focus on normal 
tissue or early stages of disease, whereas new therapeu-
tic approaches are more appropriately evaluated in es-
tablished tumors and/or models of metastatic disease.

4 SPONTANEOUS AND INDUCED 
MAMMARY TUMORIGENESIS 

IN RODENTS

4.1 Spontaneous Mammary Tumors

Most laboratory rodent strains spontaneously de-
velop mammary tumors as they age, but the incidence 
and tumor pathology varies. In a pathological survey 
of spontaneous mammary tumors in various mouse 
strains, papillary adenocarcinomas, glandular adenocar-
cinomas, microacinar adenocarcinomas, type P tumors, 
adenomyoepitheliomas, and adenosquamous carcino-
mas were identified (Mikaelian et al., 2004). The papil-
lary carcinomas that developed in BALB/cJ mice were 
found to be highly similar to the most common subtype 
of human breast cancer as they were exclusively com-
posed of cells with a luminal phenotype. Other similari-
ties between spontaneous mammary cancers in mice and 
human breast cancer are the age dependence, gender 
differences, hormonal influences, and circadian patterns 
(Anisimov et al., 2005). However, important species dif-
ferences include the overall tumor spectrum, the number 
of genetic events thought to be required for tumor for-
mation, the common occurrence of spontaneous regres-
sion in mouse tumors but not human tumors, and differ-
ences in dietary responses and metabolism.

4.2 Virally Induced Mammary Tumors

It has long been known that some strains of mice (C3H, 
GR) with high rates of spontaneous mammary tumors 
harbor a dominantly expressed, genetically transmitted 
proviral genome that encodes a highly infectious virus, 
the mouse mammary tumor virus or MMTV (Callahan 
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and Smith, 2000). Different strains of MMTV have been 
isolated from various mouse lines, and these vary in their 
infectious potency and ability to induce mammary tumors 
(Dudley et al., 2016). In addition to germline transmission, 
MMTV is shed in milk of infected females and can be trans-
mitted to pups during lactation. Further details on the life 
cycle of exogenous MMTV in various murine strains, in-
cluding the role of the gut microflora in viral transmission, 
are provided in a recent review (Dudley et al., 2016).

MMTV induces mammary tumors with relatively long 
latency (6–12 months). Like the majority of human breast 
cancers, MMTV-induced tumors are dependent on ovar-
ian hormonal cycles. Parous females of strains carrying 
MMTV in their germline develop mammary tumors that 
arise from preneoplastic hyperplastic alveolar nodules. 
The incidence of tumors increases with additional preg-
nancy/lactation cycles. Analysis of MMTV tumors has 
demonstrated that they are clonal in nature and result 
from multiple mutations events. Mechanistically, MMTV 
is a retrovirus that induces tumors through insertional 
mutagenesis, a process whereby viral sequences inte-
grate into the host genome and deregulate the expres-
sion of critical growth control genes. Initial analysis of 
viral integration sites in MMTV tumors established that 
the virus commonly integrates near genes involved in 
Wnt signaling, mechanistically linking this pathway to 
mammary tumorigenesis. More recently, high-through-
put analysis of MMTV integration sites has been used 
to identify and validate additional novel mammary 
oncogenes including those involved in Fgf and map ki-
nase signaling, as well as several unknown genes (Kim 
et al., 2011; Theodorou et al., 2007). Since it is likely that 
mutations induced by MMTV and genes identified at in-
tegration sites participate in signaling pathways that are 
relevant to human oncogenesis, the MMTV tumor model 
has reemerged as an important approach for identifica-
tion of additional genes that contribute to breast cancer 
etiology and pathogenesis. In addition, recent studies 
have identified mammary tumor virus-like particles in 
samples of human milk and breast cancer suggesting the 
intriguing possibility that a human mammary tumor vi-
rus (HMTV) might be linked to a subset of human breast 
cancers (Cedro-Tanda et al., 2014; Nartey et al., 2014). If 
confirmed, the MMTV mouse model will become even 
more relevant as a research tool.

4.3 Identification of Mammary Carcinogens 
in Rodents

In addition to tumors that arise spontaneously or in 
association with MMTV infection, mammary carcinomas 
can be induced in rodents by various agents including 
chemical carcinogens, hormonal agents, and ionizing ra-
diation. By far the most commonly used research models 
employ rats and mice exposed to chemical carcinogens. 

Aside from research use, however, another major appli-
cation of rodent models is screening of environmental, 
industrial, and other chemicals for carcinogenic poten-
tial. The National Toxicology Program (NTP, http://ntp.
niehs.nih.gov/) has established standardized long-term 
carcinogenesis bioassays in rats (Harlan Sprague Dawley) 
and mice (B6C3F1 hybrid). These protocols employ three 
exposure concentrations of each test agent, plus untreated 
controls, in groups of 50 animals with a 2-year monitoring 
period. NTP maintains a publically accessible, searchable 
database that catalogs bioassay results. Agents that test 
positive in this program, which has been in place since 
1978, are categorized as potential human carcinogens and 
further evaluated for public health relevance.

In the case of mammary tumors, the NTP protocol 
utilizes both male and female animals and employs 
various routes of administration (i.e., gavage, injection, 
inhalation) depending on the specific agent. Generally 
the route of administration is chosen that best mim-
ics the route by which humans would be exposed. The 
NTP database lists 39 agents that have tested positive for 
site-specific induction of mammary cancer in either mice 
or rats (http://ntp.niehs.nih.gov/?objectid=E1D18034-
123F-7908-7B2C2AE41B1F3778), including a number of 
endocrine disruptors. These agents should be considered 
potential carcinogens for the human breast, since it is clear 
that the species differences between rodents and humans 
limit direct extrapolation of these bioassays. Further-
more, it should be noted that the existing NTP screening 
protocols do not take into account important issues, such 
as the impact of exposure windows (e.g., in utero, pu-
berty, pregnancy), age, or menopausal status, which are 
all known to be strong modifiers of breast cancer risk in 
humans. Although this screening program is not focused 
on research applications, the protocols, technical infor-
mation, and results are a valuable research resource and 
can provide the basis for more relevant in vivo studies on 
environmental chemicals and breast cancer.

4.4 Standardized Protocols for Induction of 
Mammary Tumors by Chemical Carcinogens

Historically, the rat has been extensively used to study 
mechanisms of chemically induced mammary tumori-
genesis (Huggins et al., 1961; Sydnor et al., 1962). Spe-
cific carcinogens that induce mammary tumors in rats 
include the polycyclic hydrocarbon 7,12-dimethylbenz-
anthracene (DMBA) and the alkylating agents methyl-
nitrosourea (MNU) and ethylnitrosourea (ENU). The 
general approach involves gavage treatment of young 
adult virgin female Sprague Dawley rats with one or 
multiple doses of carcinogen (e.g., 20 mg DMBA in pea-
nut oil) and monitoring of tumor development over pe-
riods of 2–6 months. Monitoring for tumor development 
is generally by weekly palpation of each mammary fat 
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pad with quantitation of final tumor weights at necrop-
sy. The data outcomes for these types of studies include: 
time to tumor detection (latency), percentage of animals 
developing tumors (incidence), number of tumors per 
animal (multiplicity), final tumor size (volume and/or 
weight), and pathology. Typical mammary tumor inci-
dence with these protocols is approximately 50% and 
individual animals may develop multiple tumors. The 
low incidence and biological variability in the induction 
of tumorigenicity and the rate of tumor growth in these 
protocols somewhat limits their suitability for preven-
tion and therapy studies, as large cohorts of animals 
are required for statistical validity. However, these tech-
niques have been used to examine the effects of dietary 
modifications and putative chemopreventive agents on 
mammary tumorigenesis.

Histologically, the mammary tumors induced in fe-
male rats by carcinogens, such as DMBA or MNU are 
predominantly adenocarcinomas and they generally ex-
press ER and PR. Most importantly, the incidence, multi-
plicity, and latency of these tumors has been shown to be 
modulated by age, reproductive history, and hormonal 
status of the rat at the time of carcinogen exposure in-
dicating that their onset is hormone dependent (Russo 
and Russo, 1996). A major advantage of these rat models 
is that the resulting tumors are usually hormone depen-
dent, a common feature of human breast tumors. These 
protocols have thus been useful for dissecting the ini-
tiation, promotion, and progression steps of mammary 
carcinogenesis in relation to endocrine status. A recent 
report characterized MNU-induced mammary tumors 
in male rats as a potential model for male breast cancer 

(Yoshizawa et al., 2016). In contrast to human male breast 
cancers which are usually ER positive, however, mam-
mary tumors induced by MNU in male rats weakly ex-
pressed ER and were negative for PR, suggesting differ-
ent pathogenesis in the two species.

A major drawback of the rat chemically induced carci-
nogenesis model is the limited potential for these tumors 
to metastasize. And, although the histology and many 
features of these rat mammary tumors are similar to that 
of human breast tumors, the specific chemical agents 
used in these protocols are not considered relevant to the 
etiology of the human disease.

More recently, the rat protocols have been modi-
fied for use in mice in order to examine the impact of 
various knockout and transgenic manipulations on the 
sensitivity of the mammary gland to transformation 
(Medina, 2010). In mice, tumorigenesis is highly strain 
dependent (DBA2f, BALB/c, and Sencar mice are sensi-
tive whereas C57BL mice are fairly resistant). As a rule, 
tumorigenesis in mice requires multiple doses of car-
cinogens, particularly for the less sensitive strains. As in 
the rat model, administration of exogenous hormones 
(particularly progestins) enhances tumor incidence and 
reduces latency of chemically induced murine tumors. A 
typical protocol for the induction of mammary tumors in 
C57Bl6 mice using DMBA as carcinogen and the synthet-
ic progestin medroxyprogesterone acetate (MPA) as pro-
moter is shown in Fig. 35.1. With this protocol, tumors 
appear within 4 months of DMBA administration and an 
overall incidence rate of approximately 75% is observed 
by 6 months. Histologically, the tumors that develop 
in response to DMBA are predominantly squamous or 

FIGURE 35.1 General scheme for chemically induced carcinogenesis in mice. (A) In a typical protocol, prepubertal mice are administered 
medroxyprogesterone acetate (MPA) to stimulate proliferation of the mammary epithelium prior to administration of two doses of dimethyl-
benzanthracene (DMBA) by gavage. Tumor development is monitored by palpation of all 10 mammary glands beginning 2 months after the last 
dose of DMBA. (B) Whole mounts of mammary glands stained with carmine can be used to visualize preneoplastic lesions. Histological sections 
fixed in formalin, paraffin embedded, and stained with hematoxylin and eosin are used to examine tumor pathology. Depending on the genetic 
background, both myoepithelial (pilar-type) and squamous tumors can be induced with these protocols.
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adenosquamous carcinomas; however, pilar tumors, 
scirrhous tubular, spindle cell, and papillary carcinomas 
are also seen. In contrast to chemically induced mam-
mary tumors in the rat, the tumor types that develop in 
the murine mammary gland are not usually ER+ or hor-
mone responsive.

One of the important applications of chemically in-
duced mammary tumorigenesis protocols in rodents is 
for studying the effects of pregnancy on tumor devel-
opment. In humans, a full-term pregnancy exerts long-
term protective effects against breast cancer; however, 
the mechanisms of this protection are largely unknown 
(Balogh et al., 2006; Britt et al., 2007; Russo et al., 2006). 
Pregnancy protects against subsequent chemical carcin-
ogen-induced breast cancer in both rats and mice. For 
example, the incidence of tumors in virgin rats treated 
with DMBA was greater than 70%, whereas age-matched 
animals that had completed a full-term pregnancy prior 
to carcinogen exposure displayed only 14% incidence. 
This dramatic difference in tumor development in the 
rodent models has been exploited in studies designed to 
identify the mechanisms underlying pregnancy-induced 

protection against breast cancer. These studies have 
demonstrated multiple factors that may contribute to 
this protection including altered hormone status, matu-
ration of the gland, changes in stem cell populations, 
and altered estrogen responsiveness (Britt et al., 2007; 
Russo et al., 2006).

A technical problem inherent in use of the mouse 
model is that the commonly used carcinogens are not 
specific for mammary cells, and tumors at other sites 
(i.e., lymph, lung, stomach, and ovary) contribute to the 
observed morbidity and mortality. The tumor spectrum 
is strain and dose dependent, however, and various pro-
tocols have been developed that optimize formation of 
mammary tumors, somewhat alleviating this concern 
(Medina, 2010).

A complementary approach to the whole animal car-
cinogenesis protocols discussed earlier involves the use 
of mouse mammary gland whole organ culture (MMOC, 
Fig. 35.2). The MMOC technique has been extensively 
used for studies on mammary gland development and 
epithelial–stromal interactions but can also be applied to 
carcinogenesis studies (Mehta et al., 2008). The standard 

FIGURE 35.2 Outline of the mouse mammary organ culture procedure. (A) Prepubertal mice are supplemented with estrogen and progester-
one to stimulate glandular growth and facilitate adaptation of the whole organ to culture. Glands are dissected under sterile conditions and placed 
in culture with media containing specific hormone cocktails and DMBA for induction of alveolar or ductal lesions. (B) Sealed apparatus for organ 
culture accommodates 24 culture dishes (35 mm diameter). (C) One whole mammary gland is cultured per dish. (D) Subcutaneously implanted 
hormone pellets facilitate growth of glands in culture. Compared are glands removed from nonsupplemented (a) and hormone supplemented (b) 
mice after culture.
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technique involves pretreatment of 4-week-old BALB/c 
female mice with 1 µg of estradiol and 1 mg of progester-
one for 9 days to prime the glands for culture, followed 
by removal to serum-free hormone supplemented me-
dia. Under the appropriate hormonal conditions, glands 
undergo lobulo-alveolar development in culture and 
when hormones are removed these structures regress. 
It has been demonstrated that inclusion of carcinogens 
including DMBA and NMU in the culture leads to the 
induction of preneoplastic lesions in the MMOC system. 
Furthermore, the prevailing hormonal conditions in the 
culture modulate the type of lesion produced. Under 
conditions of estrogen and progesterone stimulation, 
mammary ductal lesions develop whereas in the absence 
of these hormones alveolar lesions develop. In MMOC, 
precancerous lesions can be triggered in response to a 24 h 
exposure to DMBA and can be detected within 14 days 
of carcinogen exposure. Suppression of the incidence 
and multiplicity of these lesions by a variety of natural 
and synthetic chemicals has been demonstrated (Mehta 
et al., 2008) indicating the usefulness of this technique 
as a screening bioassay for chemopreventive agents. In-
corporation of chemopreventive agents prior to or after 
DMBA exposure can provide insight into stage-specific 
preventive mechanisms. The MMOC is also a valuable 
approach to rapidly test the impact of specific genes on 
mammary carcinogenesis using glands from transgenic 
or knockout mice. However, the procedure requires op-
timization for mice on backgrounds other than BALB/c, 
particularly in the length of time animals are treated 
with hormones prior to harvesting of the glands and the 
doses of carcinogens employed in cultures.

4.5 Other Mammary Tumor Inducing Agents 
in Rodents

Although chemical carcinogens in rodents are fre-
quently used to study mammary tumorigenesis, they 
are not considered to be relevant etiologic agents for 
human breast cancer. In addition to genetic predisposi-
tion, major risk factors for human breast cancer include 
reproductive history (pregnancy, lactation, hormone 
use) and exposure to ionizing radiation. Of note, both 
chronic hormonal stimulation and exposure to radia-
tion have been shown to induce mammary tumors in 
rodents. Ovarian steroids are necessary for the develop-
ment of the mammary gland and as such their presence 
is permissive for growth and survival of the epithelial 
cells which are the targets for transformation. As noted 
earlier, estrogen and progesterone supplementation en-
hance the sensitivity of the mammary gland to spontane-
ous and chemically induced carcinogenesis. In BALB/c 
female mice, chronic, continuous administration of the 
synthetic progestin MPA induces mammary ductal carci-
nomas with a mean latency of 52 weeks and an incidence 

of about 80% (Lanari et al., 2009). In contrast to spontane-
ous, chemical, or MMTV-induced tumors in mice (which 
are typically hormone receptor negative), more than 60% 
of the MPA tumors express ER, PR, and prolactin recep-
tors. In addition, lymph node and lung metastases de-
velop in some cases. As observed for other models, the 
carcinogenic effect of MPA is strain-specific, with lower 
incidence in C3H mice than BALB/c mice and no tumor 
development in C57BL/6 mice.

Several rodent models have been developed for study-
ing the effects of ionizing radiation on mammary tumor 
development (Medina, 2010). In general, whole body ra-
diation exposure (γ rays or neutrons) induces ductal hy-
perplasias and adenocarcinomas in female BALB/c mice 
at low incidence (20%–45%) and with long latency (Storer 
et al., 1979; Ullrich et al., 1977). The high susceptibility 
of Balb/c mice to radiation-induced tumors has been 
attributed to a polymorphism in the Pkrdc gene which 
codes for a DNA repair enzyme (Rivina et al., 2016). Not 
unexpectedly, cells derived from murine tumors induced 
by radiation exposure are characterized by chromo-
somal instability (a feature not seen in cells from chemi-
cally induced tumors). Furthermore, mammary tumors 
in mice exposed to radiation are hormone independent 
and metastasize to lung. These features suggest that the 
protocols used for radiation-induced mammary tumors 
in mice are highly appropriate for modeling radiation-
induced human breast tumors.

5 GRAFTING AND TRANSPLANTATION 
APPROACHES

5.1 General Issues

The most commonly utilized models of breast can-
cer for screening therapeutics are those in which trans-
formed cells or whole tissues are grafted into compatible 
host animals. There are many variations of these tech-
niques, with different cells or tissues (animal, human), 
hosts (syngeneic, nonsyngeneic), and grafting sites (sub-
cutaneous, orthotopic, systemic). These models are all 
based on the well-documented premise that only trans-
formed cells are able to survive and grow into tumors 
in a host animal. In fact, a major use of these models is 
as a gold-standard test for cellular transformation (Ince 
et al., 2007) (Fig. 35.3).

The advantages of graft models of breast cancer are 
that they are technically easy, fairly reproducible, rela-
tively inexpensive, can be applied to transfected/knock-
out cells and can be used to study freshly isolated human 
cancer tissue. Furthermore, in contrast to the majority of 
chemically induced and transgenic models, many hu-
man breast cancer cell-line derived xenografts are ER+ 
and demonstrate hormone dependence in vivo. These 
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models have been particularly useful in the identifica-
tion of environmental estrogens, phytoestrogens, and 
synthetic ligands that act as agonists or antagonists of 
ER to modulate tumor growth.

There are several general limitations of graft ap-
proaches that should be noted. First, they are not appro-
priate for studies of primary tumor prevention since the 
cell lines utilized are already transformed prior to im-
plantation. Interventions that alter tumor development 
(i.e., the appearance of a solid tumor after implantation 
of cells) do not “prevent” tumorigenesis, rather they 
impact on the ability of the already transformed cells to 
adhere, survive, and proliferate in vivo. Another limita-
tion of graft approaches is that the critical interactions 
that evolve between epithelial cells and the microenvi-
ronment during tumor initiation are not recapitulated. 
Crosstalk between neoplastic epithelial cells and fibro-
blasts, immune cells, and endothelial cells is extremely 
important in the evolution of tumors yet in grafting 
models transformed cells are introduced into a normal 

host microenvironment. In addition, and likely related 
to the lack of a suitable tumor microenvironment, most 
human xenografts do not spontaneously metastasize in 
murine hosts, and those that do tend to metastasize to or-
gan sites that are not clinically relevant for human breast 
cancer. Metastasis can be achieved in xenograft systems 
via direct injection of breast cancer cells with metastatic 
potential into the circulation, but these approaches mim-
ic only part of the metastatic cascade. Another important 
limitation is that immune-deficient hosts must be used 
for human cells, precluding studies on the influence of 
the immune system on tumor growth or response to ex-
perimental therapies. Finally, the biggest disadvantage 
of graft models of cancer is that the therapeutic efficacy 
of drugs against xenografts is not highly predictive of 
clinical response. Specifically, the majority of drugs that 
are effective in xenograft studies fail to show similar effi-
cacy in clinical trials. The lack of efficacy likely relates to 
the rapid growth rate of experimental tumors and their 
homogeneity compared to human breast tumors. Newer 
models using patient-derived material for grafting may 
somewhat overcome this issue (see later). Because of the 
great variety of models and approaches in the literature, 
only a few representative models and approaches will 
be described here. Additional information can be found 
in recent reviews on in vivo modeling of breast cancer 
(Holliday and Speirs, 2011; Jenkins et al., 2005; Khanna 
and Hunter, 2005; Mollard et al., 2011; Troiani et al., 2008).

5.2 Technical Issues

Site of tumor cell administration. As noted previously, 
during endogenous breast tumor development, com-
plex interactions evolve between the neoplastic epithelial 
cells and the accessory cells (fibroblasts, adipocytes, vas-
cular, and immune cells) in the tissue microenvironment 
(Hanahan and Coussens, 2012). Accessory cells secrete 
growth factors, hormones, and cytokines that modulate 
the behavior of the epithelial tumor cells, and converse-
ly, tumor cells secrete factors that modulate cells in the 
microenvironment. These epithelial–stromal interactions 
contribute to tumor progression via promotion of cell sur-
vival, remodeling of the extracellular matrix, and chronic 
inflammation. Furthermore, crosstalk between tumor cells 
and endothelial cells is critical for driving angiogenic pro-
cesses necessary for metastatic spread. Since these events 
can only be superficially studied in vitro (e.g., with cocul-
ture systems), in vivo systems are essential for modeling 
this aspect of tumor biology. Initially, breast tumor grafts 
were implanted or injected subcutaneously, a site that does 
not provide the appropriate extracellular matrix or tissue 
microenvironment for breast carcinogenesis. Although 
subcutaneous grafts are easy to establish and monitor, 
some breast cancer cell lines fail to form tumors when 
grafted this way. To address these issues, adaptations, 

FIGURE 35.3 Flowchart of typical graft experiment. Similar ap-
proaches are used for syngeneic (mouse cells into host mice of same 
genetic background) and nonsyngeneic (human cells into immune-
deficient host mice) protocols. Hosts are injected with tumor cells 
(often mixed with extracellular matrix preparations) at either subcu-
taneous or orthotopic (mammary fat pad) sites. Depending on the ag-
gressiveness of the injected cells, palpable tumors may develop within 
2 weeks. Therapeutic interventions are usually initiated once tumors 
reach a measurable size (∼200 cm3) as monitored by calipers. End 
points of these studies generally include tumor growth rate, size, and 
weight. Tumor cell proliferation, apoptosis, angiogenesis, and specific 
biomarkers of interest are usually determined histologically on tumor 
sections. For modeling of metastasis, cells with metastatic potential are 
injected directly into the circulation via tail vein, portal vein, or cardiac 
route and disseminated cells are monitored in lung, liver, bone, and 
other sites. Variations include the use of freshly obtained biopsy tissue 
(tumorgrafts), use of tagged cells for noninvasive imaging of tumor 
growth and dissemination, and intraductal cell injection for modeling 
of ductal carcinoma in situ.
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such as the coadministration of extracellular matrix pro-
teins (either purified single proteins or complex biologi-
cal mixtures, such as Matrigel) or viable fibroblasts with 
the breast cancer cells have facilitated tumor take -in some 
cases, however, these methods still do not closely mimic 
the natural microenvironment of breast tumors. Newer 
alternative approaches include orthotopic xenografts 
(injection or implantation of cells directly into the tissue of 
origin). For breast cancer, orthotopic injections are made 
into the mammary fat pad or directly into the milk ducts 
via the nipple (Sflomos et al., 2016; Valdez et al., 2011). As 
described later in more detail, orthotopic grafts are more 
clinically relevant and predict drug efficacy better than 
subcutaneous grafts.

Monitoring tumor growth rates and disease spread. Re-
gardless of the site of grafting or cell/tissue type, pro-
cedures for monitoring tumor take and growth rates 
are required. Once detected by palpation, the size of 
subcutaneous grafts can be monitored noninvasively by 
caliper measurement. Inexpensive calibers with digital 
readout can be connected to a computer for automatic 
data collection (Worzalla et al., 1990). With calipers, tu-
mor diameter is generally measured in two directions 
and the height of the mass is measured at its maximum. 
Tumor volume is calculated as an ellipsoid. For fast-
growing tumors, measurements are typically collected 
once or twice per week over the course of the study. 
Since the majority of subcutaneous grafts do not infil-
trate the muscle and remain in the subcutaneous space, 
caliper measurements are quite accurate in reflecting tu-
mor size. However, due to considerable operator vari-
ability it is recommended that one individual perform 
all measurements for a particular study. When tumors 
are growing orthotopically, measurements are still fea-
sible, although technically more challenging depending 
on the site of tumor engraftment. For these, the most 
accurate measurements will be at the end of the experi-
ment when tumors are excised and directly measured by 
calipers and weighing. The use of specialized imaging 
techniques capable of whole animal fluorescence detec-
tion (for use with cells stably tagged with fluorescent 
markers), as well as micro computed tomography (CT) 
and positron emission tomography (PET) imaging is 
becoming more common for noninvasive monitoring 
of tumor growth and progression in vivo. While techni-
cally challenging and requiring specialized equipment, 
noninvasive monitoring has greatly facilitated the study 
of both primary tumors and metastatic disease (Jenkins 
et al., 2005; Manning et al., 2016; Mollard et al., 2011)

5.3 Syngeneic Graft Models of Breast Cancer

Syngeneic graft approaches utilize cancer cells and 
host mice from a common genetic background and thus 
avoid the need for immunocompromised host animals, 

allowing for study of the role of the immune system in 
tumor growth and metastasis. Another major advantage 
of syngeneic models is that the tumor cells, microenvi-
ronment (stroma, immune cells, extracellular matrix), 
and host are from the same species. A disadvantage of 
syngeneic tumor models is their limited similarity to hu-
man tumor biology as the commonly used cell lines are 
driven by mutations that do not mimic those found in 
human breast cancer. Complementary studies in human 
xenograft models are recommended to confirm that ob-
servations from syngeneic tumor models are relevant to 
human cancer.

Rodent cell lines that grow in syngeneic hosts have 
been isolated from spontaneous and chemically induced 
tumors, as well as from transgenic animal tumors. The 
well-characterized 4T1 series of cell lines (Aslakson and 
Miller, 1992) includes five isogenic tumorigenic lines 
(67NR, 168FARN, 4TO7, 66cl4, and 4T1) that originated 
from one spontaneous tumor in a BALB/cfC3H mouse. 
Each cell line displays unique tumorigenic and metastat-
ic capabilities. For example, when introduced orthotopi-
cally, the 4T1 line grows rapidly at the primary site and 
forms metastases in lungs, liver, bone, and brain over a 
period of 3–6 weeks. When introduced via the tail vein or 
arterially, metastases are apparent in these same organs 
after 1–2 weeks. The rapid, efficient, and reproducible 
metastasis to the same organs that are affected in human 
breast cancer makes the 4T1 model ideal for the study of 
metastatic progression of breast cancer in humans. An-
other interesting property of this model is the availabili-
ty of sublines with distinct metastatic potential. Sublines 
67, 168FAR, and 4T07 are highly tumorigenic, but fail to 
metastasize at different steps. The nonmetastatic 67 cells 
fail to leave the primary graft site; 168FAR cells reach 
the regional lymph nodes but do not produce nodules or 
spread from the nodes; and the 4T07 cells are found in 
the circulation and colonize the lungs without advanc-
ing into visible metastases. Thus, this comprehensive set 
of sublines offers the potential to correlate genetic altera-
tions with specific steps in the metastatic process, as well 
as to test antimetastatic therapies for their ability to in-
terfere with known stages of the process. More recently, 
stable bioluminescent 4T1 cell lines expressing enhanced 
firefly luciferase (luc2) have been generated, which are 
sensitive enough for noninvasive detection of microme-
tastases in vivo. In addition, genomic and metabolomic 
profiles of 4T1 and its variant cell lines have been report-
ed (Eckhardt et al., 2005; Lu et al., 2010).

A new syngeneic mouse model with similarities to 
basal and claudin-low subtypes of human breast cancer 
has been developed from tumors driven by the Wnt1 
oncogene (Dunlap et al., 2012). In this model, two dis-
tinct cell lines isolated from Wnt1-driven mammary tu-
mors generated in C57Bl6 mice were characterized with 
respect to genomic profiles and stem cell enrichment. 
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The mesenchymal-like M-Wnt cells were enriched for 
tumor-initiating cells (CD44high/CD24low) compared to 
the epithelial-like E-Wnt cells. Furthermore, M-Wnt cells 
demonstrated enhanced epithelial-to-mesenchymal tran-
sition (EMT) marker expression, mammosphere-forming 
ability, migration, invasion, and tumorigenicity relative 
to E-Wnt cells. Genomic clustering based on microarray 
profiling indicated that M-Wnt cells mimicked claudin-
low breast tumors whereas E-Wnt cells clustered with 
basal-like tumors. When orthotopically transplanted 
into ovariectomized C57BL/6 mice, tumors from these 
two cell lines recapitulated these tumor subtypes. Thus, 
this model provides a unique and valuable approach 
to study two of the human breast cancer subtypes as-
sociated with poor prognosis in an immune-competent 
in vivo environment. Because these and other Wnt1-
derived cells are capable of syngeneic grafting, they are 
amenable to study in existing transgenic and knockout 
mouse strains on the C57Bl6 genetic background as re-
cently described (Zheng et al., 2012).

5.4 Nonsyngeneic (Xenograft) Models

Definition and characteristics. “Non-syngeneic” refers 
to the transplantation of human tumor cells or tissue 
fragments into hosts of another species (usually mice). 
Successful growth of xenografted tumors will only oc-
cur if the host animal is immune-deficient to prevent im-
mune rejection of the foreign cells. Although these mod-
els have some advantages, they do not replicate many 
of the histological properties of breast cancers in human 
patients. Most cell lines grown as tumors consist large-
ly of homogenous, rapidly proliferating epithelial cells 
with limited stromal infiltration. This is in contrast to the 
heterogeneity and reactive stroma that are characteristi-
cally present in human breast cancers. It is also impor-
tant to recognize that xenografted tumors are a mosaic of 
human epithelial tumor cells growing within a murine 
microenvironment. Thus, all of the accessory cells that 
are known to infiltrate tumors (fibroblasts, immune cells, 
endothelial cells, adipocytes) are derived from the host 
mouse. In some cases, species differences in pathways 
and signaling (i.e., ligand-receptor complexes, gene reg-
ulation, cytokine signaling) will limit cross talk between 
these murine cell populations and the human breast can-
cer cells. A related issue is that the normal stromal com-
partments of the murine and human mammary glands 
are quite different—whereas mouse stroma primarily 
consists of adipocytes, human stroma is largely popu-
lated by fibroblasts.

As noted previously, recognition of the importance of 
the microenvironment in tumor growth has prompted 
investigators to compare various modes and sites of xe-
nografting. Initial studies were conducted almost entire-
ly with cells injected subcutaneously, which facilitates 

visualization and monitoring of tumor growth but does 
not mimic the natural environment of a developing 
breast tumor. To better model developing breast tumors, 
implantation of cells or tissue fragments into orthotopic 
sites is increasingly utilized. Of the 10 mammary glands 
in the mouse, the inguinal and thoracic glands are most 
commonly used. Fleming et al. (2010) demonstrated that 
xenografts growing in the inguinal (abdominal) mam-
mary gland had increased tumor take rates, decreased 
latency, and larger final volumes compared to those 
growing in the thoracic gland, suggesting that the spe-
cific orthotopic site can alter tumor biology.

In a comparative study (Fleming et al., 2010), tumor 
incidence, latency, and volume were greater for MCF-7 
cells grown in the mammary fat pad compared to those 
grown subcutaneously. Furthermore, estrogen sensitiv-
ity and vascularization were enhanced in orthotopic 
tumors compared to subcutaneous tumors. When intro-
duced into the mammary ducts, MCF-7 cells grew slowly 
and exhibited desmoplasia and microcalcifications that 
were not present when cells were implanted in the fat 
pad (Sflomos et al., 2016). These studies also indicated 
that the intraductal microenvironment favored mainte-
nance of the luminal gene expression profile in MCF-7 
cells. Thus, it is apparent that the microenvironment, 
governed by the chosen implantation site, dramatically 
alters both genotype and phenotype of breast cancer xe-
nografts.

Use of surgery-derived tissue for xenografting. To better 
mimic clinical behavior and clonal evolution of breast 
cancers, tumor cells or tissue fragments obtained from 
biopsy material (rather than established cell lines) have 
been utilized for xenografting (Decaudin, 2011; Ding 
et al., 2010; Eirew et al., 2015; Garcia-Garcia et al., 2012; 
Kabos et al., 2012; Kanaya et al., 2016; Marangoni 
et al., 2007). These so-called patient-derived xenografts 
(PDX) display high concordance in gene expression, 
chromosomal alterations, and histology when compared 
back to the patient’s original tumor tissue. Furthermore, 
patient-derived ER+ luminal breast tumor models have 
been used to study tumor hormone and receptor action. 
In one model (Kabos et al., 2012) human breast tumor 
samples obtained at surgery and immediately trans-
planted into estrogen supplemented immunodeficient 
mice were used to select transplantable ER+ breast can-
cer xenografts derived from both primary and meta-
static cases. Xenografts were found to morphologically 
resemble the tumors of origin, with similar expression 
of ER and PR, over multiple passages. Four of the tumor 
xenografts were estrogen dependent, expressed estro-
gen-regulated genes, and were sensitive to the anties-
trogen tamoxifen, a clinically relevant drug. In a related 
approach, investigators introduced patient-derived cells 
directly into the mammary ducts to generate slow-grow-
ing ER+ tumors that metastasized to clinically relevant 
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sites (Sflomos et al., 2016). These studies suggest that 
ER+ tumorgrafts may provide a relevant model of estro-
gen responsive breast cancer for studies on heterogene-
ity, metastasis, and drug development.

An extensive panel of tumorgrafts established by 
Marangoni et al. (2007) includes 15 triple-negative, one 
ER+, and two HER2+ tumors. Interestingly, tumor take 
was higher in fragments from high grade, ER− tumors 
than low grade, ER+ tumors. The histology and genetics 
of these xenografts also recapitulated the tumors of ori-
gin, with common alterations in p53, Rb, and PTEN, and 
a few samples with amplification of HER2. Of 17 tumor-
grafts, 3 demonstrated high propensity for spontaneous 
lung metastasis. Chemosensitivity screening indicated 
that 88% of tumorgrafts responded to adriamycin-
cyclophosphamide, and the two HER2 amplified tumors 
responded to the anti-HER2 antibody trastuzumab. 
The IOWA-1T is another unique PDX that exhibits local 
spread and skin erosion with a basal molecular profile 
(Bogachek et al., 2015). These reports demonstrate the 
feasibility and promise of the tumorgraft approach for 
screening therapeutic efficacy. Protocols for establish-
ing and passaging xenografts from clinically available 
tumor tissue have been published (de Plater et al., 2010; 
Kabos et al., 2012; Marangoni et al., 2007; Morton and 
Houghton, 2007; Sflomos et al., 2016).

Commonly used immune-deficient mouse strains. In con-
trast to syngeneic models, successful establishment of 
xenograft tumors relies on host animals with compro-
mised immunity. Since it is well known that both innate 
and adaptive immune cells play a major role in cancer 
progression and eradication, the dependence on animal 
hosts with defective immunity is a major limitation of 
xenograft models. Human breast tumors commonly 
have immune cell infiltration which will not be accu-
rately mimicked in an immune-deficient murine host. 
Furthermore, many therapies exploit the immune sys-
tem either by bolstering antitumor immunity or neutral-
izing inflammation that promotes cancer progression. 
Screening therapeutics that potentially mediate their ef-
fects through immune mechanisms in xenograft models 
therefore could be misleading.

There are multiple genetic loci in mice that produce 
immunocompromised phenotypes, but the most com-
monly used models for xenograft studies are the nu 
(nude), scid (severe combined immunodeficient), and bg 
(beige) mouse strains. Although few studies have done 
direct comparisons, most established breast cancer cell 
lines appear to grow equally well in all stains. Growth of 
fresh tumor fragments and metastatic progression may 
be better in the more immune-compromised strains. 
Nude mice (homozygous for the nu mutation) are athy-
mic and therefore their major defect is a lack of T cells 
(Pelleitier and Montplaisir, 1975). Nude mice do have 
B cells (albeit immature) and retain activity of natural 

killer (NK) cells and macrophages, which are thought to 
contribute to the low rates of metastasis of most human 
xenografts in this model (Clarke, 1996). Nude mice are 
also hairless, which is an advantage for visualization and 
measurement of subcutaneous xenografts. The scid mu-
tation results in failure to rearrange the genes encoding 
antigen-specific receptors of T and B cells. Subsequently, 
scid mice have small lymphoid organs, lack both imma-
ture and mature B cells, and have defective T cells. Scid 
mice (Bosma and Carroll, 1991) retain NK cells, macro-
phages, and dendritic cells, all of which might influence 
tumorigenicity and metastasis. The beige mutation is 
associated with a severe deficiency of NK cells, defec-
tive bactericidal activity of granulocytes, and defective 
cytotoxic T-cell responses (Baca and Mowat, 1989). Stud-
ies of xenografts in both nude and scid mice crossed 
onto the beige background support a role for NK cells in 
tumor rejection (Clarke, 1996). The scid/bg mouse and 
other immune-deficient strains are commercially avail-
able and each has specific husbandry requirements due 
to their immune deficiencies, as well as other associated 
phenotypes. Currently, strains carrying the nude and 
scid single mutations remain the most commonly used 
mouse hosts for human breast cancer xenografts.

5.5 Detailed Characteristics of Human Breast 
Cancer Cell Lines Used for Xenografting

Introduction to breast cancer cell lines. Since 1958, when 
the first human breast cancer line BT-20 was established, 
upward of 50 lines have been isolated from patients with 
various subtypes of tumors. Most of the long-established 
breast cancer cell lines in current use were derived 
from tumor metastases, especially aspirates or pleu-
ral effusions, rather than from primary breast tumors. 
The majority of the patients from which these tumors 
were removed had completed and often failed multiple 
courses of therapy (radiation, chemotherapeutics, and/
or antihormone). Thus, it is not surprising that most of 
the available breast cancer cell lines are highly prolifera-
tive, aneuploid, poorly differentiated, and drug resistant. 
Unfortunately, the clinical details on the donors are quite 
limited for most of the established breast cancer cell lines.

It is important to recognize that established cell lines 
undergo both genotypic and phenotypic drift when 
continuously cultured. For example, studies have dem-
onstrated that MCF-7 clones obtained from different 
sources display differences in growth rate, estrogen re-
sponsiveness, karyotype, and clonogenicity (Osborne 
et al., 1987). These differences most likely represent the 
selection of distinct subpopulations over time under dif-
ferent laboratory conditions. It stands to reason that xe-
nografts derived from different subclones would display 
different properties in vivo as well, although this has not 
been rigorously examined.
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Due to their adaptation to continuous culture, most 
breast cancer cell lines form xenografts that exhibit rapid 
growth even in subcutaneous sites, precluding the de-
velopment of metastases before the size of the primary 
tumor requires ethical sacrifice of the host. Therefore, 
much of the preclinical research with xenografts is bi-
ased toward tumors with high mitotic rates (which are 
generally rare in humans) rather than slower growing 
tumors at the early stage. More recently, a series of cell 
lines (SUM cells) have been generated by Steve Ethier’s 
group at the University of Michigan and are commer-
cially available from Asterand. Some of these cells were 
isolated from primary tumors of patients prior to initia-
tion of any therapies. Each SUM cell line has been well 
characterized with respect to known oncogenes, gene 
expression data, and biomolecular markers, such as ER 
and HER2. Orthotopic xenografts grown from these cell 
lines display a range of histologies more reminiscent of 
the original tumors from which they were derived (with 
more stromal involvement) than earlier cell lines (Kao 
et al., 2009).

Recently there has been an interest in determin-
ing how well the existing established breast cancer cell 
lines reflect the known heterogeneity of human breast 
tumors. Molecular and cellular analysis of a large panel 
of  human breast cancer cell lines has been performed to 
determine how well their genomic profiles and protein 
expression patterns mimic primary human breast tumors 
(Kao et al., 2009; Keller et al., 2010; Neve et al., 2006). 
As summarized in Table 35.1, the available cell lines 
can be categorized on the basis of protein  biomarkers, 
 genomic analysis, cell surface markers, and breast cancer-
associated mutations into groups that model all subtypes 
of human breast cancer. This list was compiled from 
recent literature (Herschkowitz et al., 2007; Hollestelle 
et al., 2010; Kao et al., 2009; Keller et al., 2010; Neve 
et al., 2006; Riaz et al., 2009) where original data and more 
specific details are available. Here we will briefly discuss 
the most commonly used cell lines for modeling each 
subtype of the human disease, with the caveat that not all 
cell lines discussed have been thoroughly characterized 
as xenografts. Additional resources related to human 
breast cancer cell lines suitable for xenografting include 
ATCC (http://www.atcc.org/), Asterand (http://www.
asterand.com/Asterand/), and the Lawrence Berkeley 
laboratory breast cancer cell database (http://icbp.lbl.
gov/ccc/celllines.php). A comprehensive comparison of 
morphology, growth, and biomarker expression of 16 hu-
man breast cancer cell lines and their xenografts has been 
published (Keller et al., 2010).

Models for early stage disease. The MCF-7 cell line, which 
was established from a pleural effusion at the Michigan 
Cancer Foundation in 1973, is by far the most commonly 
used xenograft model of breast cancer. Despite its  origin 
from the metastases of an advanced tumor, the cell line 

is noninvasive and represents a model of early stage dis-
ease due to the presence of functional ER and estrogen 
dependence for growth both in vitro and in vivo. In mi-
croarray profiles, the MCF-7 geneset clusters with the lu-
minal subtype of breast cancer (Kao et al., 2009). MCF-7 
xenografts express wild-type p53 and remain localized 
when implanted subcutaneously or into the mammary 
fat pad but metastasize to bone, lung, brain, and  other  
sites when introduced into the milk duct (Sflomos 
et al., 2016). This model has been particularly valuable 
in preclinical testing of antiestrogen therapies (such as 
tamoxifen and aromatase inhibitors) and identification 
of mechanisms of resistance to such drugs. Another com-
monly used ER+ cell line of the luminal subtype is T47D, 
which was also isolated from a pleural effusion of a pa-
tient with invasive ductal carcinoma. Due to their high 
expression of PR, T47D cells are commonly used to study 
progesterone signaling in breast cancer and therapeutic 
efficacy of antiprogestins. Unlike MCF-7 cells, T47D cells 
express a mutated, nonfunctional form of the tumor sup-
pressor p53. From the SUM series of cell lines, SUM44PE 
cells (isolated from a pleural effusion) are the best model 
of the luminal subtype as they express ER. However, 
they lack PR and have mutated p53 and there is limited 
information on the biology of xenografts of this cell line. 
Other luminal breast cancer cell lines that can be used to 
study early stage disease are listed in Table 35.1.

Models for invasive disease. The MDA-MB-231 cell line 
(isolated at M D Anderson from a pleural effusion of a 
patient with invasive ductal carcinoma) is commonly 
used to model late stage breast cancer. This cell line is ER, 
PR, and E-cadherin negative and expresses mutated p53. 
In microarray profiling, the MDA-MB-231 cell genome 
clusters with the basal subtype of breast cancer. Since 
the cells also lack the growth factor receptor HER2, they 
represent a model of triple-negative breast cancer. MDA-
MB-231 cells are invasive in vitro and when implanted 
orthotopically produce xenografts that spontaneously 
metastasize to lymph nodes. Variants of MDA-MB-231 
cells with unique metastatic properties have been select-
ed from the parental cell line (Kang et al., 2003). Bone-
seeking (MDA-231BO) and brain-seeking (MDA-231BR) 
clones were selected by repeated passaging in nude mice 
and in vitro culture of metastatic cells obtained from 
bone and brain metastases (Yoneda et al., 2001). When 
tested in experimental metastasis models, these variants 
showed preferential homing to bone and brain follow-
ing intracardiac injection. Stable incorporation of lucifer-
ase tags in specific MDA-MB-231 subclones has enabled 
noninvasive in vivo imaging of experimental metastasis 
(Jenkins et al., 2005).

Triple-negative breast cancers (TNBC) have been fur-
ther divided into three major subtypes based on gene 
expression profiling (Lehmann et al., 2011), and es-
tablished cell lines have been identified to model each 



938 35. MODELING BREAST CANCER IN ANIMALS—CONSIDERATIONS FOR PREVENTION AND TREATMENT STUDIES  

L. CANCER

TNBC subtype. These cell lines include HCC1806 and 
MDA-MB-468 (basal-like); CAL-51 and SUM159PT 
(mesenchymal-like); and SUM185PE and CAL-148 (lu-
minal-androgen receptor). Xenograft studies with these 
six cell lines indicated subtype-specific drug sensitivity 
in vivo that matched predictions based on specific ge-
nomic alterations.

Models of familial breast cancer. Loss of function muta-
tions in the breast cancer susceptibility genes BRCA1 
and BRCA2 are strongly linked to hereditary breast 
cancer. Although many cell lines exhibit mutations in 
these tumor suppressor genes, the majority are sporadic 

mutations that developed either during tumor progres-
sion or during cell line establishment. The exception is 
the few cell lines that have been isolated from tumors 
of individuals with known BRCA germline mutations. 
Only one such breast cancer cell line is readily avail-
able: HCC1937 cells, which were initiated from a Stage 
IIB primary ductal carcinoma of a 23-year-old Caucasian 
female from a family with a known deleterious BRCA1 
mutation. HCC1937 cells are homozygous for the 
BRCA1 5382C mutation, whereas lymphoblastoid cells 
derived from the same patient are heterozygous for this 
mutation, indicating loss of heterozygosity in the tumor 

TABLE 35.1  Appropriate Models for Study of Breast Cancer Stages and Subtypes

Application Model Appropriate approaches Comments

Normal 
development 
and 
carcinogenesis

Mouse mammary 
gland organ culture

Whole gland ± hormones, DMBA •	 Strain	dependent	(BALB/c	preferred)
•	 Suitable	for	screening	preventive	agents
•	 Can	be	performed	with	tissue	from	

transgenics and knockouts

DCIS Orthotopic xenografts MCF10DCIS.COM, SUM-225 •	 Intraductal	cell	injection	via	nipple

Luminal subtype Orthotopic xenografts Wild-type p53: MCF-7, CAMA1, ZR75-1
Mutant (m) or negative (−) p53: T47D(m), 

BT483(−), SUM44PE(−), HCC202(−), 
HCC1428(−)

•	 All	except	HCC202	are	ER+
•	 MCF7,	T47D,	HCC1428,	CAMA1,	ZR75-1,	

SUM44PE are PR+
•	 All	show	little-no	invasive	activity	in	

Boyden chamber assays

Transgenic MMTV-Neu, MMTV-PyVMT, TgWAP-Myc •	 Tumors	in	transgenic	mice	show	weak	
luminal phenotype and lack ER

Induced Chronic MPA treatment-mice NMU—rats •	 Both	protocols	induce	ER+	tumors

HER2+ Orthotopic xenografts Luminal: BT474, MDA-MB-361, SK-BR-3, 
SK-BR-5, UACC812, ZR75-30

Basal A: HCC1569, HCC1954, HCC202, 
SUM190PT

•	 MDA361,	ZR75-30	are	ER+
•	 BT474,	SK-BR-3,	SK-BR-5,	UACC812,	

HCC1569, HCC1954, HCC202, SUM190PT 
are ER-

Transgenic MMTV-Neu •	 Useful	for	testing	anti-Her2	therapies
•	 Genomic	profiles	show	limited	conservation	

between MMTV-Neu tumors and human 
Her2+ breast cancers

Basal B/triple 
negative

Orthotopic xenografts Wild-type p53: BT20, HBL100, SUM149PT
Mutant (m) or negative (−) p53: MDA-

MB-231 (m), MDA-MB-435 (m), BT549 
(m), SUM159PT (−)

•	 All	except	BT20	are	invasive	in	Boyden	
chamber assays

Transgenic Conditional BRCA1 and BRCA2 deletion 
on p53+/− background, MMTV-Wnt1

•	 MMTV-Wnt1	tumors	show	mixed	luminal	
and basal phenotype

Chemically induced MPA-DMBA model •	 Phenotype	strongly	influenced	by	genetic	
background; genomic clustering based on 
FVB tumors

Hereditary 
syndromes

Orthotopic xenografts MX-1(BRCA1,BRCA2), HCC1937 
(BRCA1), HBCx-17(BRCA2)

•	 Not	well-characterized	in	vivo

Knockout Conditional BRCA1 and BRCA2 deletion/
mutation on p53+/− background

•	 Tumors	are	triple	negative

Metastatic 
disease

Orthotopic grafts MDA-MB-231, MDA-MB-453 [4T1] series •	 Some	luminescent	clones	are	available
•	 [4T1]	is	syngeneic	in	BALB/c	mice

Inflammatory 
breast cancer

Orthotopic xenografts SUM149PT, SUM190PT
MARY-X (transplantable)

•	 Not	well-characterized	in	vivo
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cells. This mutation encodes a truncated BRCA1 pro-
tein lacking the C-terminus BRCT domain required for 
repair of DNA damage and regulation of the cell cycle. 
The tumor-derived cells are ER- and PR-, express mu-
tated p53, and exhibit homozygous deletion of the PTEN 
gene. HCC1937 cells are highly transformed with a mod-
al chromosome number of 100 (Tomlinson et al., 1998). 
These cells have been utilized in xenograft models to ex-
amine the role of BRCA1 in sensitivity to DNA damag-
ing agents, such as cisplatin in vivo (Tassone et al., 2009). 
Three additional cell lines with BRCA1 mutations were 
identified (Elstrodt et al., 2006) in a screen of 41 estab-
lished breast cancer cell lines: MDA-MB-436 (adenocarci-
noma/age 39), SUM149PT (inflammatory breast cancer/
age 35), and SUM1315MO2 (invasive ductal carcinoma/
age of onset unknown). Another line, HCC3153, which 
is homozygous for the BRCA1 943ns10 mutation that 
causes a frameshift leading to a stop at codon 289 in exon 
11, was identified during molecular profiling of 52 breast 
cancer cell lines (Kao et al., 2009). Since mutation analy-
sis was not conducted at the time of isolation of these 
three BRCA1 mutant cell lines, it is unclear whether the 
BRCA1 mutations represent germline events (although 
at least two donors had early onset breast cancer and 
thus could be bona fide BRCA1 carriers). Furthermore, 
there is little to no information on the pathology or biol-
ogy of xenografts derived from these cells. Despite these 
caveats, these cell lines are suitable for studying BRCA1 
functions in the context of breast cancer. In contrast to 
BRCA1, no established cell lines have been derived from 
breast tumors of known BRCA2 mutation carriers.

Two xenograft models of BRCA-associated breast 
cancer (MX-1 and HBCx-17) have been reported to date. 
The MX-1 breast xenograft which carries mutations in 
both BRCA1 and BRCA2 has been used to test the antitu-
mor efficacy of PARP inhibitors (Donawho et al., 2007), 
a class of drugs that targets cells with defects in ho-
mologous recombination. Other than its use to screen 
therapeutics for activity against tumors with mutations 
in the BRCA genes, the molecular and pathological fea-
tures of MX-1 xenografts have not been well character-
ized. The HBCx-17 xenograft model was generated from 
an infiltrating ductal carcinoma of a woman carrying a 
germline c.6033_6034delTT BRCA2 mutation (de Plater 
et al., 2010). Within 1 month after fresh tumor fragments 
were grafted into the interscapular fat pad of a female 
nude mouse, a basal-like triple-negative xenograft de-
veloped which accurately reflected both the genotype 
(BRCA mutation, chromosomal changes) and the phe-
notype (especially with respect to drug sensitivity and 
resistance) of the primary tumor from which it was de-
rived. These studies demonstrate the feasibility of this 
approach and support the concept that tumor grafts rep-
resent a valuable and relevant complementary approach 
to traditional cell-line based xenografts for studying 

molecular aspects of human breast cancer, as well as for 
testing therapies.

Models of inflammatory breast cancer. Although inflam-
matory breast cancer accounts for a small (1–5) percent-
age of all breast cancers, it is a very aggressive disease 
with high mortality. Inflammatory breast cancers repre-
sent a unique subtype of invasive ductal carcinomas that 
form and grow as emboli which accumulate in and block 
lymphatic ducts in the dermis. Inflammatory breast 
cancers are usually diagnosed at an advanced stage 
and progress rapidly, accounting for their high mortal-
ity. Two established cell lines are known to be derived 
from inflammatory breast cancer patients: SUM149 and 
SUM190. SUM149 cells were isolated from a pleural effu-
sion, are triple negative, and cluster with the basal sub-
type of breast cancers. SUM190 cells were isolated from 
a primary tumor, are ER-, PR-, and HER2+ and cluster 
with the luminal subtype of breast cancers. When xeno-
grafted into immunocompromised mice, both cell lines 
grow as solid tumors, thus it is unclear how well they 
model the unique growth characteristics of inflamma-
tory breast cancers in patients (Wang et al., 2009).

Another model of inflammatory breast cancer 
(MARY-X) has been developed by the Barsky lab (Alpaugh 
et al., 1999). The MARY-X xenograft is a stable, serial 
transplantable tumor that was established directly from 
a 45-year-old patient with inflammatory carcinoma and 
dermal lymphatic invasion. In scid/nude mice, MARY-
X tumor cells grow exclusively within the lymphatics 
and blood vessels, providing a model highly reminiscent 
of the human disease. MARY-X tumors are triple nega-
tive, lack functional p53, and overexpress E-cadherin and 
MUC1 similar to cases of human inflammatory breast 
cancer. There are technical challenges in continuously 
passaging the MARY-X tumor cells, which must be sepa-
rated from the associated murine cells, and the model is 
not widely available. At this point, the paucity of relevant 
animal models that mimic the unique characteristics of 
inflammatory breast cancers severely limits progress into 
this devastating form of breast cancer.

Models of DCIS. Ductal carcinoma in situ (DCIS) is the 
most common type (80%) of noninvasive breast lesion 
and is considered a precursor of invasive ductal carcino-
ma (Bombonati and Sgroi, 2011; Muggerud et al., 2010). 
While the vast majority of women will not recur after 
removal of DCIS, there are no validated biomarkers to 
stratify the subset of patients who will, from those who 
will not. Thus, in most cases, DCIS is treated conserva-
tively (with surgery, radiation, and/or hormonal thera-
pies) to reduce the risk of recurrence. Further insight into 
the evolution and progression of DCIS would benefit 
greatly from relevant animal models, which could be 
used to develop biomarkers and screen for agents that 
prevent progression of the disease. Experimental models 
of noninvasive breast tumors are limited, and the existing 
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in vivo models do not mimic the known heterogeneity 
of human DCIS. Within the last few years, a new mod-
el of DCIS based on human cell lines and biopsy tissue 
xenografted into immunocompromised mice has been 
developed (Behbod et al., 2009; Valdez et al., 2011). This 
unique approach involves injection of human DCIS cell 
lines (MCF10DCIS.COM, SUM225) or cells derived from 
human DCIS biopsies directly into the murine mam-
mary ducts via the nipple. With this method, MCF10D-
CIS.COM cells developed into a basal-like DCIS model, 
whereas SUM225 cells represented a model for HER2+ 
DCIS. The xenografted tissues initially grew within the 
mammary ducts, forming single and multilayered epi-
thelium after 8 weeks with stromal invasion in some 
cases. The grafts recapitulated the patient’s original DCIS 
with respect to heterogeneity and expression of biomark-
ers, such as human cytokeratins, ER, and HER2. These 
studies demonstrate that DCIS xenografts can retain the 
unique pathology and heterogeneity of the human le-
sions and provide a new tool for probing the cellular and 
molecular events associated with DCIS progression.

6 GENETICALLY ENGINEERED MOUSE 
MODELS OF BREAST CANCER

6.1 General Overview

In the early 1980s technology for generating mouse 
lines carrying cloned genes was developed and at about 
the same time viral and cellular oncogenes were identi-
fied in animal and human cancers. Merging of these two 
advances in the mid-1980s led to the development of the 
first transgenic mice carrying activated oncogenes. Some 
of these mice were found to display heritable predisposi-
tion to tumor development. In 1988, the “oncomouse”—
a line expressing the c-Myc oncogene specifically in 
mammary epithelial tissue was developed and patented 
(Hanahan et al., 2007). This transgenic line spontane-
ously developed mammary carcinomas in a delayed and 
asynchronous fashion. As specific genetic events associ-
ated with human breast cancers were identified, mice 
carrying genetic alterations that mimic mutations found 
in patients were generated. Many of the transgenic mod-
els were created with selective oncogene expression in 
mammary tissue through the use of promoters that are 
highly active in breast cells. The most commonly used of 
these promoters are the MMTV-derived long terminal re-
peat (MMTV-LTR), the whey acidic protein (WAP), and 
the β-lactoglobin (BLG), which are all active in the lumi-
nal epithelial cells of the mouse mammary gland. Activ-
ity of these promoters is hormone dependent to some 
degree, but generally they are highly efficient at driv-
ing mammary specific expression beginning at puberty 
(MMTV) or pregnancy (WAP, BLG). Less frequently 
used is the keratin 14 (K14) promoter which is expressed 

in basal and myoepithelial cells but not in luminal cells, 
allowing for targeting of oncogenes to a different cell of 
breast cancer origin in the gland. Although selective for 
mammary tissue, none of these promoters are complete-
ly specific, and transgene expression is often detected at 
low levels in lungs, kidney, prostate, seminal vesicles, 
salivary glands, and other tissues. Extramammary trans-
gene expression can create problems in interpretation of 
tumor phenotypes if it results in systemic changes that 
secondarily affect mammary gland development.

To complement the oncogenic models, mice in which 
tumor suppressor genes are ablated were generated 
and many of these lines display increased susceptibil-
ity to spontaneous or induced mammary carcinoma 
(Deng, 2014). To date, thousands of murine models of 
breast cancer have been generated, using more advanced 
technologies including inducible promoters, such as the 
tetracycline regulators and conditional ablation tech-
niques, such as the cre/lox system (Borowsky, 2011; 
Menezes et al., 2014). Furthermore, many of these 
mouse lines have been crossed to investigate synergy, 
or bred onto different background to explore genetic 
susceptibility. Thus, there are a myriad of models to 
choose from for studying breast cancer in genetically 
engineered mice (GEM). It should be remembered that 
the specific initiating oncogene, the cell of origin that is 
targeted by the chosen promoter and the developmental 
timing of oncogene expression will all impact the tumor 
phenotype of these GEM models. In depth discussion of 
these approaches and technologies is outside the scope 
of this chapter, but many reviews are available on the 
strategies and applications (Borowsky, 2011; Cheon and 
Orsulic, 2011). A few of the more commonly used models 
will be briefly described here, including a short compari-
son of the resulting tumors from some of these mice, and 
how well they model the pathology and molecular het-
erogeneity characteristic of human breast tumors.

6.2 Examples of GEM Mammary Tumor Models 
With Activation of Oncogenes

By definition, an oncogene is a gene whose gain of 
function (whether by amplification, mutation, or overex-
pression) increases the risk of carcinogenic transforma-
tion for the cell in which it is active. In GEM models of 
mammary cancer, oncogene activation is mimicked by 
transgenic overexpression of a normal or mutated ver-
sion of the gene of interest usually driven by mammary-
specific promoters. The most commonly used models 
are those in which strong oncogenes (Myc, Ras, Wnt, 
TGFα, and ErbB2) are selectively driven in mammary 
luminal epithelial cells by the MMTV or WAP promot-
ers. However, new models are routinely being devel-
oped and characterized (Borowsky, 2011; Greenow and 
Smalley, 2015).
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The first transgenic model of breast cancer was the 
MMTV-Myc mouse strain, which developed spontane-
ous mammary adenocarcinomas by 4–8 months of age 
(Stewart et al., 1984). When Myc is expressed under the 
transcriptional control of the WAP promoter, 80% of 
female transgenics developed multiple tumors affect-
ing single or multiple glands after two pregnancies as 
early as 2 months of age. The heterogeneity of MMTV-
Myc induced mammary tumors was recently evaluated 
in mice expressing either wild-type Myc or the consti-
tutively active mutant T85A (Andrechek et al., 2009). 
While the majority of tumors in MMTV-Myc mice were 
microacinar (composed of cuboidal cells arranged 
in acini with basal myoepithelial cells), those in mice 
expressing T85A Myc were predominantly papillary 
(composed of fibrovascular stalks lined by columnar 
cells that form gland like spaces). Other tumor types 
included squamous carcinomas, adenocarcinomas, and 
those defined as epithelial-mesenchymal transition 
(EMT)—type tumors. Genomic analysis indicated that 
these histological subtypes reflected different signal-
ing pathways including β-catenin and Stat3 activities. 
In addition, activating mutations in the Ras oncogene 
were particularly prevalent in the EMT-type tumors 
(Leung et al., 2012). Collectively, these mouse models 
demonstrated that Myc is a mammary oncogene, but 
the focal nature of the lesions, the asynchrony and het-
erogeneity of tumor development, and the prolonged 
time course indicated that additional molecular events 
cooperate with Myc to drive carcinogenesis (Hutchin-
son and Muller, 2000).

Using a similar approach, MMTV-Ras mice were 
created and characterized by the Leder group (Sinn 
et al., 1987). In contrast to MMTV-Myc mice, in which 
only females develop mammary adenocarcinomas, 
both male and female MMTV-Ras mice exhibited 
mammary and salivary gland neoplasms within 5 
weeks of age. The tumors that developed in MMTV-
Ras mice were primarily papillary adenocarcinomas. 
When MMTV-Myc and MMTV-Ras mice were crossed, 
the kinetics with which tumors developed was con-
siderably accelerated (Sinn et al., 1987). Comparative 
aspects of the myc, ras, and bigenic mammary tumors, 
which are all ER-, have been described (Pattengale 
et al., 1989).

The MMTV-Neu models (Andrechek et al., 2000; 
Muller et al., 1996, 1988) were designed to mimic the 
20%–30% of human breast cancers that overexpress the 
growth factor receptor HER2. Human HER2 positive 
breast cancers are characterized by amplification of the 
region on chromosome 17 (17q21-q22) which encodes 
the ERBB2 gene, causing marked upregulation of the 
HER2 growth factor receptor in tumors. The presence of 
HER2 amplification in human tumors is associated with 
aggressive disease that has a high rate of recurrence 

and poor prognosis. In MMTV-Neu mice, the wild-type 
form of the rat gene Neu (the homolog of the ErbB2 
gene) is expressed from the MMTV promoter. In this 
model, both virgin and nonvirgin female mice exhibited 
mammary hyperplasia with a 50% incidence of focal 
adenocarcinomas by 205 days of age. Lung metastases 
were detected in 72% of tumor-bearing mice that lived 
8 months or longer. Transgenic expression of a constitu-
tively active form of Neu (containing a point mutation 
that facilitates receptor oligomerization and ligand-in-
dependent activation) in the mammary gland markedly 
accelerated the onset of tumors (Muller et al., 1988; Pat-
tengale et al., 1989). Tumors that developed in MMTV-
neu mice were solid nodular adenocarcinomas with 
some evidence of lumen formation and weak to no de-
tectable expression of ER.

Related to the MMTV-Neu model is the MMTV-
PyVMT model, which expresses the polyoma virus 
middle T antigen under the control of MMTV (Guy 
et al., 1992). The PyVMT encodes a membrane spanning 
protein that potently activates pathways downstream 
of growth factors including ERBB2, including SRC and 
phosphatidylinositol 3-kinase (PI3K) (Dilworth, 2002). 
Female MMTV-PyVMT mice developed highly aggres-
sive multifocal ER negative mammary tumors involving 
the entire fat pad with 100% incidence and an average 
latency of 35 days. Tumors developed in both virgin 
and parous females, as well as in males. Tumor-bearing 
mice developed spontaneous lung metastases within 
∼90 days (85% penetrance).

Other models in which growth factor pathways 
are deregulated in association with mammary tumor 
 formation include mice expressing the EGFR ligand 
TGFα (Lee and Muller, 2010; Pattengale et al., 1989). 
In three different models, overexpression of TGFα in 
the mammary epithelium was associated with hyper-
plasia of alveoli and terminal ducts in virgin female 
and pregnant transgenic mice. A range of morphologic 
abnormalities including lobular hyperplasia, cystic hy-
perplasia, adenoma, and adenocarcinoma were seen 
in the mammary tissue of transgenic females. With 
multiple pregnancies and increasing age, up to 40% of 
multiparous animals developed tumors by 16 months 
of age (Halter et al., 1992; Matsui et al., 1990). Bigenic 
mice carrying both WAP-TGFα and WAP-Myc dis-
played a dramatic acceleration of tumor development, 
with 100% of bigenic mice developing synchronous 
mammary tumors at a mean age of 66 days. Of note, 
when TGFα was driven by the Neu-related lipocalin 
(NRL) promoter, the hyperplasias, cystic and solid tu-
mors that developed all expressed ER (Rose-Hellekant 
et al., 2007). These tumors were also hormone depen-
dent as ovariectomy decreased tumor incidence. Thus, 
this model represents a good choice for studying the 
formation of ER+ mammary tumors.
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6.3 Examples of GEM Mammary  
Tumor Models With Inactivation  
of Tumor Suppressor Genes

By definition, tumor suppressor genes are those whose 
loss of function increases the risk of cancer. Since in gen-
eral, both alleles of a tumor suppressor gene must be inac-
tivated for cancer to develop, most GEM models of breast 
cancer have utilized homozygous knockout mice. There 
are some examples where engineered loss of function 
or dominant negative mutations have been constructed. 
Since many tumor suppressor genes have critical roles 
in development, conditional deletion/mutation is often 
necessary to avoid embryonic or perinatal lethality or 
 associated disturbances in tissues other than the mam-
mary gland.

The best-characterized tumor suppressor gene is p53, 
a transcription factor with essential roles in cell cycle 
and apoptosis control, DNA damage signaling, and 
 metabolism. p53 is commonly mutated in sporadic breast 
tumors and its germline loss of function increases the risk 
for development of breast cancer in individuals with Li–
Fraumeni syndrome. Not surprisingly, mice lacking p53 
develop tumors in multiple tissues (primarily sarcomas 
and lymphomas) and early mortality from these malig-
nancies precludes the development of mammary tumors 
(Donehower et al., 1992; Jacks et al., 1994). Thus, other 
approaches, such as transplantation of p53 null tissue 
into syngeneic mice (Medina, 2010), use of p53 heterozy-
gous (+/−) mice (Kuperwasser et al., 2000), expression 
of dominant negative alleles (Wijnhoven et al., 2005), or 
conditional p53 deletion with cre/lox technology (Lin 
et al., 2004) have been necessary for studying the role 
of p53 in mammary tumorigenesis in vivo. Notably, 
tumor spectrum is altered in p53 deficient mice on the 
BALB/c genetic background, with preferential develop-
ment of mammary tumors in p53+/− mice. Median sur-
vival was 15 weeks for BALB/c-p53−/− mice compared 
to 54 weeks for BALB/c-p53+/− mice. Although sarcomas 
and lymphomas were the most frequent tumor types in 
BALB/c-p53−/− mice, 55% of the female BALB/c-p53+/− 
mice developed mammary carcinomas. The mammary 
tumors in p53+/− mice were highly aneuploidy with fre-
quent loss of the remaining wild-type p53 allele. Trans-
plantation of p53−/− epithelium into syngeneic hosts 
resulted in 75% tumor formation indicating that com-
plete loss of p53−/− also favors mammary carcinogenesis 
(Kuperwasser et al., 2000). Using the Cre/loxP system, 
p53 inactivation with a constitutively active WAP-Cre, 
but not with MMTV-Cre, led to the development of ER+ 
mammary tumors (Lin et al., 2004) with genetic altera-
tions, such as Myc amplification and Her2 activation 
and a high rate of metastasis. Thus, there are multiple 
p53-deficient GEM models to choose from that recapitu-
late many aspects of human breast cancer.

The best-characterized mammary-specific tumor 
suppressor genes in humans are BRCA1 and BRCA2. 
Germline deletion of either BRCA1 or BRCA2 is em-
bryonic lethal, and mice heterozygous for BRCA1 or  
BRCA2 do not have increased spontaneous tumor de-
velopment (Borowsky, 2011). Conditional alleles of both 
BRCA genes have been created with various promoters 
(MMTV, WAP, BLG, K14) and in most of these, females 
indeed developed mammary tumors of diverse types, 
albeit with long (greater than 1 year) latency (Evers and 
Jonkers, 2006; Ludwig et al., 2001; Xu et al., 1999). When 
conditional BRCA models have been crossed with p53+/− 
mice, synergistic acceleration of spontaneous mam-
mary tumor development was observed. Tumors from 
MMTV-Cre;Brca1Co/Co;p53+/− mice were triple negative, 
basal-like, and displayed gross genomic instability (Brodie 
et al., 2001). In K14-Cre;Brca1F5–13/F5–13;p53F2–10/F2–10 mice, tu-
mors were also highly aneuploid solid carcinomas with 
basal-like characteristics, including high-proliferation 
 index, poor differentiation, and lack of ER expression 
(Liu et al., 2007). Tumors from BRCA2 conditional mice 
displayed aneuploidy and chromosomal aberrations, 
were usually ER- and HER2-negative with high cyclin D1 
expression. Combined tissue-specific inactivation of both 
Brca2 and p53 resulted in highly efficient mammary tu-
mor formation in K14-Cre;Brca2F11/F11;p53F2–10/F2–10 female 
mice (Jonkers et al., 2001). Although there was some het-
erogeneity in tumor types, most did not express ER, PR, or 
ErbB2 and were positive for basal cell cytokeratins. Thus, 
these  tumors resembled the human BRCA1-associated 
cancers, which are triple negative, but not the BRCA2-
associated human cancers which are typically ER positive.

Additional GEM models of mammary tumorigenesis 
involving tumor suppressor genes include Stat1 (mimics 
human ER positive luminal breast cancers and synergizes 
with MMTV-Neu driven tumorigenesis) and E-cadherin 
(mimics human lobular carcinoma in association with 
p53 deletion) (Derksen et al., 2011). Additional details on 
mouse models and their relevance to human breast cancer 
are available in several reviews (Borowsky, 2011; Lee and 
Muller, 2010; Manning et al., 2016; Menezes et al., 2014; 
Mohibi et al., 2011; Vargo-Gogola and Rosen, 2007).

7 COMPARATIVE PATHOLOGY AND 
GENOMICS: MOUSE MAMMARY TUMORS 

VERSUS HUMAN BREAST CANCER

A consensus report on the comparative pathology of 
39 breast cancer GEM models and human breast can-
cer was generated in 1999 (Cardiff et al., 2000). The 
conclusion from that analysis was that the overall his-
tology of the available GEM tumors did not resemble 
the common types of human breast cancer. However, 
GEM tumors were deemed valuable since genes known 



 8 STUDYING METASTASIS IN MICE WITH AN EMPHASIS ON NEW MODELS 943

L. CANCER

to be associated with human breast cancer did cause 
cancers in mice and the more heterogeneous tumors 
did contain regions reminiscent of human breast can-
cer histology. Notable differences in most mouse tu-
mors compared to human tumors included the lack of 
fibrosis and inflammation, the limited metastasis, and 
the hormone independence. Other than xenografts, the 
rat chemically induced mammary tumorigenesis mod-
el was noted as the best model for studying hormone 
independence. As described in this chapter and recent 
reviews (Borowsky, 2011; Lee and Muller, 2010; Mohibi 
et al., 2011) there are considerably more GEM models 
now, with unique phenotypes including ER positive lu-
minal-type tumors. Furthermore, many of these models 
have yet to be characterized with respect to sensitivity 
to induced carcinogenesis (i.e., chemical, hormone, or 
radiation paradigms). Still lacking, too, are models of 
the less-frequent tumor types (such as mucinous, tubu-
lar, medullary, and inflammatory breast cancers) and 
those that truly mimic the metastatic patterns character-
istic of human breast cancers.

Genomic profiling has provided another approach 
to assess how well murine tumors model human breast 
cancers. Profiles of 10 distinct mouse mammary tumor 
models were conducted to characterize their diversity 
with an emphasis on the similarities to human breast 
tumors (Herschkowitz et al., 2007). This analysis indi-
cated that while some mouse models (including WAP-
Myc, MMTV-Neu, MMTV-PyVMT) developed tumors 
with consistent, model-specific patterns of gene ex-
pression, others (DMBA-induced models, BRCA/
p53+/−) displayed much more diversity. In addition, 
murine tumors clustered into 10 groups which could 
be subdivided into four main categories (normal, mes-
enchymal, basal/myoepithelial, and luminal). Based 
on these genomic profiles, four of the GEM models 
(WAP-Myc, MMTV-Neu, MMTV-PyVMT, and Wap-
Int3) developed luminal-like tumors with the impor-
tant caveat that the murine tumors lacked ER and thus 
did not express core ER regulated genes found in the 
human luminal cluster. Several models, including the 
Brca1-deficient and DMBA-initiated tumors, showed 
genomic profiles consistent with human basal-like tu-
mors. Another study applied comparative genomics 
of p53 null tumors in mouse and basal breast cancers 
in humans to identify common aberrations (Pfefferle 
et al., 2016). This study reported five potential drug 
target genes that were amplified in both murine and 
human basal-like tumors: Cul4a, Lamp1, Met, Pnpla6, 
and Tubgcp3. Collectively, these studies and other 
publically available comparative genomic analyses 
provide exceptional resources for choosing the most 
appropriate mouse model for study of distinct breast 
cancer subtypes (Usary et al., 2016).

8 STUDYING METASTASIS IN MICE WITH 
AN EMPHASIS ON NEW MODELS

In general, the patterns of breast cancer dissemination 
in the available animal models do not recapitulate those 
observed in human breast cancer. Although several of 
the GEM models progress to distant metastases, the in-
cidence is relatively low and disease spread to clinically 
relevant sites, such as brain and bone, is rare. Despite 
this caveat, both xenograft and GEM approaches have 
been utilized to study specific aspects of breast  cancer 
metastasis, yielding insights into mechanisms, as well 
as providing evidence of circulating tumors cells and 
metastasis suppressor genes in these models (Bohl 
et al., 2014; Kabeer et al., 2016; Simmons et al., 2015).

Better models of bone metastasis are of particular in-
terest due to the frequency and clinical impact of skeletal 
spread in patients. Typically, studies of bone metastasis 
have relied on direct injection of tumor cells (ideally ex-
pressing luciferase or other traceable tag) into the tail 
vein, the left cardiac ventricle, or the bone (tibia, femur, 
calvaria) of immunocompromised mice. The most fre-
quently used syngeneic model utilizes the 4T1 series of 
cell lines derived from the BALB/c strain, which when 
transplanted directly into the bone invade and generate 
osteolytic lesions with morphologic and genomic simi-
larities to that observed in the human bone–tumor inter-
face (Futakuchi and Singh, 2013). With respect to use of 
human breast cancer cells in xenograft models, several 
lines have been identified with propensity for growth 
in bone, including MDA-MB-435 and certain sublines of 
MDA-MB-231 cells (Jenkins et al., 2005). However, these 
also require direct inoculation into the circulation or ec-
topic implantation into bone for reliable metastases. Ad-
vantages, limitations, and specific details are available 
in recent reviews (Hibberd et al., 2013; Horas et al., 2015; 
Simmons et al., 2015).

Other approaches involve implantation of neona-
tal mouse vertebrae or fragments of fetal human bone 
into the host mice to provide a substrate for cancer cell 
spread. Rosenblatt (2012) created an “all human” mod-
el of breast cancer metastasis to adult bone. In this ap-
proach, ER/PR negative, HER2 positive SUM1315 cells 
injected into the mammary fat pad of immunodeficient 
mice migrated to previously implanted adult human 
bone fragments obtained at biopsy (Moreau et al., 2007). 
The team also created 3D bone-like scaffolds seeded 
with mesenchymal stromal cells and demonstrated that 
SUM1315 cells metastasized from the fat pad to both the 
tissue-engineered scaffolds and native human bone im-
plants. The use of engineered scaffolds as homing sites 
for breast cancer metastasis from an orthotopic site may 
provide new opportunities to manipulate the bone mi-
croenvironment for mechanistic studies.
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9 EMERGING NONRODENT MODELS 
OF BREAST CANCER

In recent years, efforts have been made to identify 
nontraditional models of breast cancer through charac-
terization of spontaneous tumors in cats and dogs, in-
duced cancers in primates, and modeling of metastasis in 
zebrafish. These emerging models are briefly discussed 
here with an eye to the future. Spontaneous mammary 
cancers develop in both dogs and cats and are often 
highly malignant. Dogs develop invasive mammary car-
cinomas with epidemiological and biological similarities 
to human breast cancers including a high prevalence of 
the triple-negative subtype (Rasotto et al., 2014). Inter-
estingly, overexpression of the insulin-like growth factor 
Type 1 receptor (IGFR1) is common in canine invasive 
mammary carcinoma (as in human breast cancer) and is 
associated with aggressive features including lympho-
vascular invasion, high grade and the triple negative 
phenotype. IGFR1 overexpression in canine triple-neg-
ative tumors is associated with shorter overall and spe-
cific survival and shorter disease free index (Jaillardon 
et al., 2015). Thus spontaneous canine mammary cancer 
offers a relevant model for preclinical studies on new 
therapies targeting IGF1R and related pathways in tri-
ple-negative breast cancer. Guidelines for characterizing 
immunohistochemical biomarkers (ER, PR, HER2) and 
pathology (epithelial vs. myoepithelial, invasion, and 
micrometastases) of canine mammary tumors have been 
published to ensure reproducibility and comparison of 
various studies (Pena et al., 2014).

Feline mammary adenocarcinomas are also highly ag-
gressive with strong similarities in clinical behavior to 
human basal-like breast cancers (Wiese et al., 2013). Mo-
lecular classification of feline mammary carcinomas in-
dicated that the luminal B/HER2-negative subtype was 
the most common (30%), followed by luminal B/HER2-
positive subtype (20%), triple negative basal-like (17%), 
luminal A (15%), triple negative normal-like (13%), and 
finally, HER2-positive subtype (7%). Highest survival 
was observed in cats with the Luminal A subtype while 
lowest survival was in animals with triple negative bas-
al-like subtypes (Hassan et al., 2016; Soares et al., 2016). 
Lung was the most frequent site of metastasis. Interest-
ingly, cats with multiple primary tumors showed dif-
ferent molecular subtypes in each carcinoma indicating 
considerable heterogeneity in etiology. Studies on feline 
mammary cancer are facilitated by the availability of cell 
lines (Borges et al., 2016; Hassan et al., 2016), some of 
which have been characterized for growth and metasta-
sis in nude mice. When inoculated subcutaneously, fe-
line carcinoma cells did not metastasize, but lung, brain, 
liver, kidney, eye, and bone metastases were confirmed 
following intratibial and intracardiac injection. Genom-
ic analysis identified upregulation of genes encoding 

growth factors in the PDGF, EGF, and VEGF families in 
metastatic lesions. Collectively, these reports provide 
evidence that both spontaneous and experimental feline 
mammary carcinomas represent additional models for 
human breast cancer.

Zebrafish represent a powerful genetic model that is 
amenable to engraftment approaches and is highly suit-
able for studies of angiogenesis and metastasis (Moore 
and Langenau, 2016; Tulotta et al., 2016). Cancer cells 
can be transplanted into embryonic zebrafish prior to 
development of a functional immune system or into 
adult zebrafish with genetic or induced ablation of the 
immune system. Breast cancer cells of diverse malig-
nant potential exhibit invasive and metastatic proper-
ties within embryonic zebrafish that correlate with their 
tumorigenicity in mouse models (Drabsch et al., 2013). 
Furthermore, blocking known mediators of metastasis 
(TGF-β, Smad4, matrixmetalloproteinases) reduces in-
vasion and metastasis in the zebrafish xenograft model 
and closely mimics results from mouse metastasis mod-
els (Drabsch et al., 2013). Combined with sensitive imag-
ing techniques, this model allows for cost-effective and 
rapid screening of potential inhibitors of angiogenesis 
and metastasis.

A unique model of breast cancer has been developed 
in tree shrews, a small primate that is easy to manipu-
late, maintain, and propagate. While breast cancer can 
be induced in tree shrews with chemical carcinogens, the 
incidence is low (50%) and the latency is long (7 months). 
In a novel approach, mammary tumors were induced 
within 3 weeks after injection of a lentivirus driving 
expression of the polyoma middle T oncogene into the 
mammary ducts (Ge et al., 2016). All injected animals 
developed tumors and one case showed metastasis to 
lymph node and lung. Tumor growth was significantly 
inhibited by established chemotherapeutics (cisplatin 
and epidoxorubicin). Once fully characterized, this pri-
mate model could represent a clinically relevant model 
suitable for screening of breast cancer therapeutics due 
to its high efficiency and short latency.

10 CONCLUSIONS

Advances in prevention and treatment for breast can-
cer rely heavily on the use of animal models. As described 
in this chapter, rodent models provide good surrogates 
for human breast tumors and are particularly useful for 
identification and testing of therapeutics. More efficient 
use of published data may benefit from sharing of ar-
chived resources between labs, a goal of the new web-
based tool SEARCHBreast (https://searchbreast.org/), 
a searchable database, and online collaborative network 
of breast cancer researchers with experience with in 
vivo, in vitro, and in silico models of breast cancer. The 
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aim of this web-based resource is to reduce duplicative 
research by sharing data and archived materials, thereby 
accelerating discoveries (Blyth et al., 2016). As emerging 
models in other species become better characterized and 
shared, appropriate models for addressing clinical and 
molecular research questions relevant to human breast 
cancer can easily be identified.
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1 INTRODUCTION

Systemic sclerosis (SSc) is a connective tissue disease 
which shows fibrogenesis and vasculogenesis. Although 
the pathogenesis of SSc has not been fully elucidated yet, 
it is characterized by the excessive accumulation of extra-
cellular matrix (ECM) proteins in the skin and various in-
ternal organs, vascular injury, and immunological abnor-
malities (Yamamoto, 2009). In early stages of SSc, activated 
fibroblasts in the affected areas produce high amounts of 
collagen. Histological analysis of the initial stage of sclero-
derma reveals perivascular infiltrates of mononuclear 
cells in the dermis, which is associated with increased col-
lagen synthesis in the surrounding fibroblasts. A number 
of studies have demonstrated the crucial role of several 
fibrogenic cytokines released from immunocytes in initi-
ating the sequence of events leading to fibrosis.

Animal models are useful in providing clues for 
the study of various human diseases and for the 
exploration of new treatments. Although animal mod-
els which exhibit all the aspects of SSc are not cur-
rently available, several experimental animal models, 
such as tight skin (Tsk) mice, Tsk2 mice, bleomycin-
induced murine scleroderma, sclerodermatous graft-
versus-host disease (Scl-GvHD) mice, exogenous 
injections of transforming growth factor-β (TGF-β)/
connective tissue growth factor (CTGF)-induced mu-
rine fibrosis model, Friend leukemia integration-1 
(Fli1)-deficient mice, and UCD-200 chicken, etc., as 
well as several transgenic or knockout mice, have been 
examined so far (Yamamoto, 2010). In this review, re-
cent insights into the pathogenesis and therapeutic 
interventions gained from use of animal models of SSc 
are discussed.
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2 BLEOMYCIN-INDUCED MURINE 
SCLERODERMA

Bleomycin was originally isolated from the fungus 
Streptomyces verticillus, and is frequently used as an 
antitumor agent for the treatment of various kinds of 
malignancy. In addition, bleomycin is used by derma-
tologists as a treatment for recalcitrant warts, hypertro-
phic scars, and keloid (Yamamoto, 2006a). Bleomycin 
hydrolase inactivates bleomycin by hydrolyzing the 
amide bond in the β-aminoalanineamide moiety. Due to 
the deficiency of the enzyme in the lungs and the skin, 
bleomycin-induced toxicity occurs predominantly in 
these organs. Pulmonary fibrosis is a well-known ad-
verse effect of bleomycin, and bleomycin-induced lung 
injury in rodents is an established model for human pul-
monary fibrosis. Mountz et al. (1983) reported that rats 
injected repeatedly with sublethal doses of bleomycin 
over a 58-week period developed severe dermal fibro-
sis similar to those found in human scleroderma with 
structural abnormalities of collagen fibers; however, 
histological features were not shown in their paper. On 
the other hand, we established bleomycin-induced mu-
rine scleroderma model by repeated local injections of 
bleomycin into the shaved back skins, and published in 
a series of studies (Yamamoto et al., 1999a,b; Yamamoto 
and Nishioka, 2001; Yamamoto and Nishioka, 2002a; 
Yamamoto and Nishioka, 2004a; Yamamoto et al., 2000a). 
Thereafter, this model has been admitted worldwide as 
a representative scleroderma model, and making use of 
this model, a number of studies have been performed. 
Further, modified models have also been reported 
(Ishikawa et al., 2009; Shibusawa et al., 2008).

Mice at the age of 4–6 weeks are usually chosen. Al-
though dermal sclerosis can be induced by bleomycin in 
various mice strains, C3H/He, A/J, DBA2, B10.D2, and 
B10.A, and Balb/c mice develop intense dermal sclero-
sis, characterized by deposition of homogenous materi-
als and thickened collagen bundles in the dermis. Both 
males and females can be used, and there are no differ-
ences of the degrees in induced fibrosis. Although der-
mal sclerosis was not very strongly induced in C57BL/6J 
strain, a frequently used strain as a control wild type in 
studies using gene-deficient mice, C57BL/6J strain can 
be used in those experiments. 100 µl of bleomycin at a 
concentration (higher than 100 µg/mL) is repeatedly in-
jected in the shaved back skin intradermally or subcuta-
neously. Bleomycin administration is recommended to 
the superficial areas in the skin to avoid diffusion. Mice 
are getting thin with weight loss, and easily die if high 
concentration of bleomycin is given. Bleomycin at a con-
centration less than 1 mg/mL is usually used.

Histopathological examination revealed definite 
dermal sclerosis characterized by thickened collagen 
bundles and deposition of homogenous materials in 

the thickened dermis with cellular infiltrates, which 
mimicked human scleroderma. Dermal thickness grad-
ually increased with the onset of the sclerosis. Cellular 
infiltrates were composed of T cells, monocytes/macro-
phages, and mast cells, which are supposed to play an 
important role in the induction of dermal sclerosis. By 
contrast, dermal sclerosis can be compulsorily induced 
by bleomycin treatment, even in nude mice, severe 
combined immunodeficiency (SCID) mice and mast 
cell-deficient mice (Yamamoto et al., 1999b; Yamamoto 
and Nishioka, 2001; Yamamoto and Nishioka, 2004a). A 
study shows that transfer of CD4+ T cells from bleomy-
cin-treated mice induced the same pathological changes 
and antibody production in untreated Balb/c nude mice 
(Ishikawa et al., 2009). Mast cells increased in number 
in tandem with the induction of dermal sclerosis. Also, 
a marked degranulation was found in particular in the 
early phase, with elevated plasma histamine levels (Ya-
mamoto et al., 1999a). In some strains, epidermal thick-
ness was also induced as well (Yamamoto et al., 1999b). 
Further, lung fibrosis showing thickened alveolar walls 
with cellular infiltrates was also induced early on. Cuta-
neous changes were generally localized to the area sur-
rounding the injected site, and sclerotic changes were 
not induced in the remote regions, such as fingers or ab-
dominal skin. After the stoppage of bleomycin injections, 
sclerotic changes remained at least 6 weeks, suggesting 
that the induction of dermal sclerosis is not transient but 
persistent. Thickness of vascular wall in the deep dermis 
was also observed (Yamamoto and Katayama, 2011). 
There was some variation among strains in the intensity 
of the symptoms and the period required to induce der-
mal sclerosis, and C3H/He, DBA/2, B10.D2, and B10.A 
strains demonstrated intense dermal sclerosis by bleo-
mycin treatment, suggestive of bleomycin-“susceptible” 
(Oi et al., 2004; Yamamoto et al., 2000a). Hydroxyproline 
contents in the bleomycin-treated skin were significant-
ly increased in comparison with those of the PBS-treated 
skin. Increased production as well as upregulation of 
mRNA levels of type I collagen was found in the sclerot-
ic skin (Yamamoto et al., 1999a; Yamamoto et al., 2000a). 
In the bleomycin-induced scleroderma, α-SMA-positive 
myofibroblasts were observed in the dermis, and gradu-
ally increased in tandem with the induction of dermal 
sclerosis (Yamamoto and Nishioka, 2002a). Interest-
ingly, autoantibodies were detected in the serum after 
bleomycin treatment (Yamamoto et al., 1999a). Bleo-
mycin hydrolase inactivates bleomycin by hydrolyzing 
the amide bond in the β-aminoalanineamide moiety. 
Due to the lack or shortage of this enzyme in the lungs 
and the skin, bleomycin-induced fibrosis and sclerosis 
occurs predominantly in these organs. A recent report 
shows that a one-time injection of bleomycin-poly(l-
lactic acid) microspheres can induce dermal sclerosis in 
mice (Shibusawa et al., 2008); however, this technique is 
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difficult and can be available in limited institutes. The 
induction of dermal sclerosis is considered to be, in part, 
mediated by inflammatory and fibrogenic cytokines, as 
well as by the direct effect of bleomycin on ECM synthe-
sis in fibroblasts.

Bleomycin exerts various effects on skin-constituted 
cells, such as fibroblasts, keratinocytes and endothelial 
cells, as well as immunocytes (Yamamoto, 2006a). In vi-
tro, bleomycin upregulates collagen and TGF-β1 mRNA 
expression in cultured rat lung (Clark et al., 1980) and 
human skin fibroblasts (Yamamoto et al., 2000b). Also, 
bleomycin enhances gene expression of ECM proteins 
as well as fibrogenic cytokines (Yamamoto et al., 2000b), 
which may contribute to the induction of fibrosis. In-
creased TGF-β mRNA transcription is followed by TGF-
β mRNA accumulation and TGF-β protein, which causes 
upregulation of procollagen gene transcription (Breen 
et al., 1992). It was shown that TGF-β is a mediator of 
the fibrotic effect of bleomycin at the transcriptional lev-
el and that the TGF-β response element is required for 
bleomycin stimulation of the proα1(I) collagen promoter 
(King et al., 1994). Endothelial cells have been reported 
to play an important role in the inflammatory as well as 
fibrotic process. In vitro studies showed a dose-depen-
dent stimulation of endothelial cell secretion of collagen 
synthesis by bleomycin (Phan et al., 1991). This stimula-
tory activity was inhibited by the anti-TGF-β antibody 
(Phan et al., 1991). TGF-β increases the synthesis of 
ECM, such as collagen type I and type III, or fibronectin 
by fibroblasts, modulates cell–matrix adhesion protein 
receptors, and regulates the production of proteins that 
can modify the ECM by proteolytic action, such as plas-
minogen activator, an inhibitor of plasminogen, or pro-
collagenase. In addition, TGF-β is capable of stimulating 
its own synthesis by fibroblasts through autoinduction. 
Thus, maintenance of increased TGF-β production may 
lead to the progressive deposition of ECM, resulting in 
fibrosis. Actually, TGF-β mRNA is elevated in the lesion-
al skin of SSc, and also shown to colocalize with type I 
collagen in scleroderma skin (Kulozik et al., 1990). In the 
bleomycin model, immunohistological analysis showed 
that TGF-β was detected on the infiltrating cells, which 
were predominantly composed of macrophages, as well 
as fibroblasts at sclerotic stages. TGF-β1 and -β2 mRNA 
expression was also detected in the lesional skin at early 
phases. Additionally, expression and synthesis of TGF-β1 
were increased in bleomycin-“susceptible” mice strains 
(Oi et al., 2004). CTGF (CCN2) is selectively induced in fi-
broblasts after activation by active TGF-β, and also regu-
lated by TGF-β accessory receptors (Holmes et al., 2011). 
CTGF may functionally coordinate the mode of action 
of TGF-β, such as fibroblast proliferation and ECM pro-
duction in fibroblasts. High level of CTGF is shown in 
the lesional skin of bleomycin-induced scleroderma (Liu 
et al., 2010). Plasminogen activator inhibitor-1 (PAI-1) 

is induced by TGF-β, and its promoter contains Smad 
binding elements. PAI-1 expression was upregulated in 
the bleomycin-treated skin; however, dermal sclerosis 
was similarly induced by bleomycin in even PAI-1-de-
ficient mice (Matsushita et al., 2005). PAI-1 plays an im-
portant role, but may not be the prerequisite factor, in the 
development of bleomycin-induced scleroderma. Signal-
ing by TGF-β elicits profibrotic responses in fibroblasts. 
Upon binding of TGF-β to the type II receptor, the type I 
receptor becomes activated, and signaling to the nucleus 
occurs predominantly by phosphorylation of cytoplas-
mic mediators belonging to the Smad family. Three fam-
ilies of Smads have been identified; receptor-regulated 
Smad2 and -3 (R-Smads), common partner Smad4 (Co-
Smad), and inhibitory Smad6 and -7 (I-Smads). Smad7 
has been shown to act as an intracellular antagonist of 
TGF-β signaling, and an inhibitor of TGF-β-induced tran-
scriptional responses. In scleroderma skin and cultured 
scleroderma fibroblasts, basal level and TGF-β-inducible 
expression of Smad7 are selectively decreased, whereas 
Smad3 expression is increased (Dong et al., 2002). On the 
other hand, Smad7 expression levels in scleroderma fi-
broblasts are unclear and disputed (Asano et al., 2004a; 
Mori et al., 2003). In the bleomycin-treated skin, fibro-
blasts showed predominantly nuclear localization of 
Smad3 and intense staining for phospho-Smad2/3 
(Takagawa et al., 2003). On the other hand, expression 
of Smad7 was downregulated, which may account for 
sustained activation of TGF-β/Smad signaling in the le-
sional skin. Targeted disruption of Smad3 ameliorated 
bleomycin-induced scleroderma, unassociated with in-
flammation (Lakos et al., 2004). Recently, other signal-
ing pathways besides the Smad proteins have also been 
shown to mediate TGF-β signaling in scleroderma fibro-
blasts, such as the p38 mitogen-activated protein kinase 
(MAPK) (Ihn et al., 2005), phosphatidylinositol 3-kinase 
(PI3K) (Asano et al., 2004b), and Egr-1 (Bhattacharyya 
et al., 2008) pathways. Other signaling pathways, such 
as c-abl, Src kinase, and Rac1 are also involved in the 
induction of scleroderma by bleomycin (Liu et al., 2008; 
Skhirtladze et al., 2008). Type 2 cytokines, that is, IL-4 
and IL-13, have also been suggested to be important in 
scleroderma. IL-4 is produced by activated memory T 
cells and mast cells, and promotes fibroblast prolifera-
tion, gene expression, and synthesis of ECM proteins, 
such as collagen and tenascin (Makhluf et al., 1996; 
Postlethwaite et al., 1992). IL-4 upregulates TGF-β pro-
duction in eosinophils (Elovic et al., 1998) and T cells 
(Seder et al., 1998). Increased IL-4 production is detected 
in the sera or by activated peripheral blood mononucle-
ar cells of patients with SSc (Needlemann et al., 1985). 
Scleroderma fibroblasts express more IL-4 receptor 
α and produce more collagen after IL-4 stimulation 
(Serpier et al., 1997). In the bleomycin model, IL-4 levels 
in the serum (Yamamoto et al., 1999c) as well as in the 
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lesional skin (Matsushita et al., 2004) were significantly 
elevated following bleomycin treatment. Transcription 
factor T-bet is a master regulator of type 1 immunity, 
and mice lacking T-bet showed increased sensitivity to 
bleomycin and exhibited significantly enhanced dermal 
sclerosis (Aliprantis et al., 2007; Lakos et al., 2006). IL-13 
is a potent stimulator of fibroblast proliferation and col-
lagen production (Doucet et al., 1998a; Jinnin et al., 2004; 
Oriente et al., 2000). The profibrotic effect of IL-13 is pos-
tulated to involve irreversible fibroblast activation, trig-
gered either directly (Doucet et al., 1998b) or indirectly 
through TGF-β (Lee et al., 2001; Oriente et al., 2000). IL-
13 transgenic mice show increased lung fibrosis, as well 
as increased levels of TGF-β1 (Belperio et al., 2002). In 
the bleomycin model, IL-13 mRNA levels and protein 
synthesis in the lesional skin were increased, and IL-13 
receptor (IL-13R)-α2 expression in the lesional skin was 
augmented mainly in the infiltrating mononuclear cells 
and macrophages after bleomycin exposure (Matsushita 
et al., 2004). Another study showed that IL-13-deficient 
mice failed to develop an increase in skin sclerosis after 
bleomycin treatment (Aliprantis et al., 2007). IL-13 may 
promote the progression of cutaneous fibrosis/sclerosis 
in the development of bleomycin-induced scleroderma.

Chemokines and chemokine receptors have also been 
implicated in the pathogenesis of SSc (Yamamoto, 2006b). 
CCL2/monocyte chemoattractant protein-1 (MCP-1) is a 
most important chemokine for SSc (Yamamoto, 2008). In 
vitro studies show that CCL2 upregulates type I collagen 
mRNA expression in rat fibroblasts, which is indirectly 
mediated by endogenous upregulation of TGF-β gene 
expression (Gharaee-Kermani et al., 1996). CCL2 en-
hances expression of matrix metalloproteinase-1 (MMP-
1), MMP-2, as well as TIMP-1 in cultured skin fibroblasts 
(Yamamoto et al., 2000c). Current studies have demon-
strated increased expression of CCL2 in patients with 
SSc (Distler et al., 2001; Galindo et al., 2001a; Hasegawa 
et al., 1999; Yamamoto et al., 2001a,b). Scleroderma fibro-
blasts express increased levels of CCL2 mRNA and pro-
tein (Galindo et al., 2001a; Yamamoto et al., 2001a), and 
stimulation with platelet-derived growth factor (PDGF) 
resulted in a significant increase in CCL2 mRNA and 
protein (Distler et al., 2001). Furthermore, the autoinduc-
tion of CCL2 was observed in scleroderma fibroblasts, 
but not in normal fibroblasts (Yamamoto et al., 2001a). 
CCL2 acts indirectly via IL-1α (Yamamoto et al., 2000c). 
IL-1α as well as IL-1 receptor levels, in turn, were shown 
to be significantly increased in scleroderma (Kawaguchi 
et al., 1999). In addition, IL-1α as well as tumor necrosis 
factor (TNF)-α are potent inducers of CCL2. Thus, in ad-
dition to a direct autocrine stimulatory loop, a mutual 
induction between IL-1α and CCL2 might lead to a self-
perpetuating activation of scleroderma fibroblasts. CCL2 
levels may also be increased by IL-13 because IL-13 is 
a potent stimulator of CCL2 (Zhu et al., 2002). In the 

bleomycin model, expression of CCL2 in the infiltrating 
mononuclear cells was enhanced following bleomycin 
treatment, and expression of CCL2 in fibroblasts was 
detected at later stages in the sclerotic skin (Yamamoto 
and Nishioka, 2003). Expression of CCR-2, a major re-
ceptor for CCL2, was also upregulated in the lesional 
skin at both protein and mRNA levels following bleo-
mycin treatment. Administration of anti-CCL2 neutral-
izing antibody together with local bleomycin treatment 
reduced dermal sclerosis, along with collagen content 
in the skin as well as mRNA expression of type I colla-
gen. These data suggest that CCL2 and CCR-2 signaling 
plays an important role in the pathogenesis of bleomy-
cin-induced scleroderma. In the CCL2-deficient mice, 
skin fibrosis was diminished even by the bleomycin 
treatment (Ferreira et al., 2006). CCL2 may contribute to 
the induction of dermal sclerosis directly, via its upreg-
ulation of mRNA expression of ECM on fibroblasts, as 
well as indirectly through the mediation of a number of 
cytokines released from immunocytes recruited into the 
lesional skin. On the other hand, oxidative stress tran-
siently induces CCL2 mRNA and protein expression in 
cultured skin fibroblasts (Galindo et al., 2001b), suggest-
ing that ROS may play a regulatory role in inflammation 
by modulating monocyte chemotactic activity.

Expression of TNF is detectable during the early 
stages of scleroderma (Hebbar et al., 1996). The sero-
logic level of TNF increases with the clinical severity 
and biologic activity of the disease (Alecu et al., 1998), 
or in association with pulmonary fibrosis (Hasegawa 
et al., 1997). TNF-α targeting therapies are suggested 
to be effective for reduction of skin fibrosis (Distler 
et al., 2008). Bleomycin activates human alveolar mac-
rophages to produce TNF-α, and in vivo studies show 
increased levels of TNF-α protein and mRNA in lungs 
following bleomycin treatment in mice (Phan and Kun-
kel, 1992; Piguet et al., 1989). The development of lung fi-
brosis by bleomycin was prevented by inhibition of TNF 
signaling through administration of antibodies against 
TNF-α (Piguet et al., 1989), or in TNF receptor (TNFR)-
deficient mice (Ortiz et al., 1999). By contrast, TNFRp55-
deficient mice developed severe sclerotic changes of the 
dermis following bleomycin exposure at extremely ear-
lier time points, as compared with wild-type mice (Mu-
rota et al., 2003). Induction of MMP-1 expression was 
significantly inhibited in the bleomycin-treated skin of 
TNFRp55-null mice. The authors suggest that signaling 
mediated by TNFRp55 plays an essential role in MMP-
1 expression and a key role in the collagen degradation 
process in the bleomycin model. The controversial re-
sults between skin and lung are also observed in PAI-1 
knockout mice (Matsushita et al., 2005). Involvement of 
the apoptotic process in the pathogenesis of SSc has been 
investigated. Recent studies have shown that apoptosis 
of endothelial cells induces resistance to apoptosis in 
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fibroblasts largely through PI3K-dependent mechanisms 
(Laplante et al., 2005). Furthermore, fibroblasts exposed 
to medium conditioned by apoptotic endothelial cells 
presented myofibroblast changes (Laplante et al., 2005). 
By contrast, cultured scleroderma fibroblasts were resis-
tant to Fas-induced apoptosis (Jelaska and Korn, 2000; 
Santiago et al., 2001). Although the effect of TGF-β on 
apoptosis differs according to cell type, stage of matu-
ration, and other factors, TGF-β1 may play a role in in-
ducing apoptosis-resistant fibroblast populations in SSc 
(Santiago et al., 2001). In scleroderma fibroblasts, Bcl-2 
level was significantly higher, whereas the Bax level 
significantly decreased (Santiago et al., 2001). On the 
contrary, alterations in endothelial apoptosis induction 
were not involved in the development of the disease in 
either Tsk1/+ or Tsk2/+ mice (Sgonc et al., 1999). In the 
bleomycin model, TUNEL positivity was prominently 
detected on keratinocytes and infiltrating mononuclear 
cells, but not endothelial cells and fibroblasts (Yamamo-
to and Nishioka, 2004b). DNA fragmentation revealed 
laddering of the bleomycin-treated skin, and increased 
expression of Fas and FasL was detected in the lesional 
skin. mRNA expression as well as activity of caspase-3 
was also enhanced after bleomycin treatment. Admin-
istration of neutralizing anti-FasL antibody together 
with local bleomycin treatment reduced the develop-
ment of dermal sclerosis, in association with the reduc-
tion of TUNEL-positive mononuclear cells and with the 
blockade of apoptosis. Caspase-3 activity was also sig-
nificantly reduced after anti-FasL treatment. Excessive 
apoptosis, which cannot be treated by macrophages, 
may induce proinflammatory cytokines, such as TNF-α 
or interferons (IFNs), and play a triggering role in the 
pathogenesis of bleomycin-induced scleroderma. T cells, 
macrophages, and mast cells are present in increased 
numbers or in an activated state in the lesional skin of 
SSc patients, and are thought to play an active role in the 
pathogenesis of the disease. Additionally, activated pe-
ripheral B cells are found in abnormally large numbers 
in patients with SSc (Sato et al., 2001). B cells contribute 
not only to antibody production, but also to T cell acti-
vation and differentiation and the production of various 
cytokines. In CD19-deficient mice, induction of dermal 
and lung fibrosis, cytokine expression and autoantibody 
production were inhibited (Yoshizaki et al., 2008). They 
speculate that hyaluronan activates B cells via toll-like 
receptor (TLR)-4 in this model. Also, expression of TLR-
3 is increased in the dermis in this model, which may 
result in the increase of production of IL-6 and of differ-
entiation into myofibroblasts (Agarwal et al., 2011). Role 
of innate immunity in SSc has recently been suggested, 
and TLR stimulation of fibroblasts may trigger cytokine 
cascades in fibrosis, via activating innate immune sys-
tem (Fullard and O’Reilly, 2015). In particular, TLR-2, 
-3, and -4 may play an important role (Fang et al., 2016; 

Fullard and O’Reilly, 2015; Takahashi et al., 2015). TLR-3 
expression was upregulated in SSc, and IFN-α2 induced 
an upregulation of TLR-3 in human dermal fibroblasts 
(Agarwal et al., 2011), suggesting an important role of 
TLRs activation via type I IFNs in fibrosis. Activation 
of nod-like receptors (NLRs) leads to the activation of 
inflammasome, and then caspase-1 activation, result-
ing in the processing and secretion of IL-1β and IL-18. 
Mice with a deletion of NLR protein 3 were resistant 
to bleomycin-induced skin fibrosis (Artlett et al., 2011). 
IL-18 acts as a fibrogenic cytokine, and expression 
of IL-18 is elevated in SSc (Scala et al., 2004). By contrast,  
IL-18 downregulated collagen production via the ERK 
pathway in human dermal fibroblasts (Kim et al., 2010). 
Thus, role of IL-18 in the development of fibrosis needs 
further analysis. MicroRNAs (miRNAs) are noncoding 
small RNAs, and dysregulation of miRNAs is recently 
shown. miRNA-29a is spontaneously downregulated in 
scleroderma fibroblasts, and fibrogenic cytokines, such 
as TGF-β, PDGF-B, and IL-4 reduced the level of miR-
NA-29a in normal fibroblasts (Maurer et al., 2010). Also, 
expression of miRNA-29a was reduced in the mouse 
model of bleomycin-induced scleroderma, suggesting 
a key regulator of collagen expression in SSc (Maurer 
et al., 2010). Alternatively, miR-155 was upregulated in 
scleroderma skin, and miR-155 deficient mice were re-
sistant to bleomycin treatment (Yan et al., 2016). In vi-
tro silencing of miR-155 in fibroblasts inhibited collagen 
synthesis and signaling pathways of Wnt/β-catenin 
and Akt. Bleomycin treatment reduced adipose tissues 
(Ohgo et al., 2013). Myofibroblasts within the fibrotic 
dermis were derived from intradermal adipocytic cells 
that had undergone phenotypic transformation, and 
proposed the term of adipocyte–myofibroblast transi-
tion (Marangoni et al., 2015). Cytokines derived from 
adipose tissues, such as adiponectin and leptin regulate 
fibroblast proliferation, differentiation, and function, via 
peroxisome proliferator-activated receptors (PPAR-γ). 
Leptin is suggested to play a profibrotic by augmenta-
tion of TGF-β by reducing PPAR-γ.

Numerous therapeutic approaches have been inves-
tigated so far in bleomycin-induced scleroderma model. 
Systemic administration of anti-TGF-β neutralizing an-
tibody in combination with local bleomycin treatment, 
suppressed the development of scleroderma (Yamamoto 
et al., 1999c). This effect was accompanied by the reduc-
tion of the number of myofibroblasts, mast cells, and 
eosinophils. Topical application of a peptide inhibitor 
of TGF-β has been shown to ameliorate skin fibrosis in 
bleomycin-induced scleroderma (Santiago et al., 2005). 
Latency-associated peptide (LAP) is released from la-
tent TGF-β. Local LAP administration along with bleo-
mycin treatment suppressed the induction of dermal 
sclerosis, as well as collagen and CTGF gene expres-
sion, in an ongoing experiment (Wakatsuki-Nakamura 



956 36. ANIMAL MODELS OF SYSTEMIC SCLEROSIS 

M. SCLEROSIS

et al., 2012). IFN-γ causes potent inhibition of collagen 
production in cultured skin fibroblasts. IFN-γ decreased 
TGF-β-induced α-SMA expression in palatal fibroblasts, 
as well as changes in morphology (Yokozeki et al., 1999). 
Moreover, IFN-γ inhibits the TGF-β-induced phosphor-
ylation of Smad3 and the accumulation of Smad3 in 
the nucleus, whereas induces the expression of Smad7 
(Ulloa et al., 1999). In the bleomycin model, systemic ad-
ministration of IFN-γ together with bleomycin reduced 
dermal sclerosis, even after the onset of scleroderma 
(Yamamoto et al., 2000d). Administration of inhibitor 
of TGF-β/Smad signaling by the activation of nuclear 
translocation of Y-box binding protein 1 suppressed 
skin fibrosis in this model (Hasegawa et al., 2009). A 
small molecule antagonist of CCL2 prevented skin scle-
rosis induced by bleomycin (Kimura et al., 2007). Bleo-
mycin produces free radicals and induces apoptosis. A 
reduction of free radical formation may contribute to 
the decrease of collagen content by inhibition of pro-
line hydroxylation, which leads to the improvement of 
scleroderma. Lecithinized superoxide dismutase (SOD) 
with high tissue accumulation and a long half-life in 
the blood showed an inhibitory effect on bleomycin-in-
duced scleroderma, suggesting that antioxidant therapy 
may lead to an antifibrotic effect; however, postonset 
administration of SOD could not attenuate the dermal 
sclerosis (Yamamoto et al., 1999d). Also, a free radical  
scavenger, edaravone, inhibited dermal sclerosis 
(Yoshizaki et al., 2011). Halofuginone has an inhibito-
ry effect on collagen synthesis, and shows antifibrotic 
effects in a few animal models of scleroderma. By 
contrast, bleomycin-induced scleroderma was not at-
tenuated by treatment with halofuginone (Yamamoto 
and Nishioka, 2002b). Halofuginone may not amelio-
rate dermal sclerosis along with strong inflammation 
caused by repeated application of bleomycin. Hepato-
cyte growth factor (HGF) prevented the progression of 
organ fibrosis. The promoter region of the HGF gene 
contains a TGF-β inhibitory element. HGF induces pro-
teases which degradate ECM proteins, such as MMPs, 
membrane type 1-MMP (MT1-MMP), and urokinase-
type plasminogen activator (uPA), and also decreases 
TIMPs (Matsumoto and Nakamura, 2001). Gene trans-
fer of HGF not only prevented the ongoing dermal 
sclerosis induced by simultaneous local injections of 
bleomycin, but also ameliorated the previously induced 
dermal sclerosis (Wu et al., 2004). This effect was medi-
ated by suppressing TGF-β levels. Adenosine is a nucle-
oside that is generated in response to cellular stresses, 
such as chronic inflammation and hypoxic conditions. 
Adenosine A2A receptor-deficient and A2A receptor an-
tagonist-treated mice were protected from developing 
bleomycin-induced dermal sclerosis (Chan et al., 2006). 
PPARs are ligand-activated transcription factors that 
regulate cell proliferation, differentiation, and immune/

inflammation response. PPAR-γ inhibits TGF-β signal-
ing and collagen synthesis (Burgess et al., 2005; Ghosh 
et al., 2004). Insulin-sensitizing drugs, such as rosigli-
tazone and pioglitazone, activate PPAR-γ, inhibit TGF-
β-induced fibrotic responses. Treatment with PPAR-γ 
ligand rosiglitazone prevented dermal sclerosis with 
downregulation of collagen gene expression and 
myofibroblast accumulation in the lesional skin (Wu 
et al., 2009). Imatinib mesylate (Gleevec) targets specifi-
cally the TGF-β and PDGF signaling pathways by in-
hibiting the tyrosine kinase activity of c-abl and PDGF 
receptors. Imatinib reduced dermal thickness, the num-
ber of myofibroblasts, and synthesis of ECM proteins 
in the bleomycin-induced dermal sclerosis (Distler 
et al., 2007). Further, imatinib induced regression of pre-
existing ECM accumulation in the skin and decreased 
dermal thickness (Akhmetshina et al., 2009). Dasatinib 
and nilotinib, both are dual inhibitor of c-abl and PDGF 
receptor, potently reduced dermal thickness, the num-
ber of myofibroblasts, and collagen content of the skin 
in the bleomycin model (Akhmetshina et al., 2008). An 
interaction between CD40 and its ligand CD40L has 
been suggested as a pathway for immune and inflam-
matory responses. Cultured scleroderma fibroblasts 
express CD40 (Fukasawa et al., 2003). In the lesional 
skin of bleomycin-induced scleroderma, dermal fibro-
blasts expressed CD40, and mast cells and CD4+ T cells 
expressed CD40L (Kawai et al., 2008). Anti-CD40L an-
tibody inhibited the induction of skin sclerosis by sup-
pressing fibroblast proliferation and downregulation 
of CCL2 expression in this model (Kawai et al., 2008). 
α-Melanocyte-stimulating hormone (α-MSH) has many 
effects, such as immunomodulation, regulation of exo-
crine activity and apoptosis, and antifibrotic effect. 
α-MSH suppresses TGF-β-induced collagen synthesis 
in vitro. Treatment with α-MSH suppressed bleomy-
cin-induced collagen accumulation in the skin (Kokot 
et al., 2009). Intravenous immunoglobulin (IVIG) 
treatment significantly inhibited dermal sclerosis and 
collagen accumulation, by downregulating TGF-β and 
CCL2 (Kajii et al., 2011). Lysophosphatidic acid (LPA) 
is recently implicated to play an important role in fibro-
sis. LPA receptor inhibitor, a selective LPA1 and LPA3 
antagonist, exerted an antifibrotic effect on the bleomy-
cin-induced scleroderma (Ohashi and Yamamoto, 2015). 
Moreover, a number of new candidates for future treat-
ment have been reported (Avouac et al., 2012; Balistreri 
et al., 2011; Desallais et al., 2014; Kitaba et al., 2012; Pamuk 
et al., 2015; Toyama et al., 2016; Ursini et al., 2016).

This model has several advantages, such as easy tech-
nique to induce dermal fibrosis, easy handling, short du-
ration until the induction of dermal fibrosis, and high 
reproducibility independent of mice strains. One of the 
most useful advantages of this model is that this system 
can permit to investigate the induction of fibrosis from 
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prior to, during, and after the development, through 
the fibrotic process continuously. This great advantage 
means that the initial event of skin fibrosis can be ana-
lyzed. By contrast, skin fibrosis is not diffusely induced, 
but restricted to the bleomycin-injected sites. Also, many 
factors, including nonspecific or unessential factors in fi-
brosis, may be affected by bleomycin treatment.

3 HOCL-INDUCED MURINE 
SCLERODERMA

Recently, local injections of agents generating vari-
ous types of ROS induced skin sclerosis in mice. Daily 
intradermal injections of hypochlorous acid (HOCl) in-
duce skin and lung fibrosis, kidney damages, and serum 
Topo-I antibody production in Balb/c mice (Servettaz 
et al., 2009). On the other hand, local injections of agents 
generating peroxynitrite anions (ONOO−) induced lim-
ited skin, but not lung, fibrosis and anti-CENP-B anti-
body production. As well as bleomycin, those agents 
capable to produce ROS, which induces phenotypic 
differentiation into myofibroblasts and enhances pro-
duction of type I collagen, possibly via the phosphory-
lation of ERK1/2 and activation of the Ras pathway. 
In the HOCl-induced fibrosis model, the overproduc-
tion of ROS activates ADAM 17, a protease involved in 
NOTCH cleavage, suggesting that NOTCH pathway is 
activated (Kavian et al., 2010). In this model system, skin 
fibrosis is ameliorated by sunitinib (Kavian et al., 2012a) 
and arsenic trioxide (Kavian et al., 2012b). Some of the 
agents which induce DNA injury and ROS production 
exert various effects on endothelial cells and fibroblasts, 
as well as cause immune imbalance and mediator secre-
tion, leading to dermal sclerosis. As is the same with 
bleomycin-induced scleroderma, many therapeutic ap-
proaches have been reported (Bagnato et al., 2013a,b; 
Kavian et al., 2015; Marut et al., 2013a,b).

4 TIGHT SKIN MOUSE

4.1 Tsk1 Mouse

Tsk mice are heterozygous for a mutation in the fi-
brillin-1 gene (Tsk1/+). Fibrillin is a large ECM struc-
tural protein and the major component of microfibrils. 
The most striking feature is the presence of thickened 
fibrotic skin that is firmly bound to the subcutaneous 
and deep muscular tissue; however, dermal sclerosis is 
lacking, and the fibrosis is much deeper in comparison 
with human SSc. In spite of those differences, there are 
numerous biochemical and molecular abnormalities 
that closely resemble those present in patients with SSc. 
Tsk1/+ mice also display certain visceral changes in the 

lungs and hearts; however, vascular involvement has 
not been reported. The lung abnormalities are present 
at birth and histologically resemble human emphysema 
with little fibrosis. Additionally, aged Tsk1/+ mice pro-
duce autoantibodies, such as topoisomerase-1 (Topo-1) 
(Kasturi et al., 1994). mRNA levels of TGF-β, type I, III, 
and VI collagen in the skin were under temporal and 
spatial regulation during postnatal growth and devel-
opment in the Tsk1/+ mice (Pablos et al., 1995). Colla-
gen α1(I) and α1(III) gene-expressing fibroblasts were 
increased in Tsk1/+ fibrotic lesions. Transient transfec-
tions of a series of human α1(I) procollagen promoter 
constructs into Tsk1/+ fibroblast cultures showed in-
creased transcription rates caused by the lack of the 
strong inhibitory influence of the regulatory sequence 
contained in the promoter between −675 and −804 bp 
(Philips et al., 1995). Additionally, Tsk1/+ nuclear ex-
tracts displayed decreased binding to a consensus AP-1 
sequence. Transcriptional activation of collagen genes 
was demonstrated in Tsk1/+ mice in vivo employing 
reporter transgenes harboring upstream fragments of 
the 5′ flanking region of the mouse α2(I) collagen genes. 
Wnt signaling stimulated matrix assembly of micro-
fibrillar proteins including fibrillin-1, and increased 
expression of Wnt2 and SFRP2 in Tsk1/+ mouse skin 
(Bayle et al., 2008).

In Tsk1/+ mice, mast cells are abundant in the dermis 
and exhibit prominent degranulation. Mast cell density 
was dramatically increased in control littermates skin 
grafted onto Tsk mice, associated with the increase in 
mRNA levels of TGF-β, stem cell factor, and IL-15 (Wang 
et al., 2005). In Tsk mice, mast cells are abundant in the 
thickened dermis and exhibit prominent degranulation 
(Walker et al., 1987). Mast cells are a rich source of vari-
ous cytokines, including IL-4 and TGF-β. IL-4 has been 
shown to induce significant levels of CCL2 production 
in stromal cells (Kikuchi et al., 1993; Lee et al., 2003). On 
the other hand, CCL2 upregulates IL-4 mRNA expres-
sion and protein production (Lukacs et al., 1997). These 
observations have led to the hypothesis of the mutual in-
duction of CCL2 and IL-4. IL-4 and TGF-β possibly play 
important roles in the pathogenesis of fibrosis in Tsk mice. 
TGF-β was expressed during the rapid postnatal growth 
of the skin in parallel with high expression of α1(I), 
α1(III), and α2(VI) collagen genes (Pablos et al., 1995). 
By contrast, another study did not detect upregulation 
of TGF-β signaling pathway in Tsk1/+ mice skin (Baxter 
et al., 2005). Fibroblasts from Tsk1/+ mice are hyperre-
sponsive to IL-4 and TGF-β, displaying increased syn-
thesis of α1(I) collagen mRNA, collagen protein, and 
activity of a luciferase reporter construct containing 
α2(I) collagen promoter (MacGaha et al., 2001). After 
IL-4 stimulation, JAK-1 and JAK-2 were phosphorylated 
to a greater degree in Tsk1/+ fibroblasts than in C57BL/6 
fibroblasts (MacGaha et al., 2003). Targeted mutations in 
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either the signaling chain of the IL-4 receptor or STAT6 
prevents cutaneous hyperplasia in Tsk mice, suggest-
ing the importance of IL-4 (Ong et al., 1999). Smad2 and 
Smad3 are considered to be the primary signaling mole-
cules involved in the TGF-β signaling transduction path-
way. Tsk fibroblasts have elevated Smad3 transcriptional 
activity compared with normal fibroblasts (MacGaha 
et al., 2002). This may explain why Tsk fibroblasts are 
more responsive to TGF-β stimulation. Recent studies 
have shown that CCL7 is highly overexpressed by neo-
natal Tsk fibroblasts (Ong et al., 2003). Increased CCL7 
protein secretion by Tsk fibroblasts is observed, and 
CCL7 is abundantly expressed in the dermis of Tsk mice 
at 10 days and 3 weeks old.

CD4+ T cells have been shown to be required for the 
excessive accumulation of dermal collagen in Tsk1/+ 
mice (Wallace et al., 1994). By contrast, the Tsk pheno-
type fully develops in SCID mice. B cell functional de-
fects caused by the loss of CD19 significantly decreased 
skin fibrosis in Tsk1/+ mice, suggesting that B cells 
play an important role (Saito et al., 2002). In Tsk1/+ 
mice overexpressing CD19, anti-Topo-I antibody levels 
were significantly increased, although skin thickness 
was not enhanced (Saito et al., 2002). B cell antigen re-
ceptor cross-linking augmented activation of extracel-
lular signal-regulated kinase in Tsk1/+ B cells (Saito 
et al., 2002). Further, B cell depletion by anti-CD20 anti-
body significantly suppressed skin fibrosis and autoan-
tibody production in newborn Tsk1/+ mice (Hasegawa 
et al., 2006). Thus, disrupted B cell signaling may con-
tribute to immunologic abnormalities in Tsk1/+ mice. 
Endothelial dysfunction has been shown in Tsk1/+ 
mice (Marie and Beny, 2002). Expression of endothelial 
nitric oxide synthase (eNOS) protein and gene was sig-
nificantly reduced in Tsk1/+ skin, and NOS activity was 
also decreased (Dooley et al., 2008). There is abnormal 
nitric oxide metabolism in the Tsk1/+ skin, and expres-
sion and activity of protective antioxidant enzyme HO-1 
was reduced.

Previous studies showed that administration of anti-
IL-4 antibody to neonatal Tsk1/+ mice prevented skin 
fibrosis and dermal collagen content (Ong et al., 1998). 
Also, shift of a Th2-based immune imbalance in Tsk1/+ 
mice by treatment with synthetic oligodeoxynucleo-
tides (ODN) containing immunomodulatory CpG mo-
tifs prevented the skin fibrosis and thickening (Shen 
et al., 2005). IVIG therapy decreased splenocyte secretion 
of IL-4 and TGF-β, resulting in abrogation of fibrogen-
esis (Blank et al., 2002). A decrease in fibrosis was previ-
ously reported by inhibition of mast cell degranulation 
(Walker et al., 1987), and a recent report showed that in-
traperitoneal injection of mast cell chymase inhibitor sig-
nificantly reduced skin fibrosis and the thickness of the 
subcutaneous fibrous layer (Shiota et al., 2005). Halofugi-
none has an inhibitory effect on collagen synthesis, and 

shows antifibrotic effects in a few animal models of 
scleroderma. Halofuginone attenuates collagen synthe-
sis as well as collagen gene expression in avian and mu-
rine skin fibroblasts (Granot et al., 1993). Halofuginone 
specifically inhibits α1(I) collagen gene expression with-
out affecting the synthesis of other types of collagen, 
such as types II and III (Choi et al., 1995; Levi-Schaffer 
et al., 1996). Halofuginone inhibited TGF-β-induced up-
regulation of collagen protein and α2(I) promoter activi-
ty, as well as phosphorylation and subsequent activation 
of Smad3 after TGF-β stimulation (McGaha et al., 2002). 
Dermal application of halofuginone on Tsk1/+ mice for 
60 days reduced dermal fibrosis as well as collagen α1(I) 
gene expression (Pines et al., 2001). Intraperitoneally ad-
ministered halofuginone also prevented the thickening 
of the dermis and eliminated the increase of skin colla-
gen in Tsk1/+ model (Choi et al., 1995). Dermal applica-
tion of halofuginone on Tsk1/+ mice for 60 days reduced 
dermal fibrosis as well as collagen α1(I) gene expression 
(Pines et al., 2001). Intraperitoneal administration of anti-
CD40L attenuated skin fibrosis and anti-Topo-I antibody 
production (Komura et al., 2008). HGF gene transfection 
in Tsk1/+ mice resulted in a marked reduction of hypo-
dermal thickness (Iwasaki et al., 2006). Treatment with 
imatinib reduced dermal and hypodermal thickening in 
Tsk1/+ mice (Akhmetshina et al., 2009). Other therapies 
targeting TGF-β/Smad signaling pathway or SOD are 
also effective for suppression of skin fibrosis in Tsk mice 
(Hasegawa et al., 2009; Yoshizaki et al., 2011). A number 
of new therapies have been tried for cutaneous fibrosis 
using Tsk mice (Badea et al., 2012; Stenström et al., 2016).

4.2 Tsk2 Mouse

The second murine Tsk mutation was a result of ad-
ministration of the mutagenic agent, ethylnitrosourea 
(ENU) (Christner et al., 1995). This mutation has been 
localized to mouse chromosome 1, is inherited as an au-
tosomal dominant trait, and only heterozygous (Tsk2/+) 
animals survive. Tsk2/+ mice develop a Tsk phenotype 
that becomes apparent at 3–4 weeks of age. Histologic 
examination of the skin revealed marked accumulation 
of collagen similar to that observed in Tsk1/+ mice. By 
contrast, a prominent mononuclear cell infiltration is 
present in the dermis and adipose tissues of Tsk2/+, in 
contrast to Tsk1/+ mice. Lungs were normal. Biochemi-
cal analysis showed that Tsk2/+ skin had 50% more col-
lagen contents than the normal mouse skin, and colla-
gen synthesis in Tsk2/+ cultured dermal fibroblasts was 
100% higher compared with normal fibroblasts. Tran-
sient transfection experiments with α1(I) collagen pro-
moter constructs demonstrated increased transcriptional 
activity of the gene, and Sp1 and NF-1 transcriptional 
factors were involved in the upregulated transcriptional 
activity of α1(I) collagen promoter in Tsk2/+ fibroblasts  
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(Christner et al., 1998). Sequences from −96 to +16 bp 
of the α1(III) collagen promoter play an important role 
in the upregulated expression in Tsk2/+ fibroblasts 
(Christner et al., 2003). A recent study has demonstrated 
that the Tsk2 point mutation is due to a gain-of-func-
tion mutation associated with α1(III) (Long et al., 2015). 
Analysis using a collagen promoter GFP reporter trans-
gene also showed an increase in transgene activity of 
α1(I) collagen (Barisic-Dujmovic et al., 2008). The pres-
ence of antinuclear antibody in the plasma was 92% of 
the Tsk2/+ mice, and other autoantibodies were also de-
veloped (Gentiletti et al., 2005), suggesting the aspects of 
autoimmunity in this model.

5 SCLERODERMATOUS GRAFT-VERSUS-
HOST DISEASE MODEL

Scl-GvHD was produced by transplanting B10.D2 
bone marrow and spleen cells into BALB/c mice af-
ter lethal gamma irradiation of recipients (Mccormick 
et al., 1999). Scl-GvHD mice exhibited skin thickening 
and pulmonary fibrosis by 21 days after bone marrow 
transplantation. A significant increase of type I collagen 
mRNA expression and protein synthesis was induced in 
the dermis. A number of CD11b + 2F8+ monocytes/mac-
rophages and CD3+ T cells of donor origin were seen in 
the lesional skin. TGF-β1 mRNA levels were upregulat-
ed in the lesional skin of Scl-GvHD mice at early phases. 
Expression of CCL2, CCL3, and CCL5 was increased in 
the lesional skin prior to skin thickening and infiltration 
of CD45+ cells (Zhang et al., 2002). Also, allograft in-
flammatory factor-1 (AIF-1) and IL-6 were significantly 
expressed in the infiltrating mononuclear cells and fi-
broblasts in the thickened skin (Yamamoto et al., 2011). 
Otherwise, DNA microarray analysis showed a number 
of upregulated genes for CCL2, CCL5, CCL17, IFN-γ-
inducible chemokines, PDGF, CTGF, fibroblast growth 
factor (FGF), epidermal growth factor (EGF), nerve 
growth factor (NGF), vascular endothelial growth factor 
(VEGF), and also adhesion molecules in the skin (Zhou 
et al., 2007). Additionally, Scl-GvHD can be produced by 
transplanting allogeneic (C57BL/6J) bone marrow and 
spleen cells into lethally irradiated recipients (LP/J). 
Onset of GvHD starts at 7 days after transplantation, 
with epidermal injury and round cells infiltrating in the 
dermis and subcutis with mononuclear cell exocytosis. 
By day 14 after bone marrow transplantation, the der-
mis and subcutis of GvHD mice become sclerotic with 
compressed and atrophic pilosebaceous units. Extracu-
taneous involvement includes periportal mononuclear 
cell infiltrating liver and interstitial round cell influx to 
lungs and kidneys. Further, a modified model of GvH-
induced SSc has been developed (Ruzek et al., 2004). 
Injection of spleen cells from B10.D2 mice into RAG-

2 knockout mice on the BALB/c background induced 
dermal thickening, progressive fibrosis of internal or-
gans, and autoantibody generation; however, lung fi-
brosis was absent.

Neutralization of TGF-β prevented fibrosis in the 
skin as well as in the lung in this model (Mccormick 
et al., 1999). LAP treatment prevented skin fibrosis as 
well as skin thickening in this model (Zhang et al., 2003). 
Upregulation of mRNA levels of TGF-β and CTGF were 
also abrogated, while showed no suppressive effects 
on immune cell activation or recruitment into the skin, 
which may suggest a more specific target for TGF-β. In-
traperitoneally administered halofuginone prevented 
the thickening of the dermis and eliminated the increase 
of skin collagen in GvHD model (Choi et al., 1995). Re-
cently, erlotinib prevented dermal fibrosis and organ in-
volvements, as well as reduction of CD4+ T cells infiltra-
tion (Morin et al., 2015).

6 SKIN FIBROSIS BY EXOGENOUS 
INJECTION OF GROWTH FACTORS

TGF-β induces rapid fibrosis and angiogenesis when 
injected subcutaneously into newborn mice; however, 
this change was transient. TGF-β-induced subcutane-
ous fibrosis and subsequent CTGF or basic FGF applica-
tion caused persistent fibrosis (Mori et al., 1999; Shino-
zaki et al., 1997). TGF-β caused skin fibrosis after three 
consecutive days of injection, and serial application of 
CTGF led to long-term and ECM-rich fibrosis. They 
suggest that TGF-β play an important role in inducing 
granulation and fibrotic tissue formation, and CTGF and 
bFGF are important in maintaining fibrosis, by sustain-
ing α2(I) collagen promoter activation and increasing 
the number of activated fibroblasts (Takehara, 2003). 
bFGF induces collagen production by stimulating fibro-
blasts and CTGF cooperates with bFGF. The mast cell 
count was significantly but transiently increased in the 
early phase, while the number of macrophages contin-
ued to rise (Chujo et al., 2005). In the lesional skin, serial 
injections of CTGF after TGF-β increased CCL2 mRNA 
expression up to 8 times in comparison with only a sin-
gle injection of TGF-β or CTGF (Chujo et al., 2005). Anti-
CTGF reduced skin fibrosis and collagen content (Ikawa 
et al., 2008). Simultaneous treatment with bFGF and 
CTGF increased skin fibrosis (Chujo et al., 2009). By con-
trast, these treatments in CCL2-deficient mice resulted in 
decreased collagen levels in the skin (Chujo et al., 2009), 
suggesting an important role of CCL2 for the recruitment 
of inflammatory cells. In their fibrosis model induced by 
exogenous injection of growth factors, application of any 
single growth factor is not sufficient to induce persistent 
fibrosis, and interaction of CTGF with other growth fac-
tors is necessary.
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7 UCD-200 CHICKEN

UCD-200 chickens spontaneously develop vascular 
damage, mononuclear cell infiltrates, fibrosis of the skin 
and internal organs, and polyarthritis (Van De Water and 
Gershwin, 1986; Gruschwitz et al., 1991). Additionally, 
positive AECAs, antinuclear antibodies, anticardiolipin 
antibodies, and rheumatoid factors are detected in the 
serum. The disease starts 1–2 weeks after hatching with 
erythema and swelling of the comb, which subsequently 
proceeds to a chronic stage characterized by fibrosis with 
excessive accumulation of collagen. In the inflammato-
ry phase, T cell receptor (TCR)γ/δ+/CD3+/MHC class 
II−T cells prevail in the stratum papillae, while TCR 
α/β+/CD3+/CD4+/MHC class II+ T cells predominate 
in the deeper dermis. AECAs can induce apoptosis of 
endothelial cells through antibody-dependent cell-me-
diated cytotoxicity via Fas (Sgonc et al., 2000); transfer of 
AECA-positive sera into healthy chickens induced endo-
thelial cell apoptosis, although this was not followed by 
skin sclerosis (Worda et al., 2003). These studies demon-
strated the in vivo apoptosis-inducing effects of AECAs.

8 TRANSGENIC MOUSE MODELS

8.1 TGF-β Receptor I Transgenic Mouse

Fibroblast-specific TGF-β transgene activation model 
is an elegant method. Conditional constitutively active 
TGF-β receptor I transgenic mice offsprings show colla-
gen accumulation in dermis and small pulmonary ves-
sels, epidermal thinning, loss of adipose tissues in sub-
cutis (Denton et al., 2003). By contrast, autoimmune as 
well as inflammatory aspects are absent in this model.

8.2 Kinase-Deficient Type II TGF-β Receptor 
Transgenic Mouse

Denton et al. (2005) generated transgenic mice ex-
pressing a kinase-deficient type II TGF-β receptor se-
lectively on fibroblasts. These mice develop dermal and 
pulmonary fibrosis. Transgenic fibroblasts proliferate 
more rapidly, produced more ECM, and show increased 
expression of PAI-1, CTGF, Smad3, Smad4, and Smad7. 
Additionally, transgenic fibroblasts show myofibroblast 
differentiation.

8.3 Fra-2 Transgenic Mouse

Fos-related antigen-2 (Fra-2) is one of the subfam-
ily of activation protein 1 (AP-1) transcriptional factors. 
Fra-2 transgenic mice developed severe, proliferative 
vasculopathy of the lungs resembling pulmonary ar-
terial hypertension (Maurer et al., 2012), suggesting a 

probable model of SSc-associated pulmonary arterial 
hypertension. By contrast, a severe loss of small blood 
vessels is seen in the skin, in parallel with progression 
of skin fibrosis (Maurer et al., 2009). The reduction in 
capillary density was preceded by a significant increase 
in apoptosis in endothelial cells. The most characteristic 
feature in this model is that Fra-2 transgenic mice exhibit 
both vasculopathy with capillary loss in the skin and 
proliferative vasculopathy with arterial hypertension in 
the lung.

9 KNOCKOUT MOUSE MODELS

9.1 Relaxin Knockout Mouse

Relaxin is a small peptide hormone with antifibrotic 
and vasodilatory properties. A recent report shows that 
relaxin-deficient mice present dermal fibrosis charac-
terized by thickening of the skin and increase in col-
lagen content (Samuel et al., 2005). Fibroblasts derived 
from the skin of the null mice produce higher levels of 
collagen.

9.2 Fli1 Knockout Mouse

Fli1, a member of Ets transcription factor family, is a 
potent suppressor of the type I collagen gene, and persis-
tently downregulated in scleroderma fibroblasts (Kubo 
et al., 2003), in association with increased CTGF and 
decreased MMP-1 levels (Nakerakanti et al., 2006). Fli1-
deficient mice show significant upregulation of collagen 
(Kubo et al., 2003). Also, expression of Fli1 is greatly re-
duced in endothelial cells in SSc skin, and endothelial 
Fli1 deficiency impairs vascular homeostasis, and reduc-
tion of pericytes (Asano et al., 2010). Thus, aberrant ex-
pression of Fli1 contributes to skin fibrosis and vasculop-
athy in SSc. c-Abl is an upstream regulator of the PKCδ/
phosphor-Fli1 pathway (Bujor et al., 2011). Fli1+/−mice 
developed densely packed collagen bundles, whereas 
the thickness of the dermis is comparable as wild-type 
mice. Mice with homozygous targeted deletion of Fli1 
carboxyl terminal activation domain partially recapitu-
late dermal fibrosis, but without dermal thickness. Also, 
endothelial Fli1 deficiency impairs vascular homeosta-
sis (Asano et al., 2010). Thus, aberrant expression of Fli1 
contributes to skin fibrosis and vasculopathy in SSc.

Krüppel-like factor 5 (KLF5) is a member of Sp1/
KLF transcription factor family, involved in cardiac and 
renal fibrosis. Double heterozygous mice for FLI1 and 
Klf5 spontaneously developed remarkable dermal fibro-
sis, increased dermal thickness, collagen contents in the 
skin, and mRNA levels of collagen (Noda et al., 2014). An 
excellent review regarding a series of Fli1-related sclero-
derma mice model should be referred (Asano, 2016).
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9.3 Caveolin 1 Knockout Mouse

Caveolin 1 regulates TGF-β signaling through internal-
ization of TGF-β receptors. Caveolin 1-deficient mice in-
duced develop skin and lung fibrosis showing increased 
collagen deposition, and also vascular changes with altered 
vessel tone and permeability (Castello-Cros et al., 2011).

10 CONCLUSIONS

Complex networks involve cell–cell and cell–matrix 
interactions via mediators in the induction of cutaneous 
sclerosis. Activated fibroblasts are a part of the immune 
system, and modulate immune cell behavior by condi-
tioning the local cellular and cytokine microenviron-
ment. The major characteristic of the bleomycin-induced 
experimental murine model of scleroderma is the histo-
logical mimicry to human scleroderma, which is shown 
in Fig. 36.1. Since each model has its own advantages, 
and also disadvantages, researchers are recommended 
to choose depending on the purpose of studies, that is, 
to study pathogenesis (fibrogenesis or vasculogenesis), 
to explore the antifibrotic effect of new drugs, and so on. 
Transgenic and knockout mice are elegant tools, but not 
available to anyone, needs special techniques and long 
periods to be made. It must be mentioned that the animal 
model is a simplification of the more complex human 
scleroderma. Nonetheless, the pathogenic mechanism 
discovered in the animal model may provide novel in-
formation, and assist in helping us the better understand 
the mechanisms underlying human scleroderma. Ani-
mal models of scleroderma may also serve as promising 
tools for the development of new therapies specifically 
targeting individual cytokines, cytokine antagonists 
(i.e., antibodies, soluble receptors), cytokine mutants, 

or of drugs that specifically interfere with the signal 
transduction pathways involved in the fibrotic process.

Bleomycin-induced murine model has already estab-
lished a standard model for scleroderma over 15 years, and 
a number of therapeutic approaches have been tried. How-
ever, very few effective drugs are available in the clinical 
settings. It is greatly and urgently required that new effec-
tive antifibrotic therapies will be available for human SSc.

Many studies using knockout mice have demonstrat-
ed resistance for skin fibrosis by bleomycin treatment 
(Akashi et al., 2016; Saigusa et al., 2015; Yang et al., 2012), 
suggesting several candidate targets of inhibiting cuta-
neous fibrosis.
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1 THE COMPLEX BIOLOGY 
OF MULTIPLE SCLEROSIS

The development of animal models of human dis-
eases has, in general, two main functions. The first func-
tion is to generate a greater level of understanding of the 
basic biology of the disease and the second is to use the 
models to guide the development of new therapeutic ap-
proaches for treatment of the disease. Research into mul-
tiple sclerosis (MS) and other demyelinating diseases of 
the central nervous system (CNS) has followed this path 
closely over the last 60 years since the first description of 
an animal model of MS (Rivers et al., 1933). Unfortunate-

ly, like many other disease conditions our understanding 
of the underlying biology of MS has remained quite lim-
ited and as a consequence the design of accurate animal 
models has been challenging and the most frequently 
utilized models have provided limited insights and ef-
fective therapeutics (Furlan et al., 2009).

MS was first described in the 1800s as a malaise that 
resulted in increasing functional disability. With the ad-
vent of histological techniques it became clear that MS 
was a disease of the CNS that affected regions of the 
brain and spinal cord. Until quite recently MS was con-
ceived as a white matter disease, largely as a result of 
the detection of multiple focal areas of demyelination 
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known as plaques in CNS white matter tracks. This con-
cept is changing with an increasing realization that there 
are also frequent areas of damage in gray matter sug-
gesting that MS is not simply a disease of white matter 
(Grothe et al., 2016). The pathology of MS plaques or le-
sions is characterized by areas of demyelination that of-
ten contain a blood vessel at their core and show damage 
to the myelin sheaths that insulate CNS axons, as well as 
the formation of an astrocytic response or gliosis contrib-
uting to scar formation (Fawcett and Asher, 1999).

The vertebrate CNS contains three major classes of 
neural cells, Neurons the cells that are electrically active 
and transmit information throughout the brain and spi-
nal cord extremely rapidly and with a high level of fidel-
ity (Fig. 37.1). Different subpopulations of neurons arise 

from distinct regions of the CNS and their characteristics 
such as neurotransmitter phenotype, morphology and 
connectivity reflect the interplay of both intrinsic factors 
and the environment in which the cells develop (Erik-
ksson et al., 1998; Nornes and Das, 1974). The second 
major class of neural cells is astrocytes (Eng, 1985; Hi-
rano and Goldman, 1988; Miller and Raff, 1984; Mont-
gomery, 1994). These cells, which constitute a heterog-
enous population of cells, are probably as numerous 
in the CNS as neurons and perform multiple functions 
that support both the development and maintenance of 
the brain and spinal cord (Eng, 1985; Hirano and Gold-
man, 1988; Miller and Raff, 1984; Montgomery, 1994; 
Eng and Ghirnikar, 1994). For example, during devel-
opment radially oriented astrocytes or their precursors 

FIGURE 37.1 Organization of the myelinated axons in the vertebrate CNS. Myelination, the fatty insulation surrounding axons in the 
central and peripheral nervous system, facilitates rapid conduction of electrical signals. (A) Neurons are polarized cells that as a general rule 
receive information onto their dendrites that is processed through the cell body and transmitted to their target along their axons. While most 
neurons have multiple dendrites they have only a single axon, which is wrapped in myelin. The myelin sheath is composed of spiral wraps of 
plasma membrane organized into internodes separated by Nodes of Ranvier where the axonal surface is exposed. (B) During the transmission of 
an action potential along an axon the presence of myelin enhances the velocity of transmission since the signal “jumps” from node to node (see top 
to bottom). The threshold activity required to fire an action potential is also reduced because the extent of the exposed axon membrane is reduced 
and the ion channels are more concentrated. During the firing of the action potential sodium flows into the axons resulting in depolarization and 
the resting potential is subsequently restored through outward transport of potassium channels. (C) Myelin in the CNS is synthesized by oligo-
dendrocytes. One oligodendrocyte can myelinate multiple internodes on multiple different axons. As a result, loss of a relatively small number of 
oligodendrocytes can have a significant effect on the functioning of multiple axons.
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are important as guides for the migration of neuronal 
cell bodies from their germinal zones to their final des-
tination (Rakic, 1971, 1972). Likewise, astrocytes act as 
identifiable substrates for the growth of axons toward 
their appropriate targets (Smith et al., 1986). In the adult 
CNS, astrocytes play multiple supportive roles includ-
ing removal of excess neurotransmitters, maintenance 
of the ionic environment of the CNS and stabilization of 
the blood–brain barrier (Eng and Ghirnikar, 1994) and 
potentially promoting regeneration (Miller, 2006). One 
relatively poorly understood function of astrocytes is 
the generation of a glial scar in response to CNS injuries 
(Fitch et al., 1999; Fitch and Silver, 2008; Silver and Mill-
er, 2004). For example, penetrating insults to the brain 
and spinal cord result in breakdown of the blood brain 
barrier and provoke hypertrophy and proliferation of 
astrocytes in the vicinity of the insult (Fitch et al., 1999; 
Fitch and Silver, 2008; Silver and Miller, 2004). This re-
sults in a dense glial scar or gliosis comprised of astro-
cyte processes and extracellular matrix that is thought 
to inhibit axonal regeneration (Fitch et al., 1999; Fitch 
and Silver, 2008; Silver and Miller, 2004). A similar ro-
bust glial scar is formed around chronic demyelinating 
lesions in the absence of a penetrating insult and by anal-
ogy has been suggested to block myelin repair (Fuller 
et al., 2007). The third major class of neural cells in the 
adult CNS is oligodendrocytes (Miller, 2002) (Fig. 37.1). 
These cells are derived from progenitors that arise in 
distinct regions of the CNS and subsequently disperse 
throughout the CNS (Miller, 2002; Ono et al., 1997; Prin-
gle and Richardson, 1993; Rowitch, 2004). Oligodendro-
cytes are the primary source of myelin in the adult CNS 

(Bunge et al., 1962; Bunge, 1968; Miller, 2002; Raine, 1977). 
Myelin is a specialized plasma membrane that wraps ax-
ons and forms a fatty insulation that promotes the rap-
id conduction of electrical impulses (Raine, 1977). One 
primary function of myelin is to provide insulation and 
protection to axons within the CNS (Morell et al., 1990) 
and it is composed of multiple layers of modified plasma 
membrane that acts to increase the conduction velocity 
of action potential along the axon as well as reduce the 
threshold for firing axonal action potentials. The bases of 
this improved conductivity are the nature of the myelin 
sheath (Fig. 37.1). Myelin sheaths are discontinuous, and 
the space between adjacent myelin segments is known 
as the Node of Ranvier. The Node of Ranvier is a highly 
specialized region comprised of a wide range of unique 
proteins in both the oligodendrocytes and the axonal 
membrane including high concentrations of ion chan-
nels that are essential for conduction of electrical impuls-
es. This structure is particularly sensitive to damage and 
disruption of the node results in perturbation of axonal 
conduction (Fig. 37.2). The composition of the intermo-
dal myelin has been extensively studies. The develop-
ment of biochemical isolation procedures (Larocca and 
Norton, 2007; Norton and Poduslo, 1973) identified a 
number of myelin specific proteins including myelin ba-
sic protein that constitutes more than 50% of the myelin 
sheath, proteolipid protein (PLP) a second major com-
ponent of CNS myelin and other smaller components 
such as myelin—associated glycoprotein (MAG), myelin 
oligodendrocyte protein (MOG), myelin-associated oli-
godendrocyte basic protein (MOBP) and 2′3′ cyclic nu-
cleotide 3′phosphdiesterase (CNP) (Campagnoni, 1988). 

FIGURE 37.2 Demyelination results in a loss of functional conduction and may result in axonal damage and synapse loss. Under normal 
conditions the axon is myelinated along the majority of its length and information flows from one neuronal cell body to the other through action 
potentials and synapses between the myelinated axon and its target dendrites. As a result of demyelination the myelin covering is destroyed, 
conduction along the axon is compromised and synaptic connections are lost.
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The precise roles for each of these myelin components is 
unclear although animals with mutations in MBP, such 
as shiverer fail to form compact myelin in the CNS and 
are not viable (Nave, 1995) while animals lacking PLP 
appear to develop normally but acquire an axonal pa-
thology later in life (Griffiths et al., 1998; Rosenbluth 
et al., 2006).

Pathological studies provide strong support for the 
involvement of neuronal damage in disease progression 
in MS. For example, considerable axonal loss is observed 
in areas of demyelination (Trapp et al., 1998) and in some 
chronic MS patients there is clear brain atrophy as a result 
of large-scale loss of neuronal cell bodies and axons (Ge 
et al., 2000; Moore, 1998; Waxman, 1998). The evidence 
for the role of astrocytes in the pathogenesis of MS is less 
clear. In regions of demyelination astrocytes undergo a 
reactive responses that results in an increase in the ex-
pression of glial fibrillary acidic protein (GFAP) contain-
ing intermediate filaments (Fuller et al., 2007). Whether 
this represents a protective or pathogenic event is cur-
rently unclear (Sofroniew, 2005). The blood brain barrier 
appears to be a critical entity in the formation of demye-
linating lesion in MS and astrocytes have been proposed 
to play an important role in the maintenance of the blood 
brain barrier in the adult CNS (Janzer and Raff, 1987). 

While there is no conclusive evidence to demonstrate 
that compromising the integrity of the blood brain bar-
rier leads directly to localized demyelination, a disease 
variant of MS that preferentially targets the optic nerve 
known as neuromyelitis opticus (NMO) is thought to 
result from immune mediated attack on astrocytes and 
opening of the blood–brain barrier. The evidence for the 
engagement of oligodendrocytes in the development of 
MS is strong. First, MS is characterized primarily as a 
demyelinating disease and since oligodendrocytes are 
the predominant myelinating cells of the CNS they have 
long been considered to be the potential target of the dis-
ease process (Kerlero et al., 1993; Waxman, 1982).

Currently, it is clear that MS is a complex disease 
(Moore, 1998; Joy, 2001; Lassmann et al., 2001; Lublin and 
Reingold, 1996; Lucchinetti et al., 2000; Poser et al., 1983) 
and MS may in fact reflect a number of distinct but relate 
diseases all of which share some common characteristics. 
This diversity of disease is evident in both the presenta-
tion of the disease and its pathogenesis (Joy, 2001; Lublin 
and Reingold, 1996; Lucchinetti et al., 2000; Moore, 1998; 
Poser et al., 1983). In many cases, MS initially presents as 
a relapsing remitting disease that frequently progresses 
over time to a more chronic secondary progressive dis-
ease (Fig. 37.3). In a distinct subset of patient the disease 

FIGURE 37.3 Comparison of the progression of disease in the different types of Multiple Sclerosis (MS) and the different models of EAE. 
Multiple sclerosis (MS) manifests as several different patterns of functional deficits. Relapsing remitting disease is the most common and often 
develops into secondary progressive MS. Different stages of MS are functionally mimicked by the animal model EAE. (A) There are general pat-
terns of progression of functional deficits in MS. Early in the disease it manifests as a relapsing-remitting disease in which intervals of functional 
deficit (relapses) are interspersed with recovery (remission). As disease progresses there is frequently a cumulative functional impairment with 
each relapse. In a subset of MS patients primary progressive MS results in increasing functional deficit without intervals of remission. Finally, 
after an extended period of relapsing remitting disease, with or without increasing functional impairment the disease progresses to a secondary 
progressive pattern. (B) Variations of the EAE model mimic some aspects of disease progression in MS. For example, PLP immunization of SJL 
mice results in a relapsing remitting disease. The level of functional impairment in EAE animals is scored on the 1–5 scale outlined.
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presents as progressive functional impairment from its 
initial identification known as primary progressive MS 
(Fig. 37.3), while in other cases the rounds of relapsing–
remitting disease slowly accumulate increasing func-
tional impairment (Fig. 37.3).

The diagnosis of MS is relatively complicated (Poser 
et al., 1983). Currently there is no definitive biomarker 
that is specific to MS and as a result a diagnosis is depen-
dent on a number of factors rather than a single diagnos-
tic test. Pathological studies demonstrate that regardless 
of the specifics of presentation virtually all types of MS 
show white matter regions of demyelination, axonal loss, 
and gliosis. In the clinic MS is diagnosed through a com-
bination of approaches that includes medical history and 
clinical examination, as well as imaging and biochemi-
cal assessments including both MRI and CSF oligoclonal 
analyses [reviewed in (Joy, 2001)]. Because the disease is 
frequently intermittent and has a variable presentation 
unambiguous diagnosis is often complex. In general, 
a diagnosis of MS requires clinical evidence of at least 
two white matter lesions on at least two independent oc-
casions (Lublin and Reingold, 1996; Poser et al., 1983). 
Such a definition does not include progressive MS, how-
ever, the inclusion of MRI analyses is an important aid 
in the diagnosis. Evidence of neuropathological changes 
can be detected by MRI in the majority of MS patients 
although the precise nature of the pathological changes 
and the specificity for MS is poorly defined since other 
neuropathological conditions, such as myelopathy can 
also generate MRI images similar to that seen in with 
MS. Since demyelination will lead to a slowing or block-
ade of axonal conduction (Waxman, 1982) some clinical 
studies have used measurement of axonal conduction 
through analysis of evoked potentials to assess the level 
of CNS demyelination although their use has declined in 
recent years.

Despite intense research efforts the initial stimuli for 
the onset of MS remains unclear. One hypothesis that has 
received significant attention is that the trigger for MS 
is a response to a prior infection or other environmental 
signal (Correale and Gaitan, 2015). This notion is sup-
ported by the findings that MS patients have elevated 
immunological responses to a variety of pathogens, and 
may account for some aspects of the epidemiology of 
MS (Kastrukoff, 1998). The chronic nature of MS and the 
likelihood that the disease has been ongoing for an ex-
tended interval prior to becoming symptomatic makes it 
extremely difficult to isolate the initial pathogenic signal. 
A wide range of pathogens have, however, been linked to 
the onset of MS and these include such diverse entities as 
spirochetes, Chlamydia and a range of viruses (Joy, 2001). 
While it may be that multiple pathogens can initiate the 
disease, or some specific variant of the disease, or that 
the identification of putative pathogens is non causative 
it seems likely that the role of the pathogenic insult may 

be to enhance susceptibility rather than overtly induce 
disease. The evidence for a viral link in MS is perhaps 
the strongest for any pathogen (Das Sarma, 2010; Kaka-
lacheva et al., 2011) and a number of different viruses 
have been implicated including Epstein–Barr, human 
herpes virus 6 and human endogenous retroviruses (Das 
Sarma, 2010; Kakalacheva et al., 2011; Tselis, 2011). Pre-
cisely how the viral infection triggers the onset of MS has 
not been clarified, but it may reflect the initial stimula-
tion of immune responses to viral antigens or the induc-
tion of cell death in oligodendrocytes as a result of viral 
infection.

One aspect of MS that has received extensive inter-
rogation is its genetic linkage (Oksenberg et al., 1996). 
Several general themes have emerged from these stud-
ies. First it is clear that MS is not caused by a gain or loss 
of function of an individual gene. Rather it appears to 
be linked to a wide range of genetic associations (Laz-
zarini, 2004). Several genome wide association studies 
(GWAS) have identified genes in the major histocom-
patability locus (MHC) as being associated with MS. In 
particular it has been proposed that MHC class 11 mol-
ecules, such as HLA-DR and HLA-DQ alleles represent 
risk factors for the disease. Several excellent reviews 
have been recently written on the genetic linkage of MS 
and the details will not be discussed further in this re-
view (Baranzini and Nickles, 2012; Gourraud et al., 2012; 
McElroy and Oksenberg, 2011). It is perhaps not surpris-
ing that there would be a detectable linkage to genes that 
modulate the immune system in MS given the immu-
nological nature of the disease. What is less clear from 
these studies is the mechanisms by which these genetic 
changes enhance MS susceptibility. One possibility is 
that changes in MHC molecules enhance the susceptibil-
ity of individuals to mount an autoimmune response fol-
lowing a subacute challenge from an unrelated antigen.

The heterogeneity of MS represents a significant chal-
lenge in developing effective animal models that accu-
rately mimic the disease and this has led to the genera-
tion of a number of different models each of which share 
some specific characteristics with a component of the 
disease (Didonna, 2016). The most long-standing and 
best-studied models of MS are those that utilize selec-
tive stimulation of the peripheral immune system as the 
major driver of CNS pathogenesis.

2 IMMUNOLOGICAL MODELS 
FOR CNS DEMYELINATION

One of the characteristics of MS discussed above is the 
engagement of the immune system. Much of the experi-
mental evidence for a role for the immune system in the 
pathogenesis comes from animal models that are collec-
tively known as experimental allergic encephalitis (EAE) 
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(Gold et al., 2006; Mix et al., 2010; Teixeira et al., 2005). 
In general EAE is an inflammation/demyelinating dis-
ease that is induced in host animals through the injec-
tion or immunization of the animal with CNS tissue 
(Krishnamoorthy and Wekerle, 2009). Like MS the pre-
sentation of EAE is characterized by functional deficits 
that are correlated with immune cell infiltration into the 
brain and spinal cord. The extent of functional deficits is 
classified on a scale of 1–5 in which 1 represents a flaccid 
tail, 2 represents hind limb weakness, 3 represents seri-
ous hindlimb weakness, 4 represents forelimb engage-
ment and hind limb paralysis and 5 represents death 
(Fig. 37.3). In most studies the degree of severity is ad-
justed to between 2.5 and 3.5 that allows for clear deter-
mination of increased functional severity or functional 
recovery.

The utilization of EAE in the study of MS has a long 
history. The early studies followed the observation that 
inoculation of rabies infected rabbit CNS tissue into ra-
bies patients induced functional deficits and subsequent-
ly involved the injection of spinal cord homogenates de-
rived from human or sheep into rabbits (Stuart, 1928). 
These treatments resulted in hind limb paralysis and 
other functional deficits. The initial demonstration of 
EAE in the primate resulted from immunization of mon-
keys with spinal cord homogenate derived from rabbit 
CNS (Rivers et al., 1933). These studies were among the 
earliest to reveal that the functional deficits were corre-
lated with the pathological accumulation of cells around 
blood vessels of the brain and spinal cord. Such obser-
vations prompted the adoption of the term acute dis-
seminated encephalomyelitis. The term experimental al-
lergic encephalomyelitis was subsequently adopted for 
multiple variants of this experimental approach. Early 
studies were somewhat limited since the severity of the 
disease and even the adoption of pathological conditions 
was highly variable following injection of spinal cord 
homogenates. The recognition that EAE had an under-
lying immunological basis provoked modifications in 
the experimental protocol to more effectively stimulate 
the immune system. This was accomplished both by the 
use of an immune stimulant such as complete Freund’s 
adjuvant (CFA) ultimately combined with pertussis 
toxin (Munoz et al., 1984). Remarkably, this protocol has 
changed very little and the majority of modern day EAE 
experiments still use a combination of CNS derived ma-
terial delivered in combination with CFA and followed 
by pertussis toxin.

Although early studies identified important compo-
nents of the biology of EAE they continued to be chal-
lenging due to variability between animals and indi-
vidual studies. Much early work utilized either guinea 
pig (Freund et al., 1947) or monkey (Kabat et al., 1947) 
as the host animal and in efforts to generate more repro-
ducible results investigators explored two avenues. In 

one case they reproduced the early studies in rats and 
subsequently mice (Lipton and Freund, 1952; Olitsky 
and Yager, 1949) in which the individual host variations 
could be minimized. Second, the relevant immunogenic 
peptides in the spinal cord and brain homogenates were 
identified. Perhaps not surprisingly given the demyelin-
ating nature of the model the initial antigenic proteins 
were predominantly myelin-associated proteins includ-
ing myelin basic protein (MBP), myelin-oligodendrocyte 
glycoprotein (MOG) and proteolipid protein (PLP) (Mix 
et al., 2010). Minor myelin components were also found 
to be capable of inducing disease when injected into na-
ïve animals suggesting that there was not a tightly re-
stricted repertoire of antigenic proteins that may stimu-
late an immune attack on the CNS, but rather that most 
myelin components could act as effective priming anti-
gens. Further refinement of the model resulted from the 
identification of specific peptides of myelin proteins that 
provoked a reproducible and consistent disease profile 
following immunization into genetically defined host 
populations. As a consequence, several major models 
of EAE have gained prevalence in the last two decades 
(Gold et al., 2006; Mix et al., 2010; Teixeira et al., 2005). 
Among these are the inductions of EAE in the SJL mouse 
genotype following immunization with the PLP 139–151 
peptide. This model generates a relapsing remitting dis-
ease that mimics some of the characteristics of relapsing 
remitting MS. A second commonly used model is that in-
duced in C57/Bl6 mice following immunization with the 
MOG peptide 35–55. This model generates a more chronic 
and progressive disease course that is often used to mod-
el later stages of MS. Other models such as the induction 
of EAE in PL/J mice following immunization with MBP 
or MOBP (Kaye et al., 2000) and immunization of Biozzi 
ABH mice with MOG protein (Amor et al., 2005) model 
selective aspects of MS.

The mechanisms of disease development in the mu-
rine models of EAE have been extensively studied and 
while like MS they are complex, some general concepts 
have emerged. One central feature is that in many of the 
models there is a primary role for T cells in the develop-
ment of the disease. The most compelling demonstration 
of the pathogenic properties of T cells in CNS demyelin-
ation was obtained using an adoptive transfer approach 
(Ben-Nun et al., 1981; Kojima et al., 1994, 1997). Using 
rats these investigators showed that T cells specific for 
an MBP antigen grown in vitro from immunized donor 
animals were capable of transferring disease to naïve 
hosts. These studies revealed that while transferred T 
cells alone were sufficient to induce CNS damage, they 
did not generate a persistent ongoing disease. Rather 
the functional deficits were transient, resolving within 
1–2 weeks after immunization and more importantly, the 
pathology generated was not characterized by extensive 
demyelination. These results suggest the pathology seen 
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in other models of EAE and in MS itself reflect multiple 
pathogenic processes in addition to T cell cytotoxicity. 
One likely candidate to contribute to the pathology of 
EAE and MS are B cells (Bielekova and Becker, 2010; Cross 
et al., 2001; Franciotta et al., 2008; Kerlero et al., 1993; 
Meier et al., 2012). B cells may play multiple roles in the 
formation of immune mediated pathology in the CNS 
(Cross et al., 2001). First, they may act as antigen present-
ing cells, facilitating the activation and expansion of T 
cell populations within the CNS, as well as enhancing the 
recruitment of other immune cells into the CNS (Fran-
ciotta et al., 2008; Hohlfeld et al., 2008). Perhaps more 
importantly, B cells act as a source of antibodies directed 
against myelin antigens. It has been suggested that some 
subsets of MS lesions are characterized by the expres-
sion of antimyelin antibodies and experimental studies 
implicate MOG as a potential target (Haase et al., 2001). 
The importance of understanding the roles of B cells in 
the development of pathology and functional deficits in 
EAE and MS has increased recently with the demonstra-
tion that the therapy Rituximab, which inhibits B cells 
(Bielekova and Becker, 2010; Hauser et al., 2008) appears 
to be highly effective in some MS patient populations. 
One area that has not received extensive attention until 
relatively recently is the role of the innate immune sys-
tem in the development of demyelinating pathologies. 
The activation of microglial cells and their role in myelin 
clearance has been proposed, and whether they also play 
a role in antigen presentation along with dendritic cells 
is currently not well established. It may be that depend-
ing on the stage of the disease the prevalent pathological 
mechanisms are different. For example, while relapsing 
remitting disease may be largely driven by influx from 
the peripheral adaptive immune system, progressive 
disease may be largely a consequence of the innate im-
mune system (Weiner, 2009).

The array of antigens capable of inducing CNS im-
mune responses is extensive and not limited to myelin 
components. Given that the disease is characterized by 
demyelination this is somewhat of a surprise. Antigens 
associated with axons such as the neurofilament triplet 
and node of Ranvier components such as Contactin/
TAG-1and the more ubiquitous S100 are also associated 
with EAE and MS (Charles et al., 2002). Whether these 
represent primary targets of the disease such that target-
ed attack on neurofilaments results in axonal damage, or 
whether they represent the result of damage to adjacent 
cells that is secondary to myelin sheath insults is current-
ly unclear. What seems likely, however, is that once the 
disease has been initiated the destruction of neural tissue 
that occurs results in a broadening of the pathological 
basis of the disease and more widespread damage and 
functional deficits.

The EAE models have a number of characteristics that 
are extremely useful for understanding the biology of 

MS and have been the subject of detailed and informa-
tive reviews (Gold et al., 2006; Mix et al., 2010). Among 
the major strengths include the variety of the models and 
fact that they utilize well-defined antigens in numerous 
well-developed transgenic animal systems. The engage-
ment of the immune system (Lassmann et al., 1988), the 
diversity of genetic influences and the distinct patholo-
gies have facilitated the identification of well-defined 
cytokine/chemokine networks involved in T cell acti-
vation and trafficking as well clarification of the role of 
T cell subsets in regulating disease progression. These 
models have allowed major contributions to our under-
standing of the pathobiology of MS and currently serve 
as the primary tools with which to validate and identify 
new therapeutic approaches for the treatment of MS.

3 LOCAL INDUCTION OF 
DEMYELINATION FOLLOWING 

INJECTION OF MYELIN PEPTIDES

One limitation of the systemic EAE models discussed 
aforementioned is that like MS, the location and timing 
of lesions in the CNS is unpredictable. This makes these 
models difficult to use for directly correlating histologi-
cally the loss of myelin with the subsequent functional 
deficits in any particular axon tract. To address this is-
sue and to facilitate the development of new therapeutic 
approaches for demyelinating disease investigators have 
targeted demyelinating lesions to selected CNS regions 
(Merkler et al., 2006). To achieve targeted immune medi-
ated demyelination, one approach has been to sensitize 
host animals with subthreshold levels of encephalogenic 
peptides and subsequently deliver a local injection of a 
proinflammatory cytokine to stimulate local demyelin-
ation. For example, subcutaneous injection of recombi-
nant 1–125 MOG peptide into the Lewis Rat in combination 
with incomplete Freund’s adjuvant results in a robust 
anti-MOG immune response that does not generate overt 
clinical symptoms (Kerschensteiner et al., 2004). After a 
period of approximately 20 days-localized injection of 
recombinant rat tumor necrosis factor alpha (TNFα) or 
interferon-gamma (INF-γ) resulted in localized infiltra-
tion of immune cells that was associated with intense 
local demyelination and axonal damage. The extent of 
demyelination and the reaction to the injection of pro-
inflammatory cytokines was directly proportional to the 
level of initial immunization with the immunogenic pep-
tide suggesting that the level of sensitization is a major 
contributing factor to subsequent myelin loss. Due to the 
localized nature of the demyelinating lesion, more re-
fined functional studies could be undertaken. Such stud-
ies revealed a rapid functional deficit that presumably 
reflects the damage caused by the intense local immune 
response. This initial functional deficit was followed by 
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some degree of functional recovery, even though some 
structural damage to the targeted axon tract remained.

There are several attractive elements to the model of 
targeted immune mediated demyelination. These in-
clude the ability to assess the long term consequences of 
a localized immune response on functional outcome and 
the capability to develop novel therapies that may alle-
viate not only the initial immunological insult but also 
promote long-term functional recovery. Such a model, 
however, also has several weaknesses. This includes the 
very localized nature of the insult without the engage-
ment of surrounding tissue, such as may occur in MS. 
A more significant concern is the method of induction 
of the inflammatory stimuli. The local injection of cyto-
kines results in damage to the blood–brain barrier and 
the stimulation of a robust astroglial response. The com-
plication of the injection paradigm makes mechanistic 
interpretation of the outcome of these studies difficult.

Regardless of the exact details of the EAE models there 
are however a number of important differences between 
MS and the animal model EAE. Perhaps the most obvi-
ous is that MS is a spontaneous occurring disease within 
human populations while EAE is an induced pathology. 
By contrast, there are no known spontaneous occurring 
animal models of MS or EAE and the added complexity 
of provoking a strong immune response with unrelated 
antigens may have a significant effect on the ultimate 
mechanism of the disease and its natural history. As a 
consequence, therapies developed using the EAE mod-
els have not always proven as effective against ongoing 
MS as predicted.

4 DEVELOPMENT OF MS THERAPIES 
BASED ON MODELS OF IMMUNE 

MEDIATED DEMYELINATING DISEASES

The extensive history of research using EAE as a 
model for MS has resulted in the development of a range 
potential therapies’ for MS and other demyelinating 
diseases. Given the immunological basis of the model 
it is not surprising that the majority of these therapies 
have been oriented toward modulation of the immune 
response and specifically T cell mediated infiltration and 
activation in the CNS. While several of these therapies 
have been quite effective in modulating disease progres-
sion in EAE and in controlling MS relapses they have 
been less effective in promoting long term recovery 
in MS. Examples of therapies that have been tested in 
animal models of EAE include Fingolimod otherwise 
known as FTY720 that is directed against the spingosine-
1-phosphate receptor and regulates T and B responses 
but also appears to directly stimulate remyelination in 
the CNS (Balatoni et al., 2007; Miron et al., 2010; Miron 
et al., 2008) and natalizumab that is directed toward 

adhesion molecules on lymphocytes and blocks the 
entrance of those cells in the parenchyma of the CNS 
(Rice et al., 2005; Rose et al., 2008). Such therapies, while 
modulating relapse activity, have generated unexpected 
side effects in the setting of clinical applications that 
have limited their utilization. The development of new 
therapeutic approaches that likely combine dampening 
of the immune response with stimulating endogenous 
myelin repair are likely to be more effective in promot-
ing long-term functional recovery. The development of 
such combinatorial therapies will be leveraged through 
the utilization of other animal models of disease.

5 VIRAL MEDIATED MODELS 
OF DEMYELINATION

Viral infections have been implicated in enhancing 
susceptibility to MS in a number of studies (Correale 
and Gaitan, 2015) and a number of effective viral mod-
els of demyelination have been developed in order to 
better understand the pathobiology of MS. Among the 
most commonly used for the induction of neurological 
diseases are mouse hepatitis virus (MHV) and Theiler’s 
murine encephalomyelitis virus (TMEV). There are a 
number of strengths to the viral demyelination models. 
These include the genetic linkages, the involvement of B 
cells as well as T cells, the ability to modulate the virus, 
and alter host responses. Compared to the immunologi-
cal models of MS, such as EAE the extent of demyelin-
ation is substantially greater and the functional deficits 
longer lasting providing a better opportunity to study 
the cellular and molecular mechanisms mediating my-
elin repair. The progression of TMEV induced disease is 
well established depending on the strain of the virus and 
the genetics of the host. In some combinations the dis-
ease is biphasic in which an early acute phase is followed 
by more chronic demyelinating disease that usually de-
velops a month or so after infection (Dal Canto and Rabi-
nowitz, 1982). The functional deficits are correlated with 
extensive demyelination in both the brain and spinal 
cord. The mechanisms underlying viral induced demy-
elination have been attributed to two primary pathways. 
In one case virally infected cells are lysed as a result of 
the infection and the lysis of oligodendrocytes leads to 
subsequent demyelination. In the second case the loss 
of oligodendrocytes and demyelination is a reflection of 
immune responses to virally infected cells. Several lines 
of evidence are consistent with a role for the immune 
system in viral demyelination. These include the finding 
that passive transfer of anti-TMEV antibody can enhance 
demyelination in the setting of EAE and demyelination 
can be stimulated by macrophages infected with TMEV 
(Tsunoda et al., 1996) and inhibited by macrophage 
depletion (Rossi et al., 1997). Similar general pathology 
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and underlying mechanisms have been suggested to 
mediate disease resulting from MHV infections (Wang 
et al., 1990). When immune compromised animals are 
infected with MHV little or no demyelination is seen, 
however if effective T and B cell functions are restored 
through transfer of immunocompetent cells then demy-
elination is seen (Wu et al., 2000). One additional com-
plexity is that the mechanism and extent of demyelin-
ation is dependent on both the strain of the virus and 
the genetics of the host animal since even in some MHV 
strains, demyelination does not appear to be indepen-
dent of stimulation of the immune system. To begin to 
clearly delineate the relative effects of immune stimula-
tion and oligodendrocyte death in the development of 
demyelinating diseases requires additional animal mod-
els that separate these two phenomena.

6 OLIGODENDROCYTE INDUCED CELL 
DEATH MODELS OF DEMYELINATION

While EAE has provided important insights into the 
potential role of the immune system in the onset and 
progression of demyelination in the vertebrate CNS, 
recent studies suggest that in some conditions the on-
set of T-cell-mediated inflammation reflects a response 
to primary CNS damage rather than an initiation of the 
original insult. Demyelination ultimately reflects dam-
age to oligodendrocytes, the cell responsible for CNS 
myelin formation. Whether in the complex setting of 
disease damage to oligodendrocytes is direct (Locatelli 
et al., 2012) or indirect likely depends on the immedi-
ate pathological conditions. An alternative cellular target 
that may trigger oligodendrocyte damage and demye-
lination are the axons that are enwrapped in myelin. In-
deed, axonal damage is evident in many MS lesions even 
at early stages of the disease (Trapp et al., 1998), as well 
as in many of the animal models of immune mediated 
demyelination (Moreno et al., 2011; Soulika et al., 2009; 
Traka et al., 2010). Given the complexity of MS and its 
immune-based animal models, it remains unclear wheth-
er axonal degeneration follows myelin loss or whether 
demyelination is a consequence of axonal damage and 
degeneration. To distinguish between these possibilities, 
a new general approach involving the induction of pri-
mary oligodendrocyte death is being developed. In these 
models oligodendrocytes are being targeted by various 
means to assess whether the loss of oligodendrocytes 
results in demyelination, how effectively and rapidly 
remyelination occurs, and whether localized demyelin-
ation results in axonal damage. These studies, which 
compared to the immunological models discussed earli-
er, are in their infancy, have begun to provide interesting 
insights and potential model systems for the diversity of 
pathologies seen in MS. Here we focus on three distinct 

methodological approaches for selectively inducing cell 
death in oligodendrocytes in the adult vertebrate CNS.

6.1 Induction of Oligodendrocyte Cell Death 
Through the Cell Type Specific Expression of 
Diphtheria Toxin a (DT-α)

One approach to drive selective death of neural cells 
that has proven to be effective in the adult CNS involves 
the selective expression of a toxic molecule targeted to 
specific cell types (Pohl et al., 2011; Traka et al., 2010). For 
example, extensive loss of oligodendrocytes has been 
achieved through the targeted expression of the alpha 
subunit of the diphtheria toxin (DT-α). Diphtheria toxin 
(DT) in its natural state is composed of two subunits that 
have specific functions. While the beta subunit is essen-
tial for the entry of the toxin into the cell through interac-
tion with its appropriate receptors the alpha subunit is 
the cytotoxic component that acts intracellularly.

The cytotoxicity of DT-α is conferred through the in-
hibition of elongation factor 2 and the subsequent halt-
ing of protein translation that in turn results in cell death 
(Fig. 37.4). In the absence of its “β subunit DT is unable 
to penetrate cells, limiting the nonspecific induction of 
cell death in neighboring cells. Targeting the expression 
of the DT to oligodendrocytes is achieved using Cre/
LoxP technology (Fig. 37.4). In this system on one al-
lele, the sequence corresponding to DT-α is knocked-in 
to the ROSA26 locus while upstream the sequences for 

FIGURE 37.4 Schematic showing the overall design for the genera-
tion of the DTA mouse. (A) Diagram of the mating scheme used to gen-
erate a Tamoxifin responsive DTA mouse. (B) Schematic representation 
of the functionality of the DTA mouse resulting leading to cell death.
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GFP, a Neo cassette, and a strong transcriptional STOP 
sequence are inserted. On another allele, a cell type spe-
cific promoter such as for the proteolipid protein (PLP), a 
major CNS myelin protein promoter that has repeatedly 
been shown to target expression to oligodendrocytes and 
their precursors, drives the expression of a Tamoxifen-
inducible CreERT transgene. In such animals, treatment 
with Tamoxifen results in experimentally controlled Cre-
mediated recombination only in oligodendrocytes (tar-
geted by PLP), excision of the STOP sequence, and selec-
tive cell-type expression of cytotoxic DT-α that results in 
death of the cells in which it is expressed. This approach 
has a number of major advantages. If CRE recombines 
efficiently, then a comparatively high number of oli-
godendrocytes in a given mouse line could potentially 
express the transgenes and be susceptible to Tamoxifen-
mediated cell death. Under such conditions the induc-
tion of oligodendrocyte cell death occurs in the absence 
of any direct insult to the brain or spinal cord and allows 
accurate assessment of the subsequent CNS responses. 
Control studies indicate that at low doses Tamoxifen is 
not selectively toxic to neural cells.

Although only a limited series of studies using the 
DT-α model of induced oligodendrocyte death have 
been published there are clearly common themes emerg-
ing from this model. For example, independent stud-
ies corroborate the observation that severe pathology 
occurs as a result of the expression of genetically re-
combined DT-α in oligodendrocytes (Pohl et al., 2011; 
Traka et al., 2010). One somewhat unexpected outcome 
of these studies is that following Tamoxifen treatment, 
while there appeared to be a relatively rapid loss of oli-
godendrocyte cell bodies as anticipated, there was an 
apparent retention of myelin and minimal initial func-
tional deficits. After a posttreatment delay of approxi-
mately 3 weeks the mice displayed progressive motor 
deficits associated with significant myelin degradation 
and vacuolization. The extent of the demyelination was 
directly correlated with the animals’ clinical symptoms 
suggesting that the functional deficits were a primary 
consequence of myelin loss. A second somewhat unex-
pected outcome of these studies was that the widespread 
loss of oligodendrocytes in this model did not trigger a 
rapid robust immune response and the clearance of my-
elin was slow and primarily accomplished by local mi-
croglial cells without a significant influx of cells of the 
peripheral immune system. These studies suggest that 
oligodendrocyte death alone does not provoke a rapid 
large-scale immune response. While remyelination was 
robust in this model, and the animals appeared to re-
cover completely, with longer survival times recovery 
was compromised. In animals allowed to recover for 
approximately 30 weeks from the initial demyelination 
a secondary pathology consisting of demyelination and 
axonal loss was detected (Traka et al., 2016). This second 

phase of demyelination was accompanied by T cell infil-
tration to the CNS and adoptive transplantation of the T 
cells into naïve hosts was sufficient to transfer disease. 
These important findings imply that as a consequence of 
the priming of the immune system with the first insult 
the animals develop a long-term autoimmune condition 
that ultimately leads to CNS demyelination occurring

Not all of the independent studies provide identical 
results. One important difference between the differ-
ent analyses is in the area of functional recovery. While 
clinical recovery was essentially complete in one study, 
it was completely absent in a parallel report using identi-
cal mice, such that the treated mice died only 6 weeks af-
ter treatment. Reports of axon health are also conflicting, 
with clear signs of pathology in one study and no axo-
nal effect in another. Nevertheless, both studies report 
alterations in evoked potentials in two different sensory 
modalities suggesting that regardless of the underlying 
histological abnormalities, the functional outputs of neu-
ral networks are similarly perturbed.

As with any animal model of disease, it is important 
to consider the extent to which specific aspects of human 
disease are successfully captured by the animal model. 
In the case of DT-α induced oligodendrocyte cell death, 
and MS, there are important similarities. A disruption in 
visual evoked potentials coupled with significant myelin 
loss, for instance, is reminiscent of the initial symptom in 
many MS patients. Similarly, newly forming MS lesions, 
often in normal-appearing white matter, are character-
ized by the presence of activated microglia but not ex-
tensive infiltration of peripheral immune cells (van der 
Valk and Amor, 2009; van Horssen et al., 2012). A similar 
cellular profile is observed following oligodendrocyte-
targeted expression of DT-α.

The DT-α model also differs from MS in a number of 
key ways. As discussed previously, MS is not induced 
but rather is a spontaneous disease with focal lesions 
separated in time and space. Multiple Sclerosis is also 
not thought to be toxin-induced although the role of 
pathogens in its initiation is unclear. In this cell death 
model there are likely broad, if subtle, effects owing to 
a toxin that halts cellular protein translation including 
the de novo production of proteins required for a nonim-
munogenic cell suicide and the subsequent recruitment 
of phagocytic cells. Further, in MS it is thought that the 
clearance of myelin is relatively rapid following oligo-
dendrocyte death and this accomplished by both CNS-
resident and peripheral immune cells. By contrast, the 
delayed myelin clearance in the DT-α model would sug-
gest either an inhibited or nonexistent rapid stimulation 
of immune clearance mechanisms. There are concerns 
with this model surrounding the complete nature of oli-
godendrocyte loss. If all oligodendrocytes throughout 
the neuroaxis are lost following Tamoxifen treatment, 
this differs greatly from the focal loss of oligodendro-
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cytes in MS. If, on the other hand, only a portion of cells 
undergo effective recombination then it is difficult to 
define the threshold of oligodendrocyte loss that is re-
quired for the development of myelin pathology.

6.2 Induction of Oligodendrocyte Cell Death 
Through Cell Type Specific Expression of the 
Diphtheria Toxin Receptor

A variation of the model discussed above has also 
been recently developed (Oluich et al., 2012). In this 
case specificity of the toxic insult is targeted through the 
transgenic expression of the appropriate receptor on ani-
mals that have a receptor null background. For example, 
the transgenic expression of the DT receptor (DTR) un-
der the control of an oligodendrocyte specific promoter 
results in cell type sensitivity to systemically delivered 
diphtheria toxin. This model has the advantage over the 
DT-α model in that is somewhat simpler, since it elimi-
nates the need for the Cre/LoxP technology. An example 
of this approach is the expression of a transgenic DTR 
under transcriptional control of the promoter for myelin 
basic protein (MBP), a major oligodendrocyte-specific 
protein (Oluich et al., 2012) (Fig. 37.5). Intraperitoneal in-
jection of DT then allows selective uptake by transgenic 
oligodendrocytes expressing the receptor, resulting in 
the induction of cell death by a mechanism similar to 
that evoked by DT-α, namely by inhibiting protein syn-
thesis (Fig. 37.5).

The clinical phenotype following the systemic injec-
tion of DT into DTR transgenic mice is similar to that 
seen in the DT-α mice except that it occurs on a faster 
time scale and does not show the same delay between 
initiation of cell death and onset of functional deficits. 
Neurological symptoms including ataxia, limb paralysis, 
and tail spasticity appear around 10 days postinjection 
and progressively develop until euthanasia is required 
(Oluich et al., 2012). Perturbations in somatosensory 
evoked potentials together with histological markers of 
neurodegeneration and abnormal Nodes of Ranvier in-
dicate dysfunctional neural networks. A clear intrathe-
cal immune response is provoked in this model which 
is reflected in elevated numbers of activated microglia, 
as well as a wide spread gliotic response characterized 
by elevated levels GFAP expression in astrocytes (Oluich 
et al., 2012).

Given the similarities in the targeting and mechanism 
of cell death, it might be anticipated that the histology 
and pathology of the DT-α and DTR models would be 
identical. Somewhat surprisingly this is not the case and 
while the DT-α mice display severe demyelination, the 
DTR mice show few if any myelin disturbances. The 
explanation for such differences is currently unclear. It 
may be that in the DTR model there is a more extensive 
engagement of axonal damage that leads to rapid mor-
tality, prior to the development of significantly detect-
able myelin perturbations. Even if this hypothesis were 
correct it remains unclear why there would be differen-
tial axonal susceptibility in the two models. Possibly, the 
mode of cell penetration (receptor mediated vs. nonre-
ceptor mediated) regulates the detailed cell death path-
ways activated in oligodendrocytes. As these models be-
come more established the basis of such differences will 
likely become resolved.

A potential strength of the DTR model is that it may 
provide a model system to examine the mechanisms and 
develop targeted therapies against axonal damage in de-
myelinating diseases. It is well established that axonopa-
thy is a pathological finding in MS (Trapp et al., 1998), 
even at early stages of the disease and this axon damage 
is generally accepted as the biological basis of perma-
nent disability for patients with either primary or sec-
ondary progressive MS. Therefore, animal models such 
as DTR that recapitulate aspects of this pathological fea-
ture represent important tools for understanding and 
manipulating the CNS response to axonopathies. At the 
current time the DTR model does not appear to provide 
an accurate representation of the lesions that develop in 
MS. Indeed, the conspicuous absence of demyelination, 
a hallmark pathological feature of MS, calls into ques-
tion its utility as a useful general model of human dis-
ease. It may be, however, that on different background 
strain the degree of demyelination may be greater or the 
survival of the animals longer. For now, the short sur-

FIGURE 37.5 Schematic showing the overall design for the gen-
eration of the DT-R mouse. (A) Diagram of the construct used to se-
lectively express DT-R in oligodendrocytes on a background strain that 
is DT resistant. (B) Schematic representation of the functionality of the 
DT-R mouse resulting in cell death.
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vival time of the oligodendrocyte-DTR mice represents 
another significant limitation in its ability to model hu-
man disease, as MS is not generally associated with a 
substantially shortened lifespan.

6.3 Induction of Oligodendrocyte Cell Death 
Through Targeted Activation of the Apoptotic 
Pathway

Two general pathways mediate cell death. During ne-
crosis, a pathological form of cell death resulting from 
overwhelming cellular injury, cells swell, membrane in-
tegrity is perturbed, and noxious intracellular molecules 
are released into the extracellular space (Steller, 1995). 
Apoptosis, on the other hand, is a genetically encoded, 
noninflammatory means of cellular suicide in which a 
dying cell fragments into membrane-bound bodies that 
can be digested by macrophages or neighboring cells. 
Activated by many different signals that may originate 
either from within or outside a cell, the controlled dis-
mantling of unwanted cells requires a group of protein 
degradation enzymes called caspases (Thompson, 1995). 
An early step in the activation of one arm of the apop-
totic cascade is the dimerization of caspase 9 mediated 
by the molecule APAF1 (Pop et al., 2006; Srinivasula 
et al., 1998). A model of selective cell ablation has been 
developed in which a modified, experimentally induc-
ible caspase 9 (iCP9) is introduced into targeted cells us-
ing cell type specific promoters. Originally developed 
to eliminate distinct classes of lymphocytes (Straathof 
et al., 2005), the iCP9 gene was engineered so that the 
APAF-1 binding site was replaced with a FK506-like 
binding site for dimerization by a FK506 analog. Chemi-
cally induced dimerization (CID) by the FK506 analog 
is sufficient to initiate the apoptotic cascade in cells ex-
pressing iCP9. An initial study targeted iCP9 to mature 
oligodendrocytes using the MBP promoter and a lentivi-
ral delivery system. Subsequent injection of the chemical 
inducer of dimerization (CID) results in the rapid and 
specific induction of oligodendrocyte death.

In this model, a lentivirus containing iCP9 under tran-
scriptional control of the oligodendrocyte-specific MBP 
promoter, as well as a reporter expressed from a constitu-
tive, viral promoter was injected into the corpus callosum 
of adults rats and the animals were allowed to survive for 
7–14 days (Fig. 37.6). This resulted in local viral infection 
of all neural cell types as detected by reporter expression. 
Intrathecal injection of the CID at a remote site 7–14 days 
after viral injection resulted in the selective activation of 
the apoptotic cascade and cell death of oligodendrocytes. 
Unlike other oligodendrocyte cell death models of de-
myelination, the iCP9 model resulted in extremely rapid 
(within 24 h) demyelination, intense localized microglial 
activation, myelin clearance and localized OPC prolifera-
tion in the absence of an initial infiltration of peripheral 
immune cells including T cells (Caprariello et al., 2012). 

Curiously, these effects are not associated with a behav-
ioral phenotype and the histological abnormalities may 
recover over time. More recently this model has been ex-
tended to eliminate the confound of viral delivery. Trans-
genic animals expressing the iCP9 construct off the MBP 
promoter have been generated. Local delivery of CID tar-
gets oligodendrocyte death specifically. During develop-
ment delivery of CID to a region of the spinal cord in the 
first postnatal week, blocks local myelination (Caprari-
ello et al., 2015). Myelination recovers over a subsequent 
2-week period and appears to have relatively normal 
histology. When the treated region of the spinal cord is 
challenged with a second mechanistically unrelated de-
myelinating insult in the adult, myelin repair is compro-
mised. While the cellular and molecular bases of these 
phenomenas are currently poorly defined these studies 
raise the possibility that insults to the developing CNS 
compromise the potential for subsequent repair in the 
adult (Caprariello et al., 2015).

The significance of the iCP9 model to understanding 
the pathology of MS is still unclear. There are however 
several aspects of this model that may provide impor-
tant insights into the development of early MS lesions 
and perhaps continuing development of the disease in 
a subset of MS patients. For example, apoptotic oligo-
dendrocytes have been reported in neuropathological 
specimens from the earliest known lesions (Lucchinetti 
et al., 2000; Barnett and Prineas, 2004) suggesting this 
may represent an early event in the generation of an 
MS plaque. The immunological cell profile of the iCP9 
model also mirrored the human condition in certain 
situations, in which activated microglia but not periph-
eral immune cells were recruited to the lesion site. Im-
portantly, this pathological profile was reported from 

FIGURE 37.6 Schematic of the overall design and function of the 
MBP-iCP construct. (A) Diagram of the construct used to selectively 
express the modified caspase 9 in oligodendrocytes. (B) Schematic of 
the mechanisms of inducible oligodendrocytes apoptosis.
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a subset of MS patients (Lucchinetti et al., 2000) but 
given the heterogeneity of MS is unlikely to accurately 
represent all patients. It is surprising that rapid histo-
logical abnormalities would not generate behavioral 
abnormalities, however, it is possible that the iCP9 
mice display subtle sensory and/or cognitive deficits 
that have yet to be identified. Additional studies in 
which oligodendrocyte apoptosis is targeted to criti-
cal motor tracts, such as in the spinal cord may reveal 
such functional deficits. Many rodent models of demy-
elination are typically associated with complete repair 
and further studies are needed to assess whether the 
rapid demyelination seen in the iCP9 model results in a 
chronic impairment of myelination or undergoes com-
plete repair.

The emergence of new models that selectively target 
oligodendrocyte death are likely to provide critical new 
insights into the diversity of demyelinating lesions and 
the heterogeneity seen in the MS patient population. 
These models are still in their infancy and whether they 
will provide a useful platform for the development of 
therapies for distinct subsets of MS awaits further refine-
ment and analysis.

7 TOXIN MODELS OF DEMYELINATION

The third general approach used to model the biology 
of demyelination and remyelination in the vertebrate 
CNS are those utilizing the introduction of a demyelin-
ating toxin.

The use of toxins to induce demyelination is ex-
tremely useful for addressing specific questions regard-
ing the biology of the remyelination process given the 
ability to regulate the generation of the lesions in both 
time and space. These models are not intended to reca-
pitulate the complex etiology and pathogenesis of MS 
but instead enable investigators to gain insight into the 
precise cellular and molecular mechanisms that char-
acterize remyelination in the central nervous system. A 
major strength of the toxin models is that the location 
and timing of demyelination and remyelination are 
distinct. Unlike in the immune mediated demyelinat-
ing models where demyelination and remyelination are 
concurrent, in many of the toxin models the epoch of 
demyelination is temporally distinct from the epoch of 
remyelination and this allows for the clear characteriza-
tion of molecular cues regulating each aspect of lesion 
generation and repair.

7.1 Focal Toxins

Focal areas of demyelination can be induced by di-
rectly injecting chemicals that selectively ablate oligo-
dendrocytes and their myelin. Many different demy-
elinating agents have been used over the last several 

decades including antibodies to oligodendrocyte-related 
molecules, 6-aminonicotinamide, and diphtheria toxin 
(see aforementioned), however, those most commonly 
used include lysolecithin, ethidium bromide, and anti-
bodies against the major sphingolipid component of my-
elin, galactocerebroside.

7.1.1 Lysolecithin
Lysolecithin (l-α-Lysophosphatidylcholine or LPC) is 

a potent membrane-dissolving chemical that is typically 
injected into the white matter as a 1% solution in saline 
in order to induce focal demyelination (Gregson, 1989). 
In 1972, Hall was the first to demonstrate the use of 
LPC to create demyelinating lesions in the white matter 
of the adult mouse spinal cord (Hall, 1972). Since then, 
LPC has been used in several additional species includ-
ing rat (Harrison, 1985), rabbit (Waxman et al., 1979), cat 
(Blakemore et al., 1977; Gledhill and McDonald, 1977), 
and monkey (Dousset et al., 1995). The most common 
locations for the generation of LPC induced lesions in-
clude the dorsal or ventral funiculi of the spinal cord 
typically at the thoracic level, the corpus callosum, the 
optic nerve, and the caudal cerebellar peduncle. LPC in-
jection results in a rapid loss of myelin and the majority 
of oligodendrocytes in a focal area. Compared to other 
models, the loss of oligodendrocytes is somewhat less 
specific and there is a reduction in astrocytes and some 
loss of axons although this tends to be limited to the area 
close to the injection site. One of the remarkable features 
of the LPC lesions is their ability to recover (Blakemore 
and Franklin, 2008). In general demyelination occurs 
rapidly and the lesion area is largely devoid of myelin 
with 2–3 days after LPC injection (Fig. 37.7). The lesions 
rapidly become repopulated with oligodendrocyte pre-
cursors and after a period of proliferation these cells dif-
ferentiate into oligodendrocytes and initiate remyelin-
ation. In rats and mice, remyelination begins between 
7 and 14 days post lesion depending on the location of 
the lesion and the age of the animal and by 30 days post 
lesion, remyelination is essentially complete (Fig. 37.9). 
This reproducible pattern of myelin repair has facili-
tated the identification of molecular mechanisms that 
either enhance or inhibit the repair process including the 
Notch pathway (Zhang et al., 2009), the WNT pathway 
(Fancy et al., 2009), retinoid X receptor gamma signaling 
(Huang et al., 2011), growth factors, such as hepatocyte 
growth factor (Bai et al., 2012), and neuregulin (Penderis 
et al., 2003a), hormones, such as progesterone (Garay 
et al., 2011), cell cycle proteins, such as cyclin-dependent 
kinase (Cdk2) (Caillava et al., 2011), chemokine recep-
tors, such as CXCR2 (Kerstetter et al., 2009), the NOGO 
receptor LINGO-1 (Mi et al., 2005; Mi et al., 2009), and 
death receptor 6 (DR6) signaling (Mi et al., 2011), as well 
as several others. Not all the oligodendrocytes are lost 
in an LPC lesion. In white matter tracts where there are 
many large-caliber axons, the myelin generated by the 
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spared oligodendrocytes can be easily distinguished 
from newly generated oligodendrocytes by the thickness 
of the myelin sheaths that they generate. Remyelinated 
axons are covered by myelin sheaths that are much thin-
ner and have shorter internodes than those generated 

during development (Figs. 37.8 and 37.9). Remyelination 
occurs spontaneously in both rats and mice, is quite 
rapid, and is accomplished mainly by newly generated 
oligodendrocytes derived from local precursors and not 
Schwann cells in this model.

FIGURE 37.8 Demyelination changes the structure and cellular composition of the lesion area. In regions of the CNS that are undergoing 
demyelination as shown by: (A) the reduced staining with the myelin probe Luxol fast blue, there is (B) an increase in the number of activated 
microglial cells compared to surrounding tissue. This is shown by the upregulation in the density of IBA-1+ microglia following labeling frozen 
sections with antibodies to IBA-1. (C) The density of Oli2+ oligodendrocyte precursors, the cells that will differentiate into oligodendrocytes is 
substantially reduced in the lesion area. (D) Demyelination also alters the organization of astrocytes in the lesion area as shown by labeling with 
antibodies to GFAP. In the middle of the lesion there is a reduction in the number of GFAP+ cells while at the perimeter of the lesion there is an 
increase in the expression of GFAP as a result of reactive astrocytes that are undergoing gliosis.

FIGURE 37.7 Local delivery of the gliotoxin lysolethicin into the corpus callosum of the adult mouse generates a demyelinating lesion 
that repairs over time. Two days after stereotactic injection of LPC, coronal sections through the level of the corpus callosum show an area of 
demyelination following staining with luxol fast blue. The lesion repairs spontaneously beginning at around 7 days post injection and is almost 
completely repaired by 28 days post lesion as shown by a recovery of luxol fast blue staining in the area.
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7.1.2 Ethidium Bromide
The toxic effects of ethidium bromide are due to its 

DNA intercalating properties, therefore all nucleated 
cells are affected by this agent. The very first experi-
ments that made use of this toxin demonstrated that a 
direct infusion of ethidium bromide into the cisterna 
magna resulted in a reproducible acute demyelinating 
lesion of the rat brain stem (Reynolds and Wilkin, 1993; 
Yajima and Suzuki, 1979a, 1979b). Over time, the mode 
of injection has changed, and ethidium bromide is now 
typically injected directly into white matter tracts as a 
saline solution that varies from 0.01% or 0.05% to 0.1% 
depending on the injection site. The lesions following 
ethidium bromide injections in the dorsal spinal cord 
tend to be quite large compared to LPC-induced lesions 
and can involve almost the entire dorsal funiculus, ex-
tending up to 8mm longitudinally. The caudal cerebellar 
peduncles of rats have also been targeted with this ap-
proach in order to address critical questions regarding 
the effects of age, sex, growth factors, and the role of mi-
croglia/macrophage activation on remyelination (Pen-
deris et al., 2003a; Li et al., 2005; Li et al., 2006; Zhang 
et al., 2012; Ibanez et al., 2004; Adamo et al., 2006; Pend-
eris et al., 2003b; Sim et al., 2002).

Although ethidium bromide injections are typically 
made in either rats or mice, injection into the spinal cords 
of cats has also been shown to result in large demyelin-
ating lesions (Blakemore, 1982). The early response to 
ethidium bromide injection involves the destruction 
of astrocytes, oligodendrocytes, and OPCs while ax-
ons are typically spared. Soon after, the initial genera-

tion of the lesions’ large numbers of macrophages are 
found in and around the lesioned area and astrogliosis 
occurs only around the perimeter of the lesion leaving 
the center of the lesions essentially devoid of astrocytes 
(Blakemore, 1982). Following the clearance of myelin de-
bris, remyelination is relatively rapid, although it occurs 
more slowly than after LPC-induced demyelination. 
In a comparative study where either LPC or ethidium 
bromide-induced demyelinating lesions were examined 
in the caudal cerebellar peduncle of adult rats, exten-
sive oligodendrocyte remyelination was already seen 
throughout LPC-induced lesions at 6 weeks post injec-
tion whereas, a significant proportion of axons remained 
demyelinated in ethidium bromide-induced lesions. By 
3.5 months postinjection, however, almost all axons had 
remyelinated in ethidium bromide lesions (Woodruff 
and Franklin, 1999). Interestingly, in contrast to LPC or 
anti-GalC-induced lesions where most remyelination 
is mediated by oligodendrocytes a significant amount 
of remyelination in ethidium bromide-induced lesions 
are undertaken by Schwann cells (Woodruff and Frank-
lin, 1999; Blakemore, 2005). Remyelinating Schwann cells 
are typically found in astrocyte-depleted areas of the de-
myelinated spinal cord and it was initially assumed that 
they were derived from Schwann cells associated with 
peripheral nerves or spinal nerve roots in the vicinity 
(Franklin and Blakemore, 1993). A recent study, how-
ever, used in vivo fate mapping to demonstrate that af-
ter demyelinating injury, CNS-derived OPCs are able to 
generate Schwann cells, a surprising finding given that 
Schwann cells normally develop from the embryonic 

FIGURE 37.9 Remyelination is characterized by thinly myelinated axons. Fourteen days after the induction of a local demyelinating lesion 
by the injection of LPC remyelination is ongoing in the dorsal spinal cord of the 8-week old mouse. Toluidine blue stained 1mm sections clearly 
show remyelinated axons in the initial lesion when viewed at high power. (A) Low power micrograph with the lesion border clearly delineated 
(dotted line). (B) Higher power micrograph from the box outlined on a showing thinly remyelinated axons demonstrating myelin repair in the 
adult spinal cord.
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neural crest and are restricted to the peripheral nervous 
system (Zawadzka et al., 2010). One likely hypothesis is 
that in the absence of astrocyte signaling, cells specified 
for the oligodendrocyte lineage are diverted to become 
Schwann cells suggesting the commitment to a myelin-
ating fate over rides the commitment to a specific cell 
type. The molecular mechanisms responsible for this 
regulation of cell fate are currently unclear. In MS, when 
remyelination occurs, it is largely mediated by oligoden-
drocytes and not Schwann cells thus the significance of 
the ethidium bromide model for therapeutic develop-
ment is somewhat limited.

7.1.3 Anti-GalC Antibodies
One approach for selective cell type elimination that 

has been used in multiple systems is the targeting of the 
complement cascade though binding to cell type specif-
ic, cell surface antibodies (Piddlesden et al., 1993; Raff 
et al., 1978). In this model the antibody binds to specific 
cell surface epitopes and addition of complement results 
in selective cell lysis. This model has been used effective-
ly in vivo using antibodies to galactocerebroside (GalC) 
the major myelin sphingolipid that marks mature oli-
godendrocytes as the targeting vector (Raff et al., 1978). 
Initial studies demonstrated that a single intraspinal 
injection of complement proteins plus antibodies to 
GalC resulted in demyelination (Keirstead and Blake-
more, 1997). In this model of demyelination in the adult 
rat spinal cord, some oligodendrocytes survived demye-
lination enabling the authors to demonstrate that the oli-
godendrocytes that survive within demyelinated lesions 
are not induced to divide in the presence of naked axons 
demonstrating that fully-differentiated oligodendro-
cytes are postmitotic and do not contribute significantly 
to remyelination in the adult CNS. Demyelination has 
also been induced in the rat cerebellar peduncle using 
this model where axons tend to be spared and remyelin-
ation is typically accomplished by oligodendrocytes, not 
Schwann cells (Woodruff and Franklin, 1999).

7.1.4 Advantages of Focal Toxins
All of these agents produce large areas of demyelin-

ation with minimal axonal damage. Focal toxins induce 
synchronized demyelination in a defined region allow-
ing the investigation of remyelination in the absence of 
concurrent demyelination. This offers a clear advantage 
when analyzing molecular changes specific to remyelin-
ation since the processes of demyelination and remye-
lination have temporal separation and spontaneous re-
myelination follows a highly reproducible time course 
in rodents. The timing of remyelination has been shown 
to differ between the three most commonly used focal 
toxins although all models eventually undergo extensive 
spontaneous remyelination. After LPC-injection into the 
cerebellar peduncle of adult rats, remyelination was 

evident by 14 days and extensive by 6 weeks whereas, 
ethidium bromide or anti-GalC induced lesions showed 
very little remyelination after 14 days although they did 
show extensive remyelination after 3 months (Woodruff 
and Franklin, 1999). Finally, unlike immune or viral-
mediated models of demyelination, focal toxin-induced 
lesions have the advantage that they can be induced at 
any age, in either the brain or the spinal cord, and in 
any strain or species. The disadvantage of these mod-
els is that, particularly in the case of LPC and ethidium 
bromide the mechanisms of induction of cell death is 
nonphysiological and if the development of the lesion 
and the potential repair process is in part dependent on 
the mechanisms of cell death then it is unclear wheth-
er these models will be useful in defining pathogenic 
processes in MS. Where these models have proven ex-
tremely useful is in the development of therapeutics 
targeted towards remyelination rather than immune 
regulation. One of the best examples of such therapeu-
tic development is the identification and characteriza-
tion of anti-LINGO-1 antibodies as a therapy promoting 
remyelination. A major role of the leucine-rich repeat 
and Ig domain containing NOGO receptor (LINGO-1) 
is to inhibit the differentiation of oligodendrocyte pro-
genitor cells (Mi et al., 2005, 2009). LINGO-1 knockout 
mice show precocious myelination, which suggested 
that LINGO-1 antagonists might be useful to accelerate 
myelin repair after demyelination. Using both the LPC 
and cuprizone models of demyelination, anti-LINGO-1 
antibody treatments have been shown to significantly 
increase the speed of remyelination, a finding that may 
result in a new therapeutic option for MS patients (Mi 
et al., 2005, 2009). The anti-LINGO-1 Li81 antibody is the 
first MS therapy that directly targets myelin repair and 
is currently being evaluated in clinical trials for MS (Pe-
pinsky et al., 2011). Finally, the use of complement bind-
ing antibodies to target oligodendrocyte death may have 
immediate relevance to MS. It has been suggested that 
in some MS lesions complement mediated cell lysis con-
tributes to the generation of the pathology and thus this 
model may directly reflect the generation of lesions in a 
subset of MS patients.

7.2 Systemic Toxins

One disadvantage of the local toxin models is that 
they require the injection of the toxin in the parenchyma 
of the CNS. While this allows for precise localization of 
the subsequent lesion, it introduces the complexity that 
any pathology that develops is a consequence of both 
the injection and the presence of the toxin. An alterna-
tive strategy is to utilize a systemic toxin that prefer-
entially targets oligodendrocytes in specific regions of 
the CNS. The most commonly utilized systemic toxin is 
Cuprizone.
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7.2.1 Cuprizone
Ingestion of the copper chelator cuprizone (biscy-

clohexanone oxaldihydrazone) results in the reproduc-
ible demyelination of specific brain regions in either 
C57BL/6 or SJL/SVJ mice. The exact mechanism un-
derlying cuprizone-induced demyelination remains 
unknown but the toxicity is thought to result from a 
combination of mitochondrial stress and an innate im-
mune response (Linares et al., 2006; Liu et al., 2010; 
Pasquini et al., 2007). Cuprizone-induced demyelin-
ation appears to result from the degeneration of oligo-
dendrocytes rather than a primary attack on the my-
elin sheaths (Carlton, 1966, 1967; Tansey et al., 1996). 
Experiments conducted in the late 1960’s demonstrat-
ed that high doses (0.5%) of cuprizone mixed with ba-
sic rodent chow and given to mice early in develop-
ment resulted in high mortality but that lower doses 
resulted in demyelinated lesions accompanied by 
astrogliosis (Carlton, 1967). This model has been re-
fined to the point where mice aged 6–9 weeks are now 
typically given 0.2%–0.3% cuprizone treatment of for 
5–6 weeks which results in acute demyelination of the 
corpus callosum (Matsushima and Morell, 2001; Stid-
worthy et al., 2003), as well as the hippocampus (Hoff-
mann et al., 2008; Koutsoudaki et al., 2009) external 
capsule (Pott et al., 2009), cerebellar peduncles (Blake-
more, 1973; Ludwin, 1978; Torkildsen et al., 2008), cer-
ebellum (Skripuletz et al., 2010; Groebe et al., 2009) ce-
rebral cortex (Skripuletz et al., 2010; Gudi et al., 2009), 
and striatum (Pott et al., 2009). Far less demyelination 
is seen in spinal cord suggesting either a differential 
susceptibility of oligodendrocytes to the toxin or non-
uniform penetration of the toxins to the CNS. Distinct 
gray matter regions have also been shown to be affect-
ed in the cortex and hippocampus (Gudi et al., 2009; 
Norkute et al., 2009), which may reflect death of oli-
godendrocytes in those regions or a toxic effect of 
curpizone on other neural cell types. Mice exposed to 
cuprizone exhibit extensive reactive gliosis, activation 
of microglia, and significant oligodendrocyte apopto-
sis. Similar to what is noted with the focal models of 
demyelination discussed above, acute demyelination 
is followed by spontaneous remyelination that occurs 
during the weeks following treatment removal while 
the mice are fed regular chow. When cuprizone treat-
ment is prolonged to 12 weeks or longer however, 
remyelination is very sparse resulting in a model of 
chronic demyelination (Ludwin, 1980).

7.2.2 Advantages of Systemic Toxins
While it is debatable whether the cuprizone model 

reflects human MS pathology, this reversible demy-
elination model is useful for studying the biological 
processes related to both demyelination and remy-
elination in the CNS. Two major pathological features 

characteristic of the cuprizone model, however, in-
clude primary oligodendrocyte death along with the 
activation of microglia and these two features are 
known to occur in a subset of human MS lesions (Bar-
nett and Prineas, 2004). The cuprizone model has been 
extensively used to examine the potential of various 
compounds to stimulate myelin repair (Koutsoudaki 
et al., 2010; Moharregh-Khiabani et al., 2010). A signifi-
cant advantage of this model is that demyelination can 
be induced in a reproducible manner in both space and 
time and mechanisms specific to both demyelination 
and remyelination, which are not specific to primary 
inflammatory events, can be investigated. Because the 
time-course of cuprizone treatment is so long, demy-
elination is progressive in this model and remyelin-
ation begins while demyelination is still taking place. 
The reappearance of myelin protein expression and 
partial remyelination has been shown to occur during 
the late stages of acute demyelination (after 3 weeks) 
while the mice are still undergoing cuprizone treat-
ment (Jurevics et al., 2001; Lindner et al., 2008; Nor-
kute et al., 2009). This temporal overlap presents a 
challenge when trying to understand the mechanisms 
specific to either demyelination or remyelination, how-
ever, it does model the human condition more closely 
since demyelination and remyelination occur concur-
rently in patients with MS. Recent studies have shown 
that when Cuprizone treatment is combined with ra-
pamycin treatment which blocks mTor signaling, the 
spontaneous remyelination is dramatically reduced 
thereby allowing better quantification of repair pro-
cesses. A significant advantage of the cuprizone model 
over other approaches is the relative simplicity of the 
experimental paradigm. Cuprizone is simply added 
to regular mouse chow that is fed to the animals each 
day in contrast to the focal toxin models, which call for 
potentially technically challenging surgeries involving 
the use of a stereotactic apparatus to direct the focal 
lesions to specific areas. Despite the apparent simplic-
ity of this model there are a number of confounding 
features. First the use of cuprizone is generally limited 
to mice (although recent studies have reported its use 
in rat (Adamo et al., 2006; Silvestroff et al., 2012) and 
there is a clear genetic linkage to the susceptibility for 
cuprizone toxicity. The basis for such strain difference 
is unknown. Likewise there are significant differences 
in susceptibility between gender and age that are poor-
ly understood (Kipp et al., 2009). This lack of clarity is 
likely a reflection of the lack of understanding about 
the mechanism mediating Cuprizone toxicity, however 
proof of principle studies have indicated that signals 
known from in vitro studies to stimulate oligoden-
drocyte differentiation such as thyroid hormone (T3) 
promote remyelination in the cuprizone model (Franco 
et al., 2008).
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8 CONCLUSIONS AND COMMENTS

The heterogeneity of the demyelinating disease 
MS is well established and this is readily reflected in 
the wide range of models that mimic a wide range of 
different attributes of the disease. While some of the 
models, such as EAE have been established for many 
years and have formed the basis of a range of current 
therapies used to treat the disease, other models, such 
as those that target oligodendrocyte cell death to par-
ticular regions of the CNS are recent additions to the 
arsenal of understanding the pathology of the disease. 
Each of the model systems discussed in this review has 
particular merit for developing our understanding of 
some specific aspect of the disease. For example while 
EAE models have been very effective at furthering our 
insights of the immunological basis of the CNS demy-
elination and particularly the role of T cells in MS, the 
use of gliotoxins, such as LPC or ethidium bromide 
have been particularly useful in developing our under-
standing of the cellular and molecular mechanisms of 
remyelination.
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1 INTRODUCTION

Mood disorders are a severe mental health condition 
with a high incidence and comorbid medical problems. 
According to the Diagnostic and Statistical Manual of 
Mental Disorders Fifth Edition (DSM-5), the two major 
mood disorders are major depression (MD) and bipo-
lar disorder (BD). Mood disorders are characterized by 
extreme and inappropriate mood alteration with sig-
nificant social, cognitive, and functional impairment. 
MD is characterized by persistent sadness, fatigue, eat-
ing disturbances, sleep disturbances, suicidal thoughts, 
guilt, and social withdrawal. BD is characterized by 
episodes of mania and depression with euthymic or 
normal mood states between the episodes. Manic epi-
sodes can  consist of  hyperactivity, elevated mood or 

agitation, racing thoughts, reckless behavior, little need 
for sleep, and, sometimes, psychosis. Several pharmaco-
logical compounds are validated as effective for mood 
disorders. The most common medications used to treat 
BD are lithium, anticonvulsants  (valproate, carbamaze-
pine, and lamotrigine), and atypical (e.g., clozapine, 
olanzapine, and risperidone) and typical (haloperidol 
and chlorpromazine) antipsychotics. MD is generally 
treated with antidepressants, including tricyclics (e.g., 
 desipramine and imipramine), selective serotonin reup-
take inhibitors (SSRIs; fluoxetine and paroxetine), and 
monoamine oxidase inhibitors (MAOIs; phenelzine and 
tranylcypromine).

Despite receiving adequate treatment, most pa-
tients continue to have recurrent mood episodes, re-
sidual symptoms, functional impairment, psychosocial 
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disability, and significant medical and psychiatric 
comorbidities. In addition, many patients do not ad-
equately respond to the available medications and can-
not tolerate the side effects of these drugs. Research for 
developing new drugs for mood disorders has focused 
on specific targets, which could offer more effective 
and safe treatments. However, a better understanding 
of the pathophysiologic mechanisms of these disorders 
is important for designing new drugs and implement-
ing them in clinical practice. The advances in genetic, 
neurobiological, and pharmacological methodologies 
have helped in the development of animal models, 
and these models have been an important tool for in-
vestigating new intracellular systems that may be in-
volved in the specific pathophysiology of psychiatric 
disorders.

However, it is important to emphasize that no ani-
mal model developed to date can fully mimic its “corre-
sponding” human psychiatric disorder. Given that BD is 
a complex mood disorder with recurrent mood swings, 
including manic, depressive, and mixed episodes, the 
development of an adequate animal model for this dis-
order is a challenge. Ellenbroek and Cools (1990) have 
proposed that valid animal models in psychiatric dis-
orders should demonstrate the following three major 
criteria: face validity, construct validity, and predictive 
validity. Face validity indicates how similarly the model 
can mimic the symptoms of a given illness. Construct va-
lidity is related to the ability of the model to reproduce 
some pathophysiological aspects of the illness. Finally, 
predictive validity evaluates whether the therapeutic 
agents used in treating this illness can reverse the symp-
toms in the animal model.

This chapter seeks to provide a comprehensive over-
view of traditional and recent animal models for mania 
and depression, recapitulating their different features, 
and the possible pathophysiology of mood disorders 
emulated by those models.

2 ANIMAL MODELS OF MAJOR 
DEPRESSION

2.1 Environmental Models of Major Depression

The relationship between environmental stress and the 
incidence of MD in humans is widely described in the sci-
entific literature. Different stress stimuli at different life 
stages can affect neurodevelopment, decreasing stress re-
silience in the long run, which increases the odds of devel-
oping MD. These stressful situations include intrauterine 
adversities, child abuse, drugs, life pressure, material and 
emotional losses, and hardships of modern life.

Based on these clinical observations, the main animal 
models of depression involve exposing the animals to 

different stressor stimuli at specific developmental stag-
es, mimicking the human triggers to developing MD. 
Chronic mild stress (CMS) and maternal deprivation are 
well-established environmental models of MD that meet 
the criteria for the aforementioned three validities. These 
models are able to induce depressive-like behavior, as 
well as monoaminergic and neuroendocrine alterations 
in adult animals, and these alterations can be reversed 
by treatment with classical antidepressants. Further, we 
will discuss these and other environmental models of 
MD.

2.1.1 Animal Model of Depression Induced by 
Maternal Deprivation

It is widely described in the literature that early life 
adversities, including childhood maltreatment and trau-
ma, can lead to a depressive condition in adult life, and 
this relationship can occur via several pathways, such as 
monoaminergic alterations, immune-inflammatory sys-
tem changes, and neuroplasticity impairment. Among 
these childhood adversities, we can cite physical vio-
lence, sexual abuse, neglect, and loss of the primary care-
giver.

Parental care is a strongly established behavior in 
rodents that is essential for the healthy development 
of offspring. The animal model of depression induced 
by maternal deprivation is based on this behavior and 
induces depressive-like behavior in adult animals af-
ter an early life stressor stimulus, mimetizing the inci-
dence of MD following this trigger. In fact, this animal 
model is very effective and fulfills all three validities, 
and it has been one of the most frequently described 
models for MD.

Several studies have consistently demonstrated that 
adult animals exposed to maternal deprivation in early 
life show a wide range of depressive-like behaviors, 
such as increasing immobile time on the tail suspen-
sion and a forced swimming test, more dramatically 
decreased sweet food consumption and anxious-like 
behaviors. In addition to face validity, maternal depri-
vation can reproduce several biochemical alterations 
that are implicated in the pathophysiology of depres-
sion, such as impairment in mitochondrial metabo-
lism via the tricarboxylic acid cycle and mitochondrial 
chain complex activity; increased oxidative stress; de-
creased dopaminergic, serotoninergic, and GABAergic 
systems; immune system dysregulation and decreased 
neurotrophic factor levels. The face validity of this 
model is well established. Several studies have demon-
strated that treatment with a classical antidepressant, 
imipramine, as well as ketamine and tianeptine can 
reverse these behavioral and biochemical alterations 
induced by maternal deprivation, supporting its pre-
dictive validity.
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This animal model was first described by Levine 
(1967) in which the animals were maternally deprived 
for a period of 24 h. This protocol has undergone some 
adaptations in the deprivation period, which is more 
commonly 3–4 h of separation per day between the 1st 
and 20th postnatal day (the duration of the protocol 
ranges from the authors). This separation consists of re-
moving the mother from the cage for 3–4 h, leaving the 
progeny alone with only wood shavings and the moth-
er’s smell. After the deprivation period, which may vary, 
the animals go through normal care and are weaned at 
a regular age. At the adult stage, these animals present 
with depressive-like behavior. This model can also be 
used to study the neurobiology of depression and the 
effects of classical or new candidate therapeutic agents. 
For this, the animals must undergo a treatment proto-
col—which can be acute, repeated, or chronic adminis-
trations—when the animals reach adulthood, which is 
at approximately 60 days of age. After the end of the 
treatment protocol, the depressive-like behavior can be 
measured with the behavior tests that are described at 
the end of this section.

The main limitation of the animal model for depres-
sion induced by maternal deprivation is its methodolog-
ical complexity. The entire process must to be carefully 
monitored because the matrices copulate until the end 
of the deprivation protocol. Because one litter, in most 
cases, does not generate sufficient offspring for a com-
plete study, a schedule must be arranged to work with 
different litters with different dates in the same project.

2.1.2 Animal Model of Depression Induced by 
Chronic Mild Stress

The modern life style involves several stress events, 
such as long working journeys, excess responsibilities, 
noise and visual pollution, violence, insecurity, and oth-
ers. There is a clinical relationship between stress and 
the development of MD; patients suffering intense acute 
stressful situations or chronic stress have a greater vul-
nerability to developing this disorder. Recently, several 
studies have demonstrated that stress can interact with 
DNA expression by a mechanism called epigenetics. 
These social stress-induced alterations are most evident 
in specific genes that are related to the neurobiology of 
MD, including glucocorticoid receptors, neurotrophic 
factors, and serotonin transporters, strengthening the 
role of stress in the etiology of depression.

The animal model of depression induced by CMS 
uses this premise to induce depressive-like behaviors 
in rodents. Long-term exposure to environmentally 
stressful situations can cause several behavioral al-
terations, such as increased immobility on the tail sus-
pension and forced swimming tests, decreased body 

licking on the splash test, and decreased consump-
tion of sweet food, supporting the face validity of this 
model. Classic depressive neurobiological alterations 
are also observed in rats that are treated with this pro-
tocol; these include increasing oxidative stress, mito-
chondrial alterations, increasing corticosterone levels, 
decreasing neurotrophins levels, and immune-system 
alterations. All behavioral and biochemical changes 
induced by CMS respond positively to treatment with 
antidepressants, such as imipramine, tianeptine, and 
ketamine. This finding shows that exposure to stress-
ful situations during adulthood can induce depres-
sive-like behavior and pathophysiological alterations 
in rodents that are similar to the effects of maternal 
deprivation. Treatment with classical antidepressants 
can reverse these alterations, demonstrating the three 
validities for this model.

Katz (1981) was the first author to describe a pro-
tocol based on chronic stress stimuli in rodents that 
induce anhedonic-like behavior in rats. However, this 
protocol consisted of a very invasive stimulus, such as 
cold water swimming and electric shocks, to induce 
increased corticosterone levels and reduce sucrose 
consumption. This protocol was adapted to a minor 
invasive version by Willner et al. (1987) using different 
and more realistic stimuli that induce depressive-like 
behavior, and it has been used up through the pres-
ent. In this protocol, the adult animals are exposed to 
different stressful situations daily over 40 days. These 
situations include food deprivation, water depriva-
tion, space containment, space containment at 4°C, ex-
posure to strobe light, social isolation, cage tilting (30 
degrees), and damp bedding. The situations are ran-
domly applied during the 40 days and at different peri-
ods to avoid predictability. Each stressor has a specific 
duration, as shown in the table below.

Stressor type Duration

Food deprivation 24 h
Water deprivation 24 h
Space containment 1–3 h
Space containment at 4°C 1.5–2 h
Strobe light 120–210 min
Social isolation 3 days
Cage tilting 4 h
Damp bedding 4 h

Twenty-four hours after the final stressor, the depres-
sive-like behavior can be measured by the behavioral 
tests described in this section. As well as the animal 
model induced by maternal deprivation, this model 
can be a tool for studying the neurobiological mecha-
nisms of MD and can offer an important approach for 
investigating novel and classic therapeutic agent tar-
gets. For this, acute, repeated, or chronic treatment with 
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antidepressants or candidate drugs may be started after 
the last day of the chronic stress protocol.

2.2 Surgical Model of Depression

Surgical animal models are based on anatomic alter-
ations or deletions of specific brain structures, result-
ing in behavior and biochemical alterations that are 
similar to the clinical manifestations. The rat sense of 
smell is a highly evolved, important sense for a series 
of social behaviors. Pheromones, chemical signals, car-
ry information about the animal’s behavior and physi-
ological status, and pheromone detection by other rats 
modulates several processes, such as reproduction, 
gender recognition, social dominance, and aggressive 
and avoidance behaviors. The brain structure respon-
sible for recognizing these pheromones is the olfactory 
bulb.

Considering the importance of this brain region in 
the social behaviors of rodents, Jancsar and Leonard 
(1981) first reported that bilateral olfactory bulbectomy 
induced irritability in rats, and this behavior was re-
versed by amitriptyline treatment. Afterward, several 
other studies demonstrated that this procedure can in-
duce anhedonic and other depressive-like behaviors, 
such as anorexic manifestations, decreased sexual ac-
tivity, impairment of social interaction, and reduced 
sweet food consumption. In addition, the animal mod-
el of depression induced by bilateral olfactory bulbec-
tomy caused spatial learning damage in rats. The olfac-
tory bulb has connections with other brain structures 
that are responsible for mood modulation, such as the 
amygdala, nucleus accumbens, caudate putamen, and 
hypothalamus. Disruption of these connections trig-
gers depressive-like biochemical alterations, decreased 
noradrenergic and serotoninergic activities, increased 
acetylcholine levels, decreased BDNF levels, and in-
creased TNF-α and IL-1β levels in rat brains. Chron-
ic treatment with clinically effective antidepressants 
agents—imipramine, sertraline, amitriptyline, fluox-
etine, and others—after bilateral olfactory bulbectomy 
can reverse, partially or completely, these alterations, 
supporting their predictive validity.

The olfactory bulbectomy surgery was standardized 
by Kelly et al. (1997) and it consists of a midline frontal 
incision in the skin on the skull of an animal that was 
previously anaesthetized with ketamine and xylazine. 
After skull exposure, 2 burrs are drilled at points 7 mm 
anterior to the bregma and 2 mm lateral to the bregma. 
Both olfactory bulbs are aspirated, paying attention to 
avoid damaging the frontal cortex, and the dead space 
is filled with a hemostatic sponge to prevent blood loss. 
The skin above the lesion is closed with suture material 
and the antibacterial agent is applied. After the surgical 
procedure, the animals must recover for 14 days; then, 

depressive-like behavior can be measured or antidepres-
sant treatment can be initiated.

2.3 Genetic Models of Depression

MD has a multifactorial etiology, and genetic and 
environmental factors interact with each other to deter-
mine the pathophysiology and pathogenesis of this dis-
order. The growing body of genetic study data provides 
substantial knowledge of specific genes that are related 
to MD, and these can help with the development of po-
tential animal models for studying this condition. The 
genetic model of depression consists of inducing rodent 
DNA alterations in genes that correspond to the human 
genes in MD.

This class of models is relatively recent, but it has 
helped provide significant, powerful information on the 
neurobiology and therapeutic approaches for MD. In 
this section, we will discuss the main candidate genes 
for developing animal models of depression.

2.3.1 Tph2 Gene
Monoaminergic dysfunction is one of the first and 

most described theories of depression pathophysiology. 
The role of serotoninergic signalization impairment in 
this disorder is widely evaluated in the clinical literature, 
and its modulation is a target of several antidepressant 
agents. Based on the serotoninergic hypothesis, a genetic 
modified mouse strain was created, showing reduced 
expression of tryptophan hydroxylase 2 (Tph2), an en-
zyme that participates in serotonin synthesis. This genet-
ic modification triggers to a decrease in the brain sero-
tonin levels, which is similar to the alterations observed 
in humans. In addition, animals with this genetic altera-
tion had increased immobility time in the forced swim-
ming test, reinforcing its face validity (Beaulieu et al., 
2008). This animal model has great potential to mimic all 
aspects of depression; however, the data in the literature 
are scarce, making it necessary to perform more studies 
with face, construct, and predictive validity.

2.3.2 CB1 Gene
Endocannabinoids play an important role in mood reg-

ulation, and several preclinical and clinical studies have 
demonstrated that alterations in the cannabinoid system 
can be involved in the pathophysiology of several men-
tal diseases, such as schizophrenia, anxiety, BD, and MD. 
This role is so evident that endocannabinoid modulation 
is a new target for pharmacological approaches. There-
fore, genetic alteration of cannabinoid receptor 1 (CB1) 
expression has been proposed for use in an animal model 
of depression. In fact, CB1 knockout mice demonstrate 
anxious and depressive-like behavior beyond increased 
corticosterone in the serum and decreased BDNF levels 
in the hippocampus. Other notable alterations include 
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altered serotoninergic alteration, suggesting there is a re-
lationship between these two systems.

2.3.3 BDNF and TrkB Genes
Beyond the neurotransmitter systems, a growing 

body of evidence has indicated a strong relationship 
between neurotrophins and mood disorders, especial-
ly BDNF. Several animal models of depression can in-
duce a reduction in the brain BDNF levels. In humans, 
a polymorphism of the BDNF gene denoted Val66met 
and epigenetic alterations on this DNA region seem to 
be related to MD. In addition, BDNF upregulation is one 
of the mechanisms of action for several antidepressant 
drugs, highlighting the involvement of this protein in 
depression neurobiology. Because of this role, genetic 
modifications in BDNF expression in rats have been con-
sidered in an animal model of depression.

However, beyond mood modulation, BDNF plays a 
pivotal role in neurodevelopment, and knockout mice 
have serious neural damage and perinatal lethality. 
Conversely, Chan et al. (2006) produced a heterozygote 
conditional knockout mouse, which only presents with 
adulthood reductions in BDNF levels. These animals 
showed depressive-like behavior on the tail-suspension 
test with an antidepressant phenotype in the forced 
swimming test. In another study, Saarelainen et al. (2003) 
showed that a strain of mice expressing nonfunctional 
versions of TrkB, the main BDNF receptor, was resistant 
to the effect of antidepressants, indicating the impor-
tance of this receptor for depressive-like behavior and 
the response to treatment.

These results suggest that genes related to BDNF 
pathway signaling are important for the development 
of genetic animal models of depression; however, as a 
protein with different functions in the nervous system, 
its modulation needs to be enhanced.

2.4 How Can Depressive-Like Behavior be 
Evaluated in Laboratory Animals?

Mood disorders have a highly complex clinical mani-
festation. By not having a specific biomarker, these disor-
ders are exclusively diagnosed by behavioral symptoms. 
MD has a wide range of symptoms because changes in 
the physiological alteration, such as anorexic behavior, 
lead to decreased self-esteem.

Mimic symptoms are part of the triad to animal model 
validations; however, a depressive episode in humans 
involves such a complex core of behaviors that cannot 
be evaluated in rodents, including decreased self-es-
teem, suicidal thinking, low mood, and feelings of guilt. 
Nevertheless, a selective class of behavioral manifesta-
tions can be measured in animals, reflecting human 
symptoms. One such set of behaviors is called anhedo-
nia, which consists of a loss of interest in pleasurable 

activities. Other classes of behavior that can be observed 
in animals include hopelessness, which is a classical 
manifestation in depressive humans.

As the animals do not present with all behavior cri-
teria for a depressive state, it is not possible to claim 
that the animal is depressed; as a result, the animal 
models of depression intend to induce some depres-
sive-like behavior in these animals. There are some 
tests to evaluate these depressive-like behaviors in ro-
dents, and the primary tests will be described later in 
the chapter.

2.4.1 Forced Swimming Test
This behavior test aims to evaluate a hopelessness 

state in rodents by forcing the animal to swim in a wa-
ter cylinder without a method of escape. After an initial 
period of motor agitation, the animals naturally tend 
to adopt a motionless posture, performing movements 
only to keep their heads out of water, indicating the ani-
mal had learned that escape is impossible. This behavior 
can be anthropomorphically interpreted as if the animals 
had lost hope in this stressful situation.

In fact, animals submitted to models of depression 
adopt this immobile posture earlier and longer than con-
trol groups. Another interesting fact is that classical an-
tidepressant drug administration per se can reduce the 
immobile time in healthy control animals, and this test is 
an important tool for investigating antidepressant effects 
of new drugs without subjecting the animals to depres-
sive behavior induction protocols.

The forced swimming test is one of the most commonly 
used approaches for evaluating depressive behavior in an-
imals, and it was first described by Porsolt et al. (1977). It 
consists of a very simple test without a very sophisticated 
apparatus and has two versions, one for rats and another 
for mice. In this section, we will present both protocols.

For rats, the test is divided into two sessions, denoted 
the training and test sessions, which are separated by 
24 h. In the training session, the rat is forced to swim 
for 15 min in a narrow cylinder that is full of water at 
25 ± 2°C and sufficiently deep that the rat cannot touch 
the bottom and keep its head above water at the same 
time. No behavior is evaluated in this session, which is 
only aimed to habituate the animal to the apparatus so 
that it can learn that there is no way to escape. At the test 
session, the animal is forced to swim in the same appara-
tus for 5 min, and the following behavior parameters can 
be measured (Fig. 38.1):

Swimming: Time that the animal moves around in the 
water. This behavior tends to reduce over time until the 
end of the test.

Climbing: Time that the animal tries to climb to the 
cylinder wall to escape the water. This behavior is de-
creased in animals that are submitted to models of 
depression. The walls must be high enough to prevent 
animal escape.
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Immobility: Time the animal spends with no move-
ments, or moves to keep its head out of water while not 
intending to move around the apparatus.

It is important to note that the training and test ses-
sions must be as similar as possible, with the same appli-
cator and location in the room, and the apparatus must 
be identical in the two sessions.

The forced swimming test for mice is even simpler 
than for rats. The apparatus is the same, which is propor-
tional to the different sizes of the two species; the only 
difference is that mice do not need two separate sessions 
for the training and test. Mice demonstrate a significant, 
stable level of immobility after a single exposure session; 
then, this test lasts for 6 min. The first 2 min are used for 
the training time and the last 4 min are spent on immo-
bility, climbing, and swimming evaluations.

2.4.2 Tail Suspension
Tail suspension is an alternative method that was de-

signed by Steru et al. (1985) to be a “dry forced swimming 
test.” This test is also based on hopelessness behavior; 
however, the immobility is induced by suspending the 
animal upside down by the tail. As in the forced swim-
ming test in mice, this test has a single 6-min session 
and, in the first minutes, mice will try to escape from this 
stressful situation by performing vigorous movements 
(Fig. 38.2). Afterward, they become immobile. Antide-
pressant drugs also act on this behavior, decreasing the 
immobility time.

This test has several advantages compared to the 
forced swimming test for both the applicator and ani-
mal. Tail suspension is a more comfortable position than 
forced swimming for the animal; in addition, this test 
does not present the risk of hypothermia at completion. 

This test can be performed in a simple box and the ani-
mal can be suspended while tied to a hook or taped to 
the ceiling of the apparatus, not requiring a very large 
space or handling of substantial equipment.

2.4.3 Sweet Food Consumption
This behavioral test evaluates anhedonic behavior in 

rats, which is based on the intake of palatable sweet food 
after repeated training sessions. This protocol, which was 
originally described by Gamaro et al. (2003) and adapted 
by some other authors (such as, Lucca et al., 2009), is 
performed in an open-field apparatus with a sweet ce-
real pellet in each quadrant of the open-field floor. The 
animals are submitted to five training sessions during 
which the animals are placed, once daily for 3 min, in an 
open-field arena with sweet cereals for the animal to ha-
bituate to the food and apparatus. After the training ses-
sions, the animals are submitted to two test sessions of 
3 min each, once daily, wherein the number of ingested 
pellets is counted. Some studies standardize the protocol 
so that when the animal eats part of the pellet (1/4, 1/3, 
or 1/2), the fraction is also considered (Fig. 38.3).

It is important to note that animals must be deprived 
of food for 22 h before all five training sessions and the 
first test sessions. This deprivation aims to stimulate the 
animals to consume the sweet pellets, and they are eas-
ily habituated to this food. For the last test session, the 
animals must have ad libitum access to food in the prior 
24 h; as a result, the consumption will not be as a food 
necessity but a search for a pleasurable activity.

The ability of this test to detect depressive-like behav-
ior is well established in the literature, and it is a power-
ful tool to validate animal models for testing the antide-
pressant effects of specific drugs. However, by including 
an extensive protocol and involving a period of stressful 
situations, such as food deprivation, which can interfere 
with some protocols, this test is not widely used.

2.4.4 Splash Test
The splash test protocol discussed in this section was 

described by Ducottet and Belzung (2004) and simul-
taneously evaluated depressive-like behavior based on 
two different motivations, anhedonia as sucrose con-
sumption and self-care. This simple test does not require 
a special apparatus and can be performed in the murine 
home cage. The splash test consists of spraying a 10% 
sucrose solution twice on the back of the animal. Because 
of the solution viscosity, the sucrose dirties the murine 
fur, inducing a body-licking behavior, called grooming. 
The sucrose solution acts as a releaser and palatability, 
permitting persistent grooming. The frequency and to-
tal time of grooming within 5 min after sucrose solu-
tion application are recorded. Several preclinical studies 
have demonstrated the sensitivity of the splash test for 
evaluating depressive-like behavior in different animal 

FIGURE 38.1 Forced swimming test. Representation of (A) immo-
bility, (B) swimming, and (C) climbing parameters.
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models of depression, as well as the effect of antide-
pressant treatment in these models. However, this test 
should be evaluated with other, well-described models, 
including the forced swimming or tail suspension test.

3 ANIMAL MODELS OF MANIA

As described previously, BD presents a complex, al-
ternating clinical course, with recurrent mood swings 
including manic and depressive episodes, making the 
development of an adequate animal model a challenge. 

At this time, there is no animal model mimicking both 
manic and depressive episodes in the same animal. How-
ever, the clinical hallmark in diagnosing BD is the pres-
ence of manic symptoms, thus an adequate animal model 
of BD should resemble some features of a manic episode, 
such as euphoria, irritability, aggressiveness, hyperactiv-
ity, insomnia, hypersexuality (an increase in mounting 
behavior), risk-taking behavior, and/or increased stereo-
typy (sniffing and grooming) (face validity). Some phar-
macological and environmental rodent models of bipolar 
mania are described later in the chapter.

3.1 Animal Model of Mania Induced by 
Amphetamine

A number of animal models of mania have used hy-
perlocomotion induced by psychostimulants. In fact, the 
most useful model to study BD is the animal model of 
mania induced by amphetamine (AMPH). Intraperito-
neal injection of AMPH in rats induces manic-like be-
haviors, including hyperactivity, risk-taking behavior, 
aggressive behavior, and hypersexuality (face validity). 
Therefore, the manic-like behavior induced by repeated 
AMPH administration (14 days) in rats is considered a 
good animal model of mania (Frey et al., 2006). In medi-
cal clinic, to be characterized as a manic episode, the sub-
ject must demonstrate at least 1 week or more of manic 
symptoms. In addition, repeated intermittent exposure 
to stimulants, such as AMPH progressively increases the 
drug’s effect—this phenomenon is called sensitization. 
Several studies have strongly indicated the presence of 
behavioral sensitization in patients with BD as an expla-
nation for the progressive behavioral dysfunction ob-
served in this mood disorder.

AMPHs are central nervous system stimulants and 
act by increasing dopamine (DA) efflux, inhibit the 

FIGURE 38.2 Tail suspension test. Representation of (A) immobility and (B) mobility parameters.

FIGURE 38.3 Sweet food consumption test. Representation of ap-
paratus with sweet cereal.
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uptake of DA and inhibit monoamine oxidase. These 
sympathomimetic substances are chemically related to 
betaphenylethylamines (the core structure for cateco-
lamines), such as dextroamphetamine (d-AMPH) and 
methamphetamine (m-AMPH). It is interesting that 
dopaminergic drugs, such as AMPH, are able to induce 
manic symptoms in both normal human volunteers and 
BD subjects (Strakowski and Sax, 1998). It was demon-
strated that emergence of manic symptoms is associ-
ated with higher urinary DA levels (Joyce et al., 1995). 
In addition, studies have demonstrated DA receptor 
changes in BD patients (Pantazopoulos et al., 2004; Vogel 
et al., 2004; Zhao et al., 2015). Therefore, the construct 
validity of the animal model of AMPH-induced mania is 
based on the fact that this drug alters the dopaminergic 
system, mimicking the pathophysiology of BD.

Mood stabilizing drugs, particularly lithium and val-
proate, are considered first line agents for both acute ma-
nia and maintenance treatment. Therefore, considering 
the construct validity of the model, lithium and valpro-
ate are able to reverse the manic-like behaviors induced 
by AMPH in rats, such as hyperactivity and risk-taking 
behavior. Several studies have suggested that the neu-
roprotective effects of lithium and valproate may be 
responsible for their therapeutic effects. Indeed, some 
studies have demonstrated that lithium and valpro-
ate are able to protect the brain of rats against AMPH-
induced oxidative stress and mitochondrial alterations 
(Valvassori et al., 2010), which are also observed in brain 
and blood of BD patients (Andreazza and Young, 2014; 
Gama et al., 2013). Several biochemical targets of lithium 
and valproate have been identified, such as the neuro-
trophin signaling pathway, glycogen synthase kinase-3 
(GSK-3), and protein kinase C (PKC). It is interesting 
that alterations in these molecules elicited by AMPH in 
rats can be reverted by lithium and tamoxifen (Cechinel- 
Recco et al., 2012). The animal model of mania induced 
by AMPH has been important in investigating new in-
tracellular systems that may be involved in BD, while 
also being a good tool for testing new drugs.

3.2 Animal Model of Mania Induced by Ouabain

The animal model of mania induced by intracere-
broventricular (ICV) administration of ouabain was 
described firstly by Li et al. (1997). However, in the last 
years, other groups have better characterized the model. 
The ICV injection of ouabain acutely induces hyperac-
tivity in rats (face validity), which is normalized by the 
treatment with lithium, carbamazepine, and haloperi-
dol (predictive validity). Interestingly, Ruktanonchai 
et al. (1998) observed a persistent hyperactivity response 
9 days following a single ICV injection of ouabain in rats. 
In fact, bipolar illness is a recurrent and chronic condi-
tion, thus a model of mania which mimics some of these 

aspects is a useful tool to investigate the underlying 
pathophysiological mechanism of BD.

Ouabain is a digitalis-like compound (DLC) that in-
hibits the sodium- and potassium-activated adenosine 
triphosphatase (Na + K + ATPase) activity. It is known 
that inhibition of the Na + K + -ATPase induces depo-
larization and subsequent neuronal excitation that leads 
to increased intracellular Ca2+ levels and neurotransmit-
ter release, which are related to increases in locomotor 
activity in rats and manic episodes in bipolar patients. It 
is interesting that DLC-like compound levels in the pari-
etal cortex from bipolar patients were significantly high-
er than in normal individuals and depressed patients 
(Goldstein et al., 2006). These endogenous DCL-like 
compounds in the brain regulate Na + K + -ATPase activ-
ity of the neuron. Additionally, the Na + K + -ATPase ac-
tivity is reduced in manic and depressed bipolar patients 
(Looney and El-Mallakh, 1997), pointing the constructs 
validity of this animal of mania induced by ouabain.

Studies with this animal model have shown that the 
manic-like hyperactivity induced by ouabain is accom-
panied by severe brain damage due to an increased for-
mation of lipid and protein oxidation products (Jornada 
et al., 2011) and a decrease of neurotrophins (Jornada 
et al., 2010) levels—also observed in BD patients. It was 
demonstrated that mood stabilizers, lithium and valpro-
ate, are able to reverse this brain damage. An increase 
in oxidative stress has been associated with decreases in 
the activity of the Na + K + -ATPase in bipolar patients. 
A recent study has demonstrated that BD patients have 
impaired Na + K + -ATPase activity and increased lipid 
peroxidation in serum. In addition, the authors demon-
strated that Li induced improvement in the enzyme ac-
tivity, which was associated with a significant reduction 
in lipid peroxidation (Banerjee et al., 2012). It is interest-
ing that a recent study from Valvassori group showed 
that BDNF ICV administration was unable to reverse 
the ouabain-induced hyperactivity and risk-taking be-
havior. Nevertheless, BDNF treatment increased BDNF 
levels, modulated the antioxidant enzymes, and protect-
ed the ouabain-induced oxidative damage in the brain 
of rats. These results suggest that BDNF alteration ob-
served in BD patients may be associated with oxidative 
damage, both seen in this disorder. Together, these stud-
ies suggest that the present model fulfills adequate face, 
construct, and predictive validity as an animal model of 
mania; therefore, an important tool to investigating new 
intracellular systems that may be involved in BD.

3.3 Animal Model of Mania Induced by Sleep 
Deprivation

The paradoxal sleep deprivation (PSD) protocol is per-
formed in a cage (38 × 31 × 17 cm). The mice are placed 
5 per cage, each cage containing 12 platforms (3.5 cm 
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diameter). In the same box is placed a volume of water 
1 in. deep, obligating the animals to stay on platforms. 
It is important that mice can freely move from one plat-
form to another (Armani et al., 2012; Tufik et al., 2009). 
Thus, when animals entered the paradoxical phase of 
sleep, due to muscle atonia, they were awoken by falling 
into the water. Food and water should be available ad 
libitum. The period of 36 h of PSD induces the manic-like 
behaviors in mice (Armani et al., 2012). The mice in the 
control group should be exposed to the same conditions, 
except there was no water in the bottom of the box.

PSD in mice has been considered a good animal mod-
el of mania because it induces some aspects of a manic 
episode, such as hyperactivity, hypersexuality, and ag-
gressive behavior (face validity). Indeed, PSD can induce 
mania in healthy subjects and exacerbates manic attacks 
or leads to a switch from depression to mania in bipo-
lar patients. Interestingly, PSD has been considered as a 
rapid-acting antidepressant strategy, improving severe 
depressive symptoms in major depressive patients. In 
addition, circadian rhythms and the genes that make up 
the molecular clock have long been implicated in BD.

Regarding predictive validity, rats treated with lithi-
um and haloperidol demonstrated a decreased latency 
to fall asleep relative to vehicle-treated animals, which 
is interpreted as a reduction in manic-like insomnia in-
duced by SD. In addition, the hyperactivity induced by 
SD is also reversed by lithium and haloperidol. Thus, 
differently of the pharmacological models of mania, SD 
induces a range of behavioral alteration beyond simple 
hyperactivity and this model is responsive to mood-sta-
bilizing drugs treatment, making it perhaps more effec-
tive in mimicking the human bipolar mania.

Some studies have suggested that manic states and 
sleep deprivation could contribute to the pathophysi-
ology of BD through protein kinase C (PKC) signaling 
abnormalities. Indeed, rodents submitted to the sleep 
deprivation showed an increase of phosphorylation 
of MARCKS, a marker for PKC activity in vivo, in the 
frontal cortex (Szabo et al., 2009). A clinical study dem-
onstrated an increase of PKC activity in platelets from 
bipolar patients during a manic episode, while lithium 
and valproate treatments attenuated the activity of this 

enzyme (Hahn et al., 2005). It is well described in the 
literature that lithium and valproate directly inhibited 
PKC, while promanic psychostimulants activate this en-
zyme, suggesting that PKC modulation plays a critical 
role in the treatment of mania. PKC plays an important 
role in regulating neuronal excitability, neurotransmitter 
release, gene expression, and plasticity, which are sys-
tems that modulate mood. Indeed, PKC overactivity has 
been associated with hyperactivity, risk-taking behavior, 
and excessive hedonic drive, all of which are symptoms 
of mania. Together, these studies indicate that animal 
model of mania induced by SD may have construct va-
lidity in the neurobiological alterations that may induce 
manic-like behaviors.

3.4 How Can Manic-Like Behaviors be 
Evaluated in Laboratory Animals?

3.4.1 Open-Field Test
The open-field test is used to provide a qualitative 

and quantitative measurement of exploratory and lo-
comotor activity in rodents. The apparatus consists of 
an arena surrounded by high walls, to prevent escape, 
and the floor of the open field is divided into squares. In 
the test session, the number of square crossings, rearing, 
and time spent moving are used to assess the activity 
of the rodent. Automatic open-field apparatuses, which 
have software-linked infrared beams or video cameras 
to make the process easier and more accurate, are cur-
rently available. Manic-like behaviors, such as hyperac-
tivity, risk-taking behavior, and/or increased stereotypy 
is easily measured in rats or mice using the open-field 
test (Fig. 38.4).

Hyperactivity is evaluated in the open-field appara-
tus through crossings and rearings behaviors. Crossings 
refer to the total number of square crossings during the 
test period, used to provide measurement of locomotor 
activity of the animals. Rearings are the total number 
of erect postures, adopted by the rodent with the inten-
tion of exploring, during the test period. Risk-taking 
behavior is evaluated through the measurement of total 
number of visits to the center of open-field. Increased ex-
ploration in the center of the open-field by the rodents is 

FIGURE 38.4 Open-field test. Representation of (A) crossing, (B) risk behavior, (C) rearing, (D) grooming, and (E) sniffing parameters.
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interpreted as a tendency for novelty-seeking and risk-
taking behavior. Increased novelty seeking/risk taking 
has been associated with predisposition to rewarding 
and addictive behaviors

Stereotypy refers to repetitive behaviors in animals, 
which occur mainly in animals with brain alterations. It 
can be evaluated by grooming and sniffing behaviors. 
Grooming refers to the measurement of the total time of 
grooming behavior during the test period and sniffing is 
the total time of sniffing behavior during the test period. 
The stereotypy is a behavioral pattern in which various 
motor activities are characterized by their repetitiveness 
and intensity, generally decreasing the locomotion. In 
other words, the overlap of the two behaviors may lead 
to false negative results. For example, low dose of AMPH 
induces increased number of crossings and rearing in 
rats, while higher doses of this drug induce stereotypy. 
Therefore, it would be important to assess hyperactivity 
and stereotypy in the animal models of mania.

3.4.2 Aggressive Behavior
In BD some symptoms, such as violent aggression, 

anger, and irritability contribute considerably to the 
diagnostic of this disorder. The aggressive behavior 
in rodents is evaluated by the resident-intruder test. In 
this paradigm, the rodents were placed individually in 
an observation cage for 30 min to habituation. The test 
is conducted by introducing a male intruder, weighing 
at least 10 g less than the resident, in this cage. During 
the test, the latency and duration of social interaction 
(nose–nose interactions) is measured, as well as the la-
tency to attack, the number of attacks, and the duration 
of crawl over behavior. Each intruder male should be 
used only once and then returned to its cage, and the 
resident should make part of the experimental groups.

3.4.3 Sexual Behavior
It is well described in the literature that the sexual be-

havior increased in adults with BD during hypomanic or 
manic episodes. In laboratory rodents it can be evaluated 
because these animals belong to the internally fertilizing 
species that require sexual behavior for reproduction. 
The evaluation protocol of sexual behavior in rodents is 
given as follows:

Before sexual behavior test, the rats acquired sexual 
experience through training. The training is important 
because sexually inexperienced male rats can display 
low performance. In the test period, a male rat is intro-
duced into the arena 5 min before a female rat. Sexual 
receptivity in the female rats is established by subcu-
taneous administration of estradiol benzoate and pro-
gesterone before testing sexual behavior. During test of 
sexual behavior, the following variables are recorded: 
time to first mount; intromission and ejaculation laten-
cies; total numbers of mounts (i.e., mounts with pelvic 

thrusting); intromissions (mounts with pelvic thrusting 
and penile insertion); and ejaculations.

In rodents, sexual behavior can be evaluated indirectly 
by penile erection and ejaculation. Penile erection can be 
counted when the rat stood on its hind limbs, bent its 
body forward, bent its head down to reach the genital 
area, held and licked its penis in full erection, and dis-
played hip movements. The erect penis is always visible. 
In this paradigm ejaculation is scored by the number of 
ejaculatory plugs. The frequency of penile erection and 
ejaculation (total number of genital reflexes divided by 
the number of rats) and latency (time elapsed between the 
injection to the first genital reflex) is assessed for 60 min.

4 CONCLUSIONS

This chapter has described multiple animal models 
of MD and BD, and how these models can help our 
understanding about the pathophysiology of these 
psychiatric disorders. It is a fact that no animal model 
developed to date can fully mimic the “corresponding” 
human psychiatric disorder. However, the available 
animal models of BD and MD are able to reproduce a 
large number of symptoms which resemble the human 
disorder. Despite all limitations, animal models are an 
important tool for investigation of the neurobiological 
mechanisms underlying psychiatric disorders, and for 
preclinical screening of mood-stabilizing and antide-
pressant drugs.

References
Andreazza, A.C., Young, L.T., 2014. The neurobiology of bipolar dis-

order: identifying targets for specific agents and synergies for 
combination treatment. Int. J. Neuropsychopharmacol. 17 (7), 
1039–1052. 

Armani, F., Andersen, M.L., Andreatini, R., Frussa-Filho, R., Tufik, S., 
Galduróz, J.C., 2012. Successful combined therapy with tamoxi-
fen and lithium in a paradoxical sleep deprivation-induced mania 
model. CNS Neurosci. Ther. 18 (2), 119–125. 

Banerjee, U., Dasgupta, A., Rout, J.K., Singh, O.P., 2012. Effects of lith-
ium therapy on Na + -K + -ATPase activity and lipid peroxidation 
in bipolar disorder. Prog. Neuropsychopharmacol. Biol. Psychiatry 
37 (1), 56–61. 

Beaulieu, J.M., Zhang, X., Rodriguiz, R.M., Sotnikova, T.D., Cools, M.J., 
Wetsel, W.C., Gainetdinov, R.R., Caron, M.G., 2008. Role of GSK3 
beta in behavioral abnormalities induced by serotonin deficiency. 
Proc. Natl. Acad. Sci. USA 105 (4), 1333–1338. 

Cechinel-Recco, K., Valvassori, S.S., Varela, R.B., Resende, W.R., Arent, 
C.O., Vitto, M.F., Luz, G., de Souza, C.T., Quevedo, J., 2012. Lithium 
and tamoxifen modulate cellular plasticity cascades in animal mod-
el of mania. J. Psychopharmacol. 26 (12), 1594–1604. 

Chan, J.P., Unger, T.J., Byrnes, J., Rios, M., 2006. Examination of behav-
ioral deficits triggered by targeting Bdnf in fetal or postnatal brains 
of mice. Neuroscience 142, 49–58. 

Ducottet, C., Belzung, C., 2004. Behaviour in the elevated plus-maze 
predicts coping after subchronic mild stress in mice. Physiol. Behav. 
81 (3), 417–426. 



N. PSYCHIATRIC AND NEUROLOGICAL DISEASE

 REFERENCES 1001

Ellenbroek, B.A., Cools, A.R., 1990. Animal models with construct va-
lidity for schizophrenia. Behav. Pharmacol. 1 (6), 469–490. 

Frey, B.N., Andreazza, A.C., Ceresér, K.M., Martins, M.R., Valvassori, 
S.S., Réus, G.Z., Quevedo, J., Kapczinski, F., 2006. Effects of mood 
stabilizers on hippocampus BDNF levels in an animal model of ma-
nia. Life Sci. 79 (3), 281–286. 

Gama, C.S., Kunz, M., Magalhães, P.V., Kapczinski, F., 2013. Staging 
and neuroprogression in bipolar disorder: a systematic review of 
the literature. Rev. Bras Psiquiatr. 35 (1), 70–74. 

Gamaro, G.D., Manoli, L.P., Torres, I.L., Silveira, R., Dalmaz, C., 2003. 
Effects of chronic variate stress on feeding behavior and on mono-
amine levels in different rat brain structures. Neurochem. Int. 42 
(2), 107–114. 

Goldstein, I., Levy, T., Galili, D., Ovadia, H., Yirmiya, R., Rosen, H., 
Lichtstein, D., 2006. Involvement of Na(+), K(+)-ATPase and en-
dogenous digitalis-like compounds in depressive disorders. Biol. 
Psychiatry 60 (5), 491–499. 

Hahn, C.G., Wang, H.Y., Koneru, R., Levinson, D.F., Friedman, E., 2005. 
Lithium and valproic acid treatments reduce PKC activation and 
receptor-G protein coupling in platelets of bipolar manic patients. J. 
Psychiatr. Res. 39 (4), 355–363. 

Jancsar, S., Leonard, B.E., 1981. The effect of antidepressants on condi-
tioned taste aversion learning in the olfactory bulbectomized rat. 
Neuropharmacology 20, 1314–1315. 

Jornada, L.K., Moretti, M., Valvassori, S.S., Ferreira, C.L., Padilha, P.T., 
Arent, C.O., Fries, G.R., Kapczinski, F., Quevedo, J., 2010. Effects of 
mood stabilizers on hippocampus and amygdala BDNF levels in 
an animal model of mania induced by ouabain. J. Psychiatr. Res. 
44 (8), 506–510. 

Jornada, L.K., Valvassori, S.S., Steckert, A.V., Moretti, M., Mina, F., 
Ferreira, C.L., Arent, C.O., Dal-Pizzol, F., Quevedo, J., 2011. Lithium 
and valproate modulate antioxidant enzymes and prevent oua-
bain-induced oxidative damage in an animal model of mania. J. 
Psychiatr. Res. 45 (2), 162–168. 

Joyce, P.R., Fergusson, D.M., Woollard, G., Abbott, R.M., Horwood, 
L.J., Upton, J., 1995. Urinary catecholamines and plasma hormones 
predict mood state in rapid cycling bipolar affective disorder. J. Af-
fect. Disord. 33 (4), 233–243. 

Katz, R.J., 1981. Animal models and human depressive disorders. Neu-
rosci. Behav. Rev. 5, 231–246. 

Kelly, J.P., Wrynn, A., Leonard, B.E., 1997. The olfactory bulbectomized 
rat as a model of depression: an update. Pharmacol. Ther. 74, 299–316. 

Levine, S., 1967. Maternal and environmental influences on the adre-
nocortical response to stress in weanling rats. Science 156, 258–260. 

Li, R., el-Mallakh, R.S., Harrison, L., Changaris, D.G., Levy, R.S., 1997. 
Lithium prevents ouabain-induced behavioral changes. Toward an 
animal model for manic depression. Mol. Chem. Neuropathol. 31 
(1), 65–72. 

Looney, S.W., El-Mallakh, R.S., 1997. Meta-analysis of erythrocyte Na, 
K-ATPase activity in bipolar illness. Depress. Anxiety 5, 53–65. 

Lucca, G., Comim, C.M., Valvassori, S.S., Réus, G.Z., Vuolo, F., Petro-
nilho, F., Dal-Pizzol, F., Gavioli, E.C., Quevedo, J., 2009. Effects of 
chronic mild stress on the oxidative parameters in the rat brain. 
Neurochem. Int. 54 (5–6), 358–362. 

Pantazopoulos, H., Stone, D., Walsh, J., Benes, F.M., 2004. Differences 
in the cellular distribution of D1 receptor mRNA in the hippocam-
pus of bipolars and schizophrenics. Synapse 54 (3), 147–155. 

Porsolt, R.D., Pichon, M., Jalfre, M., 1977. Depression: a new animal 
model sensitive to antidepressant treatments. Nature 266, 730. 

Ruktanonchai, D.J., El-Mallakh, R.S., Li, R., Levy, R.S., 1998. Persistent 
hyperactivity following a single intracerebroventricular dose of 
ouabain. Physiol. Behav. 63 (3), 403–406. 

Saarelainen, T., Hendolin, P., Lucas, G., Koponen, E., Sairanen, M., 
MacDonald, E., Agerman, K., Haapasalo, A., Nawa, H., Aloyz, 
R., Ernfors, P., Castren, E., 2003. Activation of the TrkB neuro-
trophin receptor is induced by antidepressant drugs and is re-
quired for antidepressantinduced behavioral effects. J. Neurosci. 
23, 349–357. 

Strakowski, S.M., Sax, K.W., 1998. Progressive behavioral response to 
repeated d-amphetamine challenge: further evidence for sensitiza-
tion in humans. Biol. Psychiatry 44 (11), 1171–1177. 

Steru, L., Chermat, R., Thierry, B., Simon, P., 1985. The tail suspension 
test: a new method for screening antidepressants in mice. Psycho-
pharmacology (Berl.) 85, 367–370. 

Szabo, S.T., Machado-Vieira, R., Yuan, P., Wang, Y., Wei, Y., Falke, C., 
Cirelli, C., Tononi, G., Manji, H.K., Du, J., 2009. Glutamate receptors 
as targets of protein kinase C in the pathophysiology and treatment 
of animal models of mania. Neuropharmacology 56 (1), 47–55. 

Tufik, S., Andersen, M.L., Bittencourt, L.R., Mello, M.T., 2009. Paradox-
ical sleep deprivation: neurochemical, hormonal and behavioral al-
terations. Evidence from 30 years of research. An Acad. Bras. Cienc. 
81 (3), 521–538. 

Valvassori, S.S., Rezin, G.T., Ferreira, C.L., Moretti, M., Gonçalves, C.L., 
Cardoso, M.R., Streck, E.L., Kapczinski, F., Quevedo, J., 2010. Ef-
fects of mood stabilizers on mitochondrial respiratory chain activ-
ity in brain of rats treated with d-amphetamine. J. Psychiatr. Res. 
44 (14), 903–909. 

Vogel, M., Pfeifer, S., Schaub, R.T., Grabe, H.J., Barnow, S., Freyberger, 
H.J., Cascorbi, I., 2004. Decreased levels of dopamine D3 receptor 
mRNA in schizophrenic and bipolar patients. Neuropsychobiology 
50 (4), 305–310. 

Willner, P., Towell, A., Sampson, D., Sophokleous, S., Muscat, R., 1987. 
Reduction of sucrose preference by chronic unpredictable mild 
stress, and its restoration by a tricyclic antidepressant. Psychophar-
macology (Berl.) 93 (3), 358–364. 

Zhao, L., Lin, Y., Lao, G., Wang, Y., Guan, L., Wei, J., Yang, Z., Ni, P., Li, 
X., Jiang, Z., Li, T., Hao, X., Lin, D., Cao, L., Ma, X., 2015. Association 
study of dopamine receptor genes polymorphism with cognitive 
functions in bipolar I disorder patients. J. Affect. Disord. 170, 85–90. 

Further Reading
Riegel, R.E., Valvassori, S.S., Elias, G., Réus, G.Z., Steckert, A.V., de 

Souza, B., Petronilho, F., Gavioli, E.C., Dal-Pizzol, F., Quevedo, 
J., 2009. Animal model of mania induced by ouabain: evidence 
of oxidative stress in submitochondrial particles of the rat brain. 
Neurochem. Int. 55 (7), 491–495. 



Page left intentionally blankPage left intentionally blank



C H A P T E R

1003

Animal Models for the Study of Human Disease.  
Copyright © 2017 Elsevier Inc. All rights reserved.

39
Pigs as Model Species to Investigate 
Effects of Early Life Events on Later 

Behavioral and Neurological Functions
Rebecca E. Nordquist, Ellen Meijer,  

Franz J. van der Staay, Saskia S. Arndt
Utrecht University, Utrecht, The Netherlands

1 INTRODUCTION

Animal models are used to study causes of disease, 
search for and test potential treatments, and to study 
fundamental processes. They are often used to study 

human disease, but animal models can also be used in 
veterinary or animal sciences, in which an animal can 
serve as a model for another species, or indeed for its 
own species. The use of large animal models is discussed 
in depth in Chapter 3 of this volume.
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The importance of early (or even prenatal) life on later 
functioning in an organism has long been recognized. In 
humans, early life experience is often seen as influenc-
ing predisposition to develop a vast array of physical 
and mental diseases (Roseboom et al., 2006), including 
diabetes (Beyerlein et al., 2016), cardiovascular diseases 
(Barker and Martyn, 1992; Elford et al., 1992), schizo-
phrenia (Matheson et al., 2013), and cognitive deficits 
(Rooij et al., 2010). Clearly, human studies are based on 
correlations, not on studies in which early life is manipu-
lated experimentally (which would be unethical). This 
is an area of research where animal models can play an 
important role in aiding understanding of underlying 
mechanisms of effects of conditions during early life, 
and potential treatment of diseases and disorders result-
ing from maladaptive early life experiences.

It is increasingly recognized that pigs bear strong re-
semblance to humans perinatally and during early life, 
with respect to brain development, physiology, diet, and 
gastrointestinal function (Gieling et al., 2011a,b,c). This is 
in strong contrast to rodents, which constitute the most 
common animal model species at present, but which are 
vastly different from young humans in terms of develop-
ment around birth (Gieling et al., 2011c). This implies that 
young pigs could be useful as models for young humans, 
and indeed, there are piglet animal models in use for neo-
natal processes including traumatic injury, neonatal nutri-
tion, and effects of low birth weight (Gieling et al., 2011c).

In farming, management practices in early life can affect 
the ability of an animal to adapt to its circumstances later in 
life, and thus its welfare state (Ohl and van der Staay, 2012). 
Pigs are kept on farms, in some cases for years, as is the case 
for breeding sows and boars. Fattening pigs are kept until 
slaughter weight, usually at around 8–12 months of age. This 
is well past puberty, and in that sense these animals are young 
adults. Examining effects of management practices during 
early life on pig development, can give us information about 
the welfare of these animals and potential compromises to 
their welfare. In this case, the experimental pig can serve as a 
model for its own species on farms.

A number of tests have been developed to study the 
behavior and neurological state of pigs. In this chapter, 
these tests will be discussed, particularly with respect to 
their suitability for testing young animals. The potential 
implications of testing for pig welfare, and particularly 
the practical aspects herein, are reflected upon in the fi-
nal section of this chapter.

2 OPERANT TASKS FOR TESTING 
COGNITIVE FUNCTIONING

In operant tasks, a subject is required to provide a re-
sponse to elicit a specific outcome. Operant tasks can be 
very simple, as widely used in feeding stations in group 

housed pigs; in this type of housing, pigs learn to stand 
in front of a feeder, which reads a chip in its ear and then 
provides the pig’s daily ration of food. Complex tasks 
are also possible, which can measure various forms of 
memory, behavioral flexibility, or internal state of an ani-
mal. Several operant tasks which have been developed 
and used in pigs are described further in the chapter.

2.1 The Holeboard Task

Spatial learning and memory tasks can be highly use-
ful and suitable for testing pigs at both young and older 
ages. In these types of tasks, animals must learn to search 
for rewards within either an alley, with fixed starting po-
sitions and a single correct route to find all rewards, or 
within a “free choice” maze (Crannell, 1942; Lachman 
and Brown, 1957; van der Staay and Bouger, 2005). In 
the latter, animals are allowed to explore arenas in which 
rewards can be found in various places. Animals are free 
to determine in which order they search for rewards, 
and whether to return to a previously visited location 
or not. The most efficient strategy is to only visit loca-
tions containing rewards, and to visit the rewarded loca-
tions only once. The fact that pigs are mobile essentially 
from birth facilitates the use of spatial learning tasks in 
piglets, though it is important that the animals have the 
maturity to be able to learn the task at the age tested. For 
the full Pig Holeboard, this appears (in our hands) to be 
from about 6 weeks of age (Antonides et al., 2015b and 
informal observations).

In spatial memory tasks, an animal must remember 
where it has already been in order to avoid unrewarded 
revisits. This list of locations already visited is tempo-
rarily held in working memory (Olton and Samuelson, 
1976). The information held in working memory is rele-
vant only within a specific trial, as it reflects where an an-
imal has been and already either consumed the rewards, 
or realized that a location is not baited. Reference memo-
ry (Olton and Samuelson, 1976) holds trial-independent 
information about, for example, the locations where the 
food reward can be found. One advantage of free choice 
mazes is that working memory and reference memory 
can be assessed simultaneously within the same test.

In the pig holeboard test, modeled after the rodent 
holeboard task, a fixed number of locations within a 
larger field is baited, for instance 4 locations of a possible 
16 (so 1 in 4). For rodents, this test apparatus usually 
consists of literally a board with holes, some of which 
contain bait, and some of which do not. For pigs, vari-
ous constructions suited to the pigs’ size and strength 
have been used, including buckets affixed to the floor 
(Arts et al., 2009; Bolhuis et al., 2013; Clouard et al., 2016; 
Haagensen et al., 2013). In our lab, we use a setup in 
which plastic dog dishes are affixed to a slatted floor, 
covered by plastic balls. These plastic balls can be nosed 
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aside to uncover the dishes, which may contain rewards. 
In our setup, scoring is automated using magnets and 
sensors installed in the balls and food dishes (Figs. 39.1 
and 39.2), which are connected to a computer via an in-
terface. We had specialized software compiled to regis-
ter time stamps of visits to each bowl, and to calculate 
various measures, including, among others, working 
memory, reference memory, latency time to first visits, 
and order of visits.

The pig holeboard has been shown to produce highly 
reproducible results when comparing between studies. 
Independent experiments have used the pig holeboard 
to compare holeboard performance of low birth weight 
and normal birth weight animals (Antonides et al., 2015a; 
Gieling et al., 2012b), animals from large or small litters 
(Fijn et al., 2016), effects of pharmacological intervention 
with the M1R blocker biperidin (Gieling et al., 2013), ef-
fects of enriched housing (Bolhuis et al., 2013; Grimberg-
Henrici et al., 2016), effects of overnight social isolation 
(van der Staay et al., 2016), and effects of iron deficiency 
during early life (Antonides et al., 2015b) show highly 
similar performance between control groups, indicat-
ing replicability of the test between studies. The test also 
shows sensitivity for deficits in performance (Antonides 
et al., 2015b; Gieling et al., 2013), as well as enhanced 
performance (Antonides et al., 2015a; Grimberg-Henrici 
et al., 2016), although the latter will reach ceiling-level 

FIGURE 39.1 Holeboard apparatus to assess spatial discrimination learning in pigs (A), and an apparatus for assessing judgment bias and 
decision-making behavior in pigs (B). (A) In the holeboard task, rewards are hidden underneath hard plastic balls that the animal can raise using 
its snout. (B) In the gambling task and decision-making apparatus for pigs, the experimental animal enters the testing arena via an antechamber. 
Each goal-box contains a large hard-plastic ball which can be raised as operant response. Reward (usually M&M’s) can be found in a central food 
trough. The accessibility of the bait in the trough is controlled by the experimenter operating a lid that covers the food trough. Source: Modified 
from Antonides et al. (2015a), according to Open Access terms and used with permission from Murphy, E., Kraak, L., van den Broek, J, Nordquist, R.E., van 
der Staay, F.J., 2015. Decision-making under risk and ambiguity in low-birth-weight pigs. Anim. Cogn. 18(2), 561–572.

FIGURE 39.2 Details of the “holes” used in both the pig hole-
board setup and the active choice setup used in judgement bias and 
decision making. Plastic balls are fitted with magnets and hung from a 
stainless steel wire in between four stainless steel rods. The balls lay in 
plastic dishes which contain sensors that can detect movement of the 
magnet. When the animal displaces the ball, either to gain access to a 
reward or as an operant response, the sensor detects movement of the 
magnet, and sends a pulse through the interface to a computer running 
registration software. Source: Modified from Antonides et al. (2015a), ac-
cording to Open Access terms.
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performance relatively quickly as normal animals reach 
near-perfect performance, particularly on working 
memory.

Behavioral tests can give valuable information, pro-
vided that the tests used are valid and reliable. Validity 
can be defined as the degree to which a test measures 
what it is supposed to measure. Reliability on the other 
hand is defined as the repeatability of scores, obtained 
from unchanged patients (humans or animals), under 
diverse scoring conditions (Mokkink et al., 2009). Four 
different types of reliability are defined: tests-retest, in-
ternal consistency, interrater and intrarater reliability. In 
simpler terms, a test that is valid, gives “right” results 
while one that is reliable, gives “good” results (Martin 
and Bateson, 2007). Behavioral tests for pigs are not fre-
quently tested for reliability, which is a major hindrance 
to the development of the pig as a model species for cog-
nition testing.

We have tested intrarater and interrater reliability 
in the pig holeboard test, calculating intrarater reliabil-
ity by comparing data obtained from live video scoring 
against data obtained from scoring the video record-
ings of the same trials. We also tested interrater reliabil-
ity by comparing the results of working and reference 
memory of the computer program used to register hole 
visits, the results of working and reference memory as 
visually scored by the observer. Results from this study 
showed high interrater reliability when comparing man-
ual scoring to scoring by the specialized software, which 
points to high reliability of the test setup. The study also 
showed, however, that for manual observation, experi-
ence may play an important role in interrater reliability; 
interrater reliability was low, possibly due to a learn-
ing curve in the observer (Meléndez Suárez, 2014). See 
Box 39.1 for a detailed description of the methods and 
results of this reliability study.

BOX 39.1

M E T H O D S  A N D  R E S U LT S  O F  A  VA L I D AT I O N  S T U D Y  
O F  T H E  P I G  H O L E B O A R D  TA S K

Originally reported in Meléndez Suárez (2014).
Procedure: Twenty average weight piglets [(Terra × Finn-

ish landrace) × Duroc], 10 males, and 10 females, from the 
farm at Utrecht University were selected at 3 weeks of age 
from 10 different litters. Males and females were housed 
separately in enriched pens with straw and a ball. The 
holeboard training started when the piglets were 41 days 
old. The animals were habituated to the experimenters for 
a period of 2 weeks, during which they were fed M&M’s to 
get them used to the bait. Each pig was assigned randomly 
to one of the four configurations, with different locations 
of the baited bowls. Males and females were divided into 
two subgroups, with a total of four groups consisting of 
five pigs each. The four groups were tested randomly us-
ing the ABBA and BAAB testing orders on alternate days, 
where letter A represented the female group and letter B 
the males. The pigs within the subgroups were tested in 
a random order as they presented themselves to the door. 
Each pig was tested twice during a day, one trial right after 
the other (massed trials).

Intrarater Reliability: On day 18 of training, a veterinar-
ian, with no previous experience at scoring animal behav-
ior, live scored the visits to the bowls for 20 pigs, two tri-
als each. Live scoring was done using a monitor that was 
connected to a camera located above the Holeboard. Trials 
were recorded for a second evaluation. The visits to the 
bowls were scored using a computer with JWatcher Ver-
sion 1.0 installed. One week after the live scoring, the same 

observer scored the video recording, in order to compare 
both files and obtain the intrarater reliability. JWatcher 
Version 1.0 was used to calculate the percent of agreement 
and the kappa coefficient.

Interrater Reliability: Based on the results obtained from 
the intrarater reliability the working and reference memo-
ry of the 40 trials were calculated using the formulas:

Number of rewarded visits

Number of visits and revisits to the rewarded set of holes

Number of visits and revisits to the rewarded set of holes

Number of visits and revisits to all holes

WM :

RM :

The results obtained for working and reference mem-
ory from the computer were compared to those obtained 
by the observer.

Statistical Analysis: For the intrarater reliability kappa 
statistics were used to obtain the percentage of agreement 
and the kappa coefficient.

For the interrater reliability a Wilcoxon t-test and a 
Pearson correlation test were used to see the association 
between the results from the computer program against 
the observer, for reference and working memory of the two 
scoring procedures (automatic vs. observer). All statisti-
cal analyses were carried out using a SPSS for Windows 
(version 16.0) computer program (SPSS Inc., IL, USA).

WM:Number of rewarded vis-
itsNumber of visits and re-

visits to the rewarded -
set of holes RM:Number of vis-

its and revisits to the rewarded set of-
 holesNumber of visits and revis-

its to all holes
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2.2 Judgement Bias

Judgement bias tests (JBTs) measure behavioral re-
sponses to ambiguous stimuli after animals have been 
trained to discriminate between a stimulus (or set of 
stimuli) predicting a positive consequence (S+; reward) 
and another stimulus (or set of stimuli) predicting a 
negative consequence (S−; punishment or lower-value 
reward). The “quality” of the ambiguous stimulus lies 
somewhere between S+ and S− (Fig. 39.3). Go/Go and 
Go/No-go tasks form the two different classes of JBTs in 
which Go/No-go entails the suppression of the response 
at S−, whereas Go/Go entails that the animal responds 
to both stimuli types with an active response (Murphy 
et al., 2013a). JBTs provide a cognitive measure of opti-
mism and/or pessimism since a negative emotional state 
is expected to cause a negative (pessimistic) judgement 
of an ambiguous stimulus, whereas a positive emotional 
state is expected to cause a positive (optimistic) judge-
ment of the same ambiguous stimulus (Boleij et al., 2012; 
Roelofs et al., 2016).

The pig is one of the species in which JBTs be-
came a frequently used tool to assess emotional states 
(Brajon et al., 2015; Roelofs et al., in press; Roelofs 
et al., 2016). Fig. 39.4 shows the JBT used, for example, 
by Murphy et al. (2013b) for pigs. Since it is known 
that early life experiences (e.g., stress) can have conse-
quences for later emotional functioning (Pechtel and 

Pizzagalli, 2011), JBTs might be a useful tool to inves-
tigate, especially, the effects of early life experiences. 
Murphy et al. (2015) succeeded in showing that effects 
of low birth weight in piglets can be detected in a JBT. 
Table 39.3 summarizes points to consider when testing 
pigs in a JBT.

2.3 The Pig Gambling Task—A Variant 
of the Iowa Gambling Task

Strategies in animal decision-making may relate to 
differences in early life experiences as suggested by 
Potenza (2009) for environmental factors in general, by 
Andrews et al. (2015) for rodents and birds, or by Murphy 
et al. (2015) for birth weight in pigs. Negative (early life) 
experiences can induce negative mood states later in 
life (Mendl et al., 2010), which can consequently affect 
decision-making when outcomes are uncertain (Mendl 
et al., 2009). Studying decision-making strategies might 
thus allow drawing conclusions on emotional states. 
Decisions have to be made when conditions are uncer-
tain (Kacelnik and Bateson, 1997) and might involve 
a risk (with a known probability of each outcome) or 
ambiguity (with an unknown outcome) (Bechara, 2005; 
Krain et al., 2006).

A common test to study decision making is the Iowa 
Gambling Task (IGT; Bechara et al., 1994). Animals have 

Results: The kappa coefficient values obtained from 
the 40 trials are shown in Table 39.1. The highest kappa 
coefficient score has a value of 1 and represents that 
the two scoring procedures that are compared have the 
same sequence of key codes. In this table, we can see 
that there are several scores with a value of 1, but there 

are also many low values. The average kappa coeffi-
cient for the 40 trials is 0.8.

Table 39.2 contains Pearson correlations from the two 
data sets and the P-values of the correlations. The data 
sets are highly correlated.

TABLE 39.1 Intrarater Reliability Results (Kappa Coefficient)

Pig A B C D E F G H I J K L M N O P Q R S T
RT1 0.73 0.84 1 1 0.49 1 1 1 1 0.25 1 0.32 1 1 1 0.47 1 0.64 0.75 0.75
RT2 0.08 1 1 1 0.26 0.68 1 1 1 1 1 1 1 1 1 1 1 1 1 0.18

The animals were identified with letters from A to T. The reliability of trail 1 and trail 2 were calculated (RT).

TABLE 39.2 Pearson’s Correlation for Working Memory (WM) and Reference Memory (RM) of Trial 1 and 2

Pearson correlation Pearson correlation (P-value)

WM T1 0.995a
<0.0001b

T2 0.928a
<0.0001b

RM T1 0.964a
<0.0001b

T2 0.971a
<0.0001b

a Correlation is significant at the 0.01 level.
b P-value is significant <0.05.
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to choose between two options: a “safe” or “risky” one. 
Risk is manipulated by varying the amount of reward, 
the probability of reward occurrence, or time delay un-
til rewards are delivered (Murphy et al., 2015). Risk-
prone individuals have been found to prefer risky op-
tions, while risk-averse individuals prefer safe options 
(Mazur, 1988). Anxiety led to increased risk-prone behav-
ior in humans, as well as in rodents (Miu et al., 2008; de 

Visser et al., 2011). Positive mood on the other hand, led 
to earlier choices for safe options (de Vries et al., 2008).

Murphy et al. (2015) developed the Pig Gambling 
Task (PGT; see Figs. 39.1 and 39.5), inspired by the IGT. 
This two-choice probabilistic decision-making task al-
lows studying decision-making under risk, in which 
the safe, or advantageous option yields greater overall 
gain. In the setup used by Murphy and coworkers an 

FIGURE 39.3 Schematic representation of judgment bias training and testing using visual, olfactory, spatial, or auditory cues, or a combi-
nation of cues from different stimulus dimensions. The experimental manipulation that is believed to affect emotion precedes the training phase 
(A; Scenario 1) or the testing phase (B; Scenario 2). Refreshment of the discrimination acquired during the training phase may be necessary, if the 
experimental manipulation preceding phase (B) lasts for a longer time period. An example of scenario 1 is studying the effects of growing up in 
different housing systems, whereas scenario 2 may be applied in a study assessing the effects of shorter lasting experimental manipulations, such 
as confinement, on emotion. Phase (B) may be repeated multiple times (Douglas et al., 2012) to test the effects of different experimental manipula-
tions in the same animal. Specific challenges and limitations may be connected to the different phases. See Fig. 39.3 for an example of the specific 
contingencies connected with responding to S+, S−, and ambiguous cues. Source: Reprinted from Roelofs, S., Boleij, H., Nordquist, R.E., van der Staay, 
F.J., 2016. Making decisions under ambiguity: judgment bias tasks for assessing emotional state in animals. Front. Behav. Neurosci. 10, 119, according to Open 
Access terms.
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advantageous option was characterized by small but fre-
quent rewards, whereas a disadvantageous option was 
characterized by large but infrequent rewards. The ad-
vantageous option thus led to greater overall gain in the 
long run (see also Fig. 39.5). Table 39.4 summarizes some 
of the considerations when testing pigs in the PGT

2.4 Discrimination Learning

Discrimination learning can be used as a part of train-
ing for more difficult tasks, including the judgement bias 
tasks and Iowa gambling task described earlier in the 
chapter. It can, however, also be used as a task in and of 
itself, to determine the ability of animals to discriminate 
between two stimuli and the capacity of animals to learn 
and perform tasks based on discrimination in different 
modalities.

TABLE 39.3  Points to Take Into Consideration When Testing 
Pigs in a Judgement Bias Task (JBT)

Effects of training/testing on 
emotional state Procedural pitfalls

•	 Training	within	JBTs	might	be	
seen as cognitive enrichment, 
improving the welfare of the 
study subjects and affecting its 
emotional state (Carlstead and 
Sheperdson, 2000; Guldimann 
et al., 2015; Pomerantz and 
Terkel, 2009; Puppe et al., 2007; 
Zebunke et al., 2011).

•	 Pigs	need	extensive habituation 
before training and testing 
of individual animals 
can take place (Murphy 
et al., 2013b, 2015).

•	 Initially	ambiguous	stimuli	
might lose their ambiguity 
within repeated testing 
(Roelofs et al., 2016).

•	 Animals	might	fail in reaching 
a required criterion during 
training (Brajon et al., 2015).

FIGURE 39.5 When tested for decision-making strategies, for 
example, in the PGT, pigs can decide on an advantageous or disad-
vantageous side. Rewards used here were chocolate M&M’s (Mars 
Nederland b.v., Veghel, The Netherlands). To illustrate, 8 rewarded tri-
als per series of 10 trials (each yielding 2 M&M's as reward) (advanta-
geous choice) are presented against 3 rewarded trials per series of 10 
trials (each yielding 4 M&M's as reward) (disadvantageous choice). The 
number of rewards used might be varied. Advantageous choices yield, 
in the long run the largest number of rewards (here 16). Source: Reprinted 
from van der Staay, F.J., Schoonderwoerd, A.J., Stadhouders, B., Nordquist, 
R.E., 2015. Overnight social isolation in pigs decreases salivary cortisol but 
does not impair spatial learning and memory or performance in a decision-
making task. Front. Vet. Sci. 2, 81, according to Open Access terms.

TABLE 39.4  Points to Take Into Consideration When Testing 
Pigs in a Pig Gambling Task (PGT)

Effects or training/ 
testing on emotional state Procedural pitfalls

•	 Training	within	JBTs	
might be seen as 
cognitive enrichment, 
improving the welfare of 
the study subjects and 
affecting its emotional 
state (Carlstead and 
Sheperdson, 2000; 
Guldimann et al., 2015; 
Pomerantz and 
Terkel, 2009; Puppe 
et al., 2007; Zebunke 
et al., 2011)

•	 Pigs	need	extensive	habituation	before	
training and testing of individual 
animals can take place (Murphy 
et al., 2013b, 2015).

•	 Means	by	which	risks	are	manipulated	
can influence preferences (Kacelnik and 
Bateson, 1997).

•	 It	is	unknown	whether	pigs	can	assess	
maximum number of rewards or 
minimum number of punishment. They 
might decide on the option that provides 
reward in the majority of trials (van der 
Staay et al., 2016) .

•	 It	is	unknown	how	many	trials	are	needed	 
to train pigs to consistently make advanta-
geous choices (van der Staay et al., 2016).

FIGURE 39.4 Example of the exact contingencies connected with responding to the different cues presented during the testing phase 
(Fig. 39.1B) in a judgment bias tasks (JBT; programmed consequences of choices as used in Murphy et al. (2013b). Source: Reprinted from Roelofs, 
S., Boleij, H., Nordquist, R.E., van der Staay, F.J., 2016. Making decisions under ambiguity: judgment bias tasks for assessing emotional state in animals. Front. 
Behav. Neurosci. 10, 119, according to Open Access terms.
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Visual discrimination is frequently used in discrimi-
nation learning in various species. This can entail the use 
of lights, including discrimination between light color, 
intensity, or frequency of flashing lights. Visual stimuli 
can also include the use of pictures or patterns. Pigs have 
visual acuity which is inferior to humans, sheep, and 
cattle (Entsu et al., 1992; Tanaka et al., 1995; Zonderland 
et al., 2008) but which should, in theory, be quite suf-
ficient for learning visual discriminations. In practice, 
however, discrimination based on visual stimuli in pigs 
has proven quite difficult, requiring lengthy training to 
show operant responses to distinct 2D shapes (Gieling 
et al., 2012a; Graf, 1976; Haagensen et al., 2013). Discrim-
ination of conspecifics based on photographs, which 
has been demonstrated in domestic sheep (Ferreira 
et al., 2004) and cows (Coulon et al., 2009) did not seem 
to be possible in pigs (Gieling et al., 2012a).

Discrimination tasks based on auditory stimuli have 
been more successful, with pigs showing distinct oper-
ant responses to auditory stimuli of different frequencies 
(Murphy et al., 2013a). Other modalities, such as odor 
cues or tactile cues, have yet to be tested in pigs. Given 
their strong olfactory and tactile abilities (the snout is 
particularly sensitive), this may be an interesting avenue 
to explore to improve discrimination learning.

2.5 Practical Aspects of Training  
in Operant Tasks

Operant tasks, such as the pig holeboard, judgement 
bias, or gambling task, are work-intensive in terms of 
extensive time needed to habituate the animals to being 
alone in the setup, and because the animals need to be 
moved from the home pen to a test setup each time test-
ing occurs. The latter can be partly offset by providing 
a waiting area where animals can stay for up to several 
hours between trials (thus with at the very least access to 
water). Training, while relatively fast in terms of learn-
ing tasks, still takes several weeks of daily training. On 
the other hand, the pig holeboard provides a number of 
measures of spatial memory and motivation within a 
single test, which can save time relative to conducting 
multiple sequential behavioral tests.

Training of very young animals in an operant condi-
tioning task needs to be carried out keeping their cog-
nitive, emotional, and physical abilities in mind. One 
manuscript reporting an attempt to train very young 
piglets (starting at 17 days of age) in a visual discrimi-
nation task reports that attempts at visual discrimina-
tion were suspended, as the first response of inserting 
the snout into a hole to be rewarded with milk was al-
ready quite difficult for unimpaired piglets (Andersen 
et al., 2016). In our hands, we found that piglets before 
the age of 4–6 weeks had difficulty habituating to being 
alone in the holeboard setup, and had difficulty learning 

the operant response of lifting a ball to gain a reward. 
This may reflect too high demands of the emotional and 
cognitive maturity of the animal before these ages to suc-
cessfully perform an operant response.

For any task in pigs that involves intensive training, 
there will be a number of practical considerations having 
to do with the size of the animals. One of these is habitu-
ation of the animals to allow movement of the animals 
from a home pen to a test setup, and testing with as little 
interference from stress as possible. Even juvenile pigs 
are quite strong, and within a few weeks after birth it is 
very difficult to fixate or restrain piglets. If the animals 
can be fixated, this certainly will lead to stress in the pig-
lets, with all of the welfare implications and potential for 
confounding the experimental result that this entails. To 
avoid this, extensive habituation to human contact, han-
dling, and the test setup are highly desired before em-
barking on cognitive training. For holeboard testing, this 
entails daily habituation for 2–4 weeks (Fijn et al., 2016; 
Gieling et al., 2014a). The time involved in habituation 
of animals will, of necessity, increase the age at which 
animals can be tested. This may be a hindrance to the use 
of the holeboard test for testing very young animals. For 
testing of very young (preweaning) animals, one might 
consider the use of test setups that can be used either 
in the presence of or very near the sow and/or siblings. 
The 8-arm radial maze and the T-maze have been suc-
cessfully used in very young animals (Dilger and John-
son, 2010; Elmore et al., 2012; Naim et al., 2010). If space 
allows these apparatus could be placed in the same room 
as the sow and littermates, allowing auditory and olfac-
tory contact, which may reduce habituation time needed.

For any operant task, the type of reinforcer used will 
need consideration. Given that the animals need to be re-
peatedly trained and that the size of the animals requires 
that they voluntarily enter a test setup, it is advisable to 
work with a reward rather than an aversive stimulus. 
We have successfully used M&M’s chocolate candies, 
which are easy to dose and highly palatable to pigs. For 
very young animals, M&M’s have proven to be diffi-
cult to chew. In that case, we used small marshmallows. 
Other groups have used chocolate-covered raisins (Arts 
et al., 2009; Bolhuis et al., 2013), fruit, and for prewean-
ing animals, milk replacers (Dilger and Johnson, 2010; 
Elmore et al., 2012) or applesauce (Bertholle et al., 2016; 
Meijer et al., 2014a).

Automation is also an important consideration in 
measuring any animal behavior. There are a few obvi-
ous advantages to at least some level of automation. 
First, automatic detection of responses can lead to 
much more detailed and fine-grained data, particularly 
regarding time (latency times, total time on task, etc.). 
This can be nearly impossible to score by hand for fast 
or repeated behaviors, or when more than one behavior 
is being scored, but can be relatively easily built into 
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software. Second, automation can vastly reduce the 
effects of the experimenter, allowing multiple experi-
menters to work on a single test and produce similar 
results. As the experimenter will always have contact 
with the animals, even if just to move them from the 
home pen to the experimental setup, there will always 
be some effects of the experimenter. Different experi-
menters will be more or less gentle or patient with the 
animals, and some combinations of personalities of ani-
mals and experimenters may provide for either posi-
tive or negative interactions, that may differ for a single 
experimenter with individual animals. Moreover, auto-
matic registration of behavior will reduce the observer 
bias (Bello et al., 2014).

There are some challenges to automation. For pigs spe-
cifically, experimental setups need to be built extremely 
robustly. Automation involves sensors and wires, which 
certainly can be built to withstand pigs, but this is (1) 
specialized work that is frequently not included in stan-
dard setups built for automation of behavioral measures, 
(2) can become quite costly, and (3) needs to be extremely 
well thought through if flexibility in the setup is required, 
that is, for disassembling and reassembling a setup if a 
space is to be used for multiple purposes. Stable build-
ers who are experienced in building pig dwellings can be 
instrumental in building robust, automated setups.

An important aspect for implementing automation, 
is that one must know exactly what one wishes to mea-
sure in order to operationalize the measures in sensors 
and software. This can be an issue in pigs, where there 
is much less data on behavioral responses in tasks or to 
stimuli than, for instance, the vast amount of data avail-
able for rodents. It is highly advisable when introduc-
ing a new task, to first observe the animals closely in 
the task to determine which behaviors and which pa-
rameters should be scored. Once the automated setup 
has been built, the data should be validated (usually by 
comparing with hand-scored data, see Box 39.1 on vali-
dation of the pig holeboard). Raw data should be care-
fully examined after each experiment, to ensure that no 
malfunctions are taking place (i.e., dirty or old sensors, 
loose wires, software bugs, and so on) that can influence 
results. Some behaviors or parameters will not be easy or 
possible to detect automatically,as discussed further in 
the section gait scoring, for example, determining which 
foot produced a certain footfall. Advances in automation 
techniques, particularly in sensor development, make 
automation of more and more parameters possible.

3 NONOPERANT BEHAVIORAL TESTS

Behavior can also be tested in tasks which do not re-
quire extensive training, as operant tasks generally do. 
This may provide an advantage when one wishes to test 

very young animals; clearly one cannot test a 2-week-old 
piglet in a task that requires 4 weeks of training. Operant 
tasks can often give detailed information on cognitive 
functioning, but for specific questions on cognition or 
neurological function, nonoperant behavioral tests may 
provide more useful data. A number of tasks have been 
developed and used in pigs.

3.1 Measuring Motivation

Motivation is the process within the brain controlling 
which behaviors and physiological changes occur and 
when (Fraser et al., 1990). It is a reflection of the inner 
state of an animal. The inputs for this process may arise 
both from internal and external sources. For example, the 
decision to start foraging for food may be based on both 
internal cues, such as blood glucose level or gut disten-
sion and external cues, such as the presence of predators. 
Changes in motivational state can give rise to changes in 
appetitive behavior (i.e., searching for stimuli) or con-
summatory behavior.

Measuring the motivation of an animal to perform a 
certain behavior may provide information on the rela-
tive importance of that behavior for the animal. Captive 
animals, such as farm animals, may be restricted from 
performing some behavior. For example, nest-building 
in prepartum sows is impossible in many of the barren 
farrowing pens that are used in modern pig farming. 
Knowledge on the strength of motivation to perform be-
havior may help to understand the welfare implications 
of husbandry systems that restrict that behavior.

The motivation of pigs can be assessed in several 
ways. Perhaps the simplest method is to assess how 
often or how long an animal performs a behavior. For 
example, pigs that are food-restricted spend more time 
performing foraging behavior than nonrestricted ani-
mals (Day et al., 1995). Runways or obstacle courses 
have been used to assess the effect of feed composi-
tion on feeding motivation (Souza da Silva et al., 2012) 
and the difference between low-birthweight and nor-
mal-birthweight pigs on feeding motivation (van Eck 
et al., 2016). In the latter experiment, novel objects were 
added as obstacles to the runway in order to increase 
the difficulty of the task.

In operant conditioning, the animal is taught to per-
form a certain task in order to obtain access to a resource 
that allows them to perform a particular behavior. The 
“cost” of the resource can be manipulated by increasing 
the difficulty of the task (e.g., by increasing the amount 
of weight an animal needs to displace) or by increasing 
the number of times an animal needs to perform the task 
in order to get rewarded (e.g., increasing the number of 
times a lever needs to be pressed). Operant condition-
ing tasks have been used in pigs to assess motivation 
for, for example, food (Lawrence and Illius, 1989; Souza 
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da Silva et al., 2012; van Eck et al., 2016), illumination 
(Baldwin and Start, 1985), straw (Pedersen et al., 2002), 
and heat (Baldwin and Ingram, 1967) and to get away 
from ammonia or draught (Baldwin and Ingram, 1967; 
Jones et al., 1998). Operant responses in a food-motiva-
tion task using nosewheel turning showed large interin-
dividual variation (Souza da Silva et al., 2012), therefore 
within-subject designs should be considered when de-
signing experiments using this task. Another parameter 
that may influence the performance in this test is social 
context: demand curves for food differ between pigs that 
are tested alone or together with another pig (Pedersen 
et al., 2002).

Other tasks may be used to assess motivation as well. 
The spatial holeboard task (see earlier for more infor-
mation) includes parameters, such as trial duration and 
intervisit-interval (reflecting the speed of searching for 
bait) that can be used as measures for food motivation 
(Antonides et al., 2015b).

3.2 Mirror Use

The ability to use a mirror to guide movement or 
decision making has long been considered an indi-
cator of complex cognitive ability. Instrumental use 
of mirrors (as opposed to the use of mirrors to show 
self-awareness) has been indicated in some types of 
primates (Anderson and Gallup, 2011; Heschl and 
Burkart, 2006; Menzel et al., 1985), dolphins, birds 
(Medina et al., 2011; Pepperberg et al., 1995), and el-
ephants (Povinelli, 1989).

A paper by Broom et al. (2009) described a study in 
which pigs appeared to use a mirror to navigate an ob-
stacle to gain access to food, indicating use of high cogni-
tive functioning to solve a spatial problem. This would 
be an important finding, influencing our perception of 
pigs and their cognitive abilities. A later study failed to 
replicate the finding by Broom and coworkers (Gieling 
et al., 2014b). This indicates that mirror use is not univer-
sal in pigs, and may be at the periphery of their cognitive 
ability.

3.3 Open Field Test

The open field test, originally developed as a test for 
emotionality in rodents, has been used in pigs since the 
1960s (Beilharz and Cox, 1967). It is generally performed 
in an unfamiliar square, rectangular, or circular arena. 
The pig is placed in the arena for a certain amount of 
time, usually between 4 and 10 min, and the behavior of 
the pig is recorded. Several categories of behaviors can 
be scored, such as locomotion and exploration (Ander-
sen et al., 2000; Beattie et al., 1995; Donald et al., 2011; 
Fijn et al., 2016; Fraser, 1974; Gieling et al., 2014a; Meijer 
et al., 2015; van der Staay et al., 2009), location within 

the open field (Andersen et al., 2000; Donald et al., 2011; 
Fijn et al., 2016), vocalizations (Beattie et al., 1995; 
Donald et al., 2011; Fijn et al., 2016; Fraser, 1974; Giel-
ing et al., 2014a), elimination (Andersen et al., 2000; Fijn 
et al., 2016; Fraser, 1974; Gieling et al., 2014a), and escape 
attempts (Fijn et al., 2016; Meijer et al., 2015).

The open field test is often used as a test for anxiety, 
exploration, and locomotion. Since it is known from sev-
eral animal studies, as well as from human studies that 
stressful experiences in early life can modulate adult be-
havior (Taylor, 2010), the open field test may be useful 
to study these early life effects on anxiety later in life. 
Moreover, in a recent study in pigs, open field test loco-
motor activity was used as part of behavioral profiling in 
order to explain differences in learning abilities (Brajon 
et al., 2016) and it may therefore be a helpful tool when 
designing experiments.

Although the open field test is often used as a test 
for anxiety, there are some considerations that need 
to be taken into account. In general, the open field 
test may cause anxiety to animals due to social isola-
tion and due to fear of novel environments and open 
spaces. Social isolation has been linked to indicators 
for stress by several studies (Kanitz et al., 2009; Poletto 
et al., 2006; Ruis et al., 2001). However, unlike rodents 
which show a tendency to remain close to the walls in 
unfamiliar surroundings, no evidence for this “wall-
hugging behavior” in pigs has been found. Treat-
ment with anxiolytics, such as diazepam (Andersen 
et al., 2000) and azaperone (Donald et al., 2011; Prut 
and Belzung, 2003), did not result in an increased time 
spent in the center of the open field. Location within 
the open field may therefore not be an ethological-
ly valid indicator of anxiety in pigs (Fijn et al., 2016; 
Murphy et al., 2014).

When designing experiments using open field tests, 
the behavioral responses that are scored and their in-
terpretation should be carefully considered (Forkman 
et al., 2007; Murphy et al., 2014). Scoring of the behav-
ioral parameters can either be performed directly while 
observing the pigs, or from video recordings, or using 
video-tracking devices (van der Staay et al., 2009). The 
advantage of using video recordings is that the arena 
can be divided into several areas without physically 
having to place lines on the floor of the pen, which 
may influence the locomotor behavior of the pig. In a 
study looking at several behavioral parameters scored 
by two observers and both directly or from video, in-
terater reliability was ≥0.73 and intrarater reliability 
was ≥0.78 (Fijn et al., 2016). Open field behavior is 
generally repeatable over time (Fraser, 1974; Jensen 
et al., 1995), although repeated exposure within a short 
period of time will decrease the novelty of the open 
field and may influence activity and vocalizations 
(Donald et al., 2011).
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3.4 Clinical Examination of Central Nervous 
System Function

The clinical examination of the central nervous system 
in pigs has been extensively described in the setting of 
veterinary medicine, and is still the cornerstone in diag-
nosing neurologic disease in pigs (Radostits et al., 2007). 
In research settings, the clinical examination can also pro-
vide valuable insight into the functioning of the central 
nervous system. Some neurological conditions, present-
ing with one or several well-described symptoms, may 
be assessed by clinical examination alone. In other cases, 
the clinical examination may help to narrow down the 
possible localizations of the problem and may therefore 
help to limit the necessary ancillary techniques (such as 
imaging), saving both time and resources and limiting in-
vasive and stressful procedures for the animal. The devel-
opment of the central nervous system in young animals 
may be followed by using functional tests (Fox, 1964a,b; 
Muir, 2000), and may therefore be useful to study the ef-
fect of early life influences on development and function-
ing of the central nervous system later in life.

The clinical examination can be performed by any vet-
erinarian, and with some training biomedical research-
ers, lab technicians, or students will be able to perform 
the clinical examination reliably as well. No specialized 
equipment is needed, and it is therefore an inexpensive 
technique. An additional advantage is that it is minimal-
ly invasive, and therefore may have minimal impact on 
the welfare of the experimental animals.

There are, however, also some drawbacks to using the 
results from the clinical examination as outcome param-
eters in experiments. Adult pigs are large and may be 
aggressive. This may limit the possibilities to perform 
some parts of the clinical examination, for example, tests 
that require the animal to lie down. Another drawback 
is that the clinical examination only provides functional 
information but no information on the underlying struc-
tural characteristics of the dysfunction.

3.5 Components of the Clinical Neurologic 
Examination

The components that are described further are for a 
large part derived from veterinary diagnostic protocols 
(Hajer et al., 2000). Not every component may be needed 
for each experiment, and some experiments may benefit 
from modified or additional tests. Table 39.5 provides 
an overview of common components of the neurologic 
examination, how to perform the test, and the expected 
response from the animal. It is important to perform the 
tests in an order that causes the least stress to the ani-
mal. Tests that require little or no fixation should be per-
formed before more invasive tests and tests that require 
fixation.

3.6 Proprioception

Proprioception, the awareness of deep pressure and 
the position and movement of limbs, is mediated through 
receptors in muscles, tendons, and joints. They relay in-
formation to the spinal cord and brain via large Aα and 
Aβ myelinated fibers. Proprioceptive information is used 
to adapt body position and gait, and defects in the pro-
prioceptive system may lead to ataxia. The lack of po-
sition sense in a limb may be demonstrated by placing 
the limb in an abnormal position. Unimpaired animals 
will correct this abnormal position directly. Commonly 
used tests are dorsal placement of the feet (Fig. 39.6A, 
Table 39.5) and crossing of limbs (Fig. 39.6B, Table 39.5).

3.7 Cranial Nerve Function

Many cranial nerve deficits can be identified by care-
ful inspection of the head and neck. An abnormal posi-
tion of the eye may be indicative of lesions to either the 
oculomotor nerve (divergent strabismus, often accom-
panied by a drooping eyelid and dilated pupil), troch-
lear nerve (rotated eyeball), or abducens nerve (converg-
ing strabismus). Abnormalities in the motor component 
of the trigeminal nerve may lead to a drooping lower 
jaw, facial nerve paralysis may present as a drooping ear, 
lip, and nose and an inability to close the eye. Atrophy 
of the neck muscles may be caused by accessory nerve 
dysfunction, and a paralysed tongue hanging from the 
mouth may be due to hypoglossus nerve dysfunction.

Several tests specific for certain cranial nerves are pos-
sible to perform in pigs (Fig. 39.6C, Table 39.5), although 
they require a relaxed animal. They may be difficult to 
perform in very young animals, either because the re-
sponse is difficult to see (pupillary light reflex) or be-
cause animals only develop the adult-like response over 
time (menace response) (Enzerink, 1998).

3.8 Motor Function

Muscle tone and muscle strength as indicators of mo-
tor function may be assessed by observing the gait of the 
animal. Passive movement of the extremities, when the 
size of the animal permits, may give a more accurate im-
pression of muscle tone.

3.9 Spinal Reflexes

A spinal reflex requires an intact reflex arc (muscle 
receptors, sensory axons within a peripheral nerve and 
dorsal root, lower motor neuron and its axon, muscle). 
No central input is required for a spinal reflex. However, 
sensory information may also be relayed to the brain 
and may result in additional behaviors. An example is 
the withdrawal reflex (Fig. 39.6D), in which stimulation 
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FIGURE 39.6 Neurologic tests in pigs. (A) Dorsal placement of foot, (B) crossing of limb, (C) Palpebral blink reflex, (D) withdrawal reflex.

TABLE 39.5  Common Components of the Clinical Examination of the Nervous System

Test Action Expected response

Dorsal placement of feet (Fig. 39.6A) Placing dorsal side of foot in ground surface Animal corrects abnormal position

Crossing of limbs (Fig. 39.6B) Crossing the legs of the animal and let the animal put weight 
on it

Animal corrects abnormal position

Menace response Moving an object fast in the direction of the eyes Animal closes eyes

Pupillary light reflex Shining into the eye with a flashlight Pupil constricts

Palpebral blink reflex (Fig. 39.6C) Tactile stimulation of the skin between the eyes Animal blinks

Patellar reflex Tapping the patella tendon with a reflex hammer Flexion of the knee

Withdrawal reflex (Fig. 39.6D) Pinching the skin between the claws Flexion of the limb

This overview describes how the test is performed and the expected response from the animal.
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of the skin between the claws results in flexing of the 
limb. Usually light stimulation of the skin is sufficient 
for the reflex to occur, but when stronger stimuli are 
needed, pain may be relayed to the brain and may result 
in guarding behavior or aggression.

In normal animals, central modulation of some re-
flexes is possible. In some conditions, such as complete 
transections of the spinal cord, this central modulation 
is not possible anymore, resulting in so-called “patho-
logical responses.” An example is the crossed extensor 
reflex. When performing the withdrawal reflex, the limb 
opposite the one being examined is extended. Another 
example is the occurrence of a massive response or re-
peated responses after performing the patellar reflex.

3.10 Gait Analysis

The ability to move from one place to another is an 
important ability for many species, including pigs. Loco-
motion is achieved through gait, “a complex and strictly 
coordinated, rhythmic and automatic movement of the 
limbs and the entire body of the animal, which results 
in the production of progressive movements” (Back and 
Clayton, 2013a). In order to produce gait, the integrated 
efforts of nervous tissue, muscles, bones, joints, tendons, 
and specialized skin are required. Many parts of the ner-
vous system are involved in healthy gait.

3.11 Why Measure Gait in Neurological 
Research in Pigs?

Since the nervous system is so heavily involved in lo-
comotion, problems in this system may produce a vari-
ety of gait disorders. Therefore, the analysis of gait may 
yield important information on the functioning of the 
nervous system. Several aspects of gait may be affected.

Strength may be affected when lower motor neuron 
function is impaired, resulting in weakness, paresis, or 
paralysis. Conditions affecting lower motor neurons may 
be limited to one muscle group, one limb, or may affect 
several or all limbs (e.g., in polyneuropathic conditions). 
Muscle tone is usually decreased, and weight bearing or 
propulsion may be affected, resulting in gait deficits.

Automated rhythmic movement is produced in the 
so-called spinal pattern generators. Although the pres-
ence of spinal pattern generators for limb movement has 
not been conclusively demonstrated in pigs, it has been 
shown in several other species, such as cats (Duysens 
and Van de Crommert, 1998). Due to the presence of 
these spinal pattern generators, even animals with com-
plete transections of the spinal cord are able to produce 
rhythmic stepping movements. However, adaptation to 
the environment is only possible with additional input.

Coordination and adaptation are achieved through 
the integration of information from the visual, proprio-

ceptive, and vestibular system. Integration and coordina-
tion take place in the brainstem, cerebellum, frontal cor-
tex, and spinal cord (Nielsen, 2003; Sahyoun et al., 2004). 
Lesions in these systems may lead to ataxia, inability to 
correct for variations in the walking surface, deviations 
to one side, and hypermetric gait.

3.12 What Aspects of Gait are Important?

In the previous section some gait abnormalities result-
ing from neurologic impairment have been described. In 
order to determine the presence and severity of neuro-
logic impairment, several aspects of gait may therefore 
be assessed.

Kinetic parameters assess the forces that affect mo-
tion. Examples of kinetic parameters are the amount of 
weight that is put on a limb, or the propulsive force that 
is used to produce forward motion. Kinetic parameters 
are therefore mainly indicative of the strength of a limb. 
Additionally, large step-to-step variations in the forces 
on a limb may be indicative of ataxia. There are of course 
other factors that may influence the forces involved in 
locomotion, such as mechanic impairments or pain re-
sulting in voluntary modification of weight bearing.

Temporospatial parameters describe gait in terms of 
time and space. The timing of footfalls relative to each 
other, the distance that is bridged in one step or the de-
viations in the center of gravity are examples of tempo-
rospatial parameters. Rhythmicity may be assessed by 
looking at the consistency of timing parameters (Vrinten 
and Hamers, 2003). Ataxia may result in large variability 
in both temporal and spatial parameters and adaptations 
to neurological impairments, such as decreased balance 
that may result in wide-based gait (Givon et al., 2009; 
Gordon-Evans et al., 2009; Ishihara et al., 2009; Stolze 
et al., 2001).

3.13 How Can we Measure These  
Aspects of Gait?

There are several methods to measure the aspects 
of gait that we mentioned earlier in pigs. The most im-
portant ones, along with their advantages and draw-
backs are described in short further in the chapter 
(Table 39.6).

3.14 Visual Assessment

Traditionally, visual assessment of gait is the tech-
nique that is used most often in research using pigs. 
Protocols specifically aimed at gait analysis in pigs do 
exist (Grégoire et al., 2013; Main et al., 2000; Mustonen 
et al., 2011; Van Steenbergen, 1989), but usually these 
protocols are geared toward recognizing orthopedic 
problems rather than neurologic dysfunction. Visual gait 
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assessment does not require costly or elaborate setups and 
is therefore fast and cheap. There are, however, several 
drawbacks to visual assessment of gait. It has only moder-
ate interobserver agreement (D’Eath, 2012; Keegan, 2007; 
Main et al., 2000; Petersen et al., 2004), although the use 
of experienced observers increases the repeatability of 
results (Main et al., 2000), and it is inherently subjective 
(Arkell et al., 2006). Furthermore, since pigs are prey ani-
mals they tend to hide signs of disease, complicating the 
detection of abnormalities (Weary et al., 2008).

3.15 Kinematics

Kinematic analysis is performed by tracking body 
segments, either by following markers that are placed on 
anatomical landmarks, or by “markerless” tracking us-
ing dedicated software. The temporal and spatial char-
acteristics of gait, along with angles between body seg-
ments can be analyzed. Kinematics in pigs have mainly 
been used to quantify gait abnormalities associated with 
orthopedic problems (Conte et al., 2014; Stavrakakis 
et al., 2015a; Thorup et al., 2007). Kinematic setups are 
usually elaborate and expensive, although efforts to de-
velop simpler and more cost-efficient methods for use in 
pigs are underway (Stavrakakis et al., 2015b). Another 
drawback is the possibility of skin movement artifacts. 
Markers are placed on the skin over bony anatomical 
landmarks, but during movement skin slides over bones 
and markers may be displaced so they do not correctly 
represent the landmarks anymore.

3.16 Force Plates

Force plates are platforms that translate the magni-
tude and direction of forces exerted onto them (ground 
reaction forces) into electrical signals using either piezo-
electrical transducers or strain gauges. They have been 
used since the late 1960s and are still considered the 
“gold standard” for kinetic gait analysis. A large body 

of knowledge on the use of force plates in quadrupeds 
exists, and they have been used, for example, in experi-
ments on the effect of flooring on gait of healthy pigs 
(Thorup et al., 2008; Von Wachenfelt et al., 2009a,b, 2010) 
and to assess static weight distribution in standing sows 
(Karriker et al., 2013; Pluym et al., 2013; Sun et al., 2011). 
Force plates are able to measure forces in three dimen-
sions and may therefore not only be suitable to assess 
weight distribution, but also the strength of propulsion 
which may in turn be an indication for overall strength.

An important drawback of force plates is that they can-
not distinguish between feet that are placed simultane-
ously on the plate. Measurements in which two feet are on 
the plate simultaneously have to be discarded. This means 
that the optimal size of the plate is different for animals of 
different sizes, and that many trials may be needed in or-
der to collect sufficient valid measurements. This may be 
a drawback in studies that follow growing animals over a 
longer period of time, for example, in studies investigat-
ing the effect of influences early in life on motor function 
in older animals. Also, there may be large variations be-
tween measurements, especially since velocity has a large 
influence on the ground reaction forces. In species, such 
as dogs and horses, which can be easily led by a collar or 
halter, this problem may be solved by setting strict limits 
for velocity and guiding the animal over the force plate 
at the required pace. In pigs, this is much more difficult 
since they resist to being led by a collar. A solution might 
be to use either an instrumented treadmill or several force 
plates in a row (Back and Clayton, 2013b), however, this 
setup has not been used in pigs to this date.

3.17 Pressure Mats

Pressure mats (also called pressure plates or pressure-
sensing walkways) contain a dense array of sensors, 
each of them individually measuring the magnitude and 
the duration of the force exerted on them. When mea-
surements of all sensors under one claw are combined, 
a pressure profile for each limb, but also for specific re-
gions, such as the inner or outer claw can be constructed. 
Unlike force plates, pressure mats only measure vertical 
forces under the claw.

There are multiple pressure mat systems available, 
some of which are large enough to capture several foot-
falls in one measurement. In contrast to force plates, 
pressure mats allow to distinguish between individual 
footfalls. This opens up the possibility to eliminate influ-
encing between-run factors, such as velocity, and to col-
lect additional temporospatial parameters, such as step 
length, stance time, and base of support. These temporo-
spatial parameters may be particularly interesting in the 
assessment of neurological causes of gait deficits.

In pigs, pressure mats have been used to assess 
pressure distribution under the claws of healthy sows 

TABLE 39.6  Advantages and Disadvantages of the Use of 
Pressure Mat Analysis of Pig Gait

Advantages Drawbacks

Measurements can be performed 
fast and are minimally invasive

Expensive compared to 
visual scoring protocols

Several aspects of gait (both 
kinetic and temporospatial) are 
collected in one run

Assigning footfalls to the 
correct claw manually is 
time-consuming

Objective and repeatable, in 
contrast to visual scoring 
protocols

Several footfalls can be recorded 
in one run, in contrast to force 
plate analysis
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(Carvalho et al., 2009), to quantify experimentally in-
duced lameness (Karriker et al., 2013), to assess the ef-
fect of pain medication on lameness (Meijer et al., 2015; 
Pairis-Garcia et al., 2015), to follow the development of 
normal gait in growing piglets (Meijer et al., 2014a), and 
to identify lameness due to several orthopedic condi-
tions (Bertholle et al., 2016; Meijer et al., 2014b).

3.18 Pressure Mat Analysis in Pigs

Since pressure mats are able to collect both kinetic and 
temporospatial information and are fairly straightfor-
ward to use in pigs, their potential as a research tool to 
detect and quantify neurological gait abnormalities will 
be discussed in more detail.

When a pig steps on the pressure mat, several pres-
sure sensors will be triggered. The frequency with which 
the sensors measure the force exerted on them can be set 
manually and usually varies between 63 and 126 Hz. On 
each timepoint, a certain force will be recorded under the 
sensor. All forces of the sensors belonging to one foot-
fall are grouped, creating an outline of each footfall with 
corresponding force-time curves (Fig. 39.7). From these 
force-time curves several parameters can be derived 
(Figs 39.7 and 39.8), the most common of which are:

Peak vertical force: the highest peak in the time-force 
curve.

Load rate: The slope of the imaginary straight line 
from the start of the stance phase to the peak of the 
time-force curve.
Vertical impulse: The area under the time-force 
curve.
Peak vertical pressure: The highest peak in the time-
pressure curve, in which pressure is defined as the 
force at a timepoint divided by the contact area at 
that timepoint.
Stance duration: The time the limb is in contact with 
the ground surface.
Step length: Travelled distance between left and right 
limb.
Step duration: Time needed for one Step Length to be 
completed.
Stance percentage: Ratio between the time a limb is 
in contact with the ground and the duration of the 
swing phase of that limb.
Additionally, pressures can be visualized by color-

coding pressure under each sensor, together creating an 
outline of each claw. Additional spatial parameters, such 
as Step Length can be derived from these footprints.

Pressure mat parameters may be influenced by sev-
eral variables. Velocity has an important effect on most 
pressure mat parameters. In a study in growing pigs 
aged 5–15 weeks, velocity influenced Peak Vertical Force, 
Load Rate, and Peak Vertical Pressure, but not Vertical 
Impulse (Meijer et al., 2014a). Although no information is 
available on the influence of velocity on temporospatial 
parameters in pigs, it is known from horses (McLaughin 
et al., 1996; Khumsap et al., 2002) that velocity does in 
fact have a substantial influence on these parameters. 
Most quadruped species, including pigs, carry about 
60% of their weight on their front limbs and the remain-
ing 40% on the hindlimbs (Fernihough et al., 2004; Meijer 
et al., 2014a; Oosterlinck et al., 2011; Weishaupt, 2008). 

FIGURE 39.7 Schematic representation of footfall outlines with 
associated force-time curves. Outlines and their associated force-
time curves have the same color. The temporal parameters Step Du-
ration and Stance Duration in association with the force-time curves 
are shown in the upper part of the figure. The spatial parameter Step 
Length in association with the footfall pattern is shown in the lower 
part of the figure. LF, Left front; LH, left hind; RF, right front; RH, 
right hind.

FIGURE 39.8 Force-time curve of one footfall with associated ki-
netic parameters. Peak vertical force (PVF): The highest peak in the 
force-time curve. Load rate (LR): The slope of the imaginary straight 
line from the start of the stance phase to the peak of the force-time 
curve. Vertical impulse (VI): The area under the force-time curve.
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It is therefore difficult to directly compare front- and 
hindlimb-kinetic parameters to each other. Depending 
on the experimental setup, there may be additional in-
fluences on pressure mat parameters, for example, mea-
surement session and variations in body composition 
between animals or over time (Meijer et al., 2014a; Mölsä 
et al., 2010; Nordquist et al., 2011).

In order to deal with these influences, asymmetry in-
dices (ASIs) may be used. Symmetry is considered as an 
important feature of normal locomotion. When one or 
more limbs of an animal are affected by neurological con-
ditions, the symmetry of the gait may be affected. In ki-
netic, as well as kinematic gait analysis, this asymmetry 
may be quantified by comparing parameters of healthy 
and affected limbs to each other using ASIs. ASIs can be 
calculated in several ways (Budsberg et al., 1993), but 
they are most useful when limbs from an animal within 
one run are compared to each other. This minimizes the 
effect of interrun variations that may be caused by, for 
example, velocity differences. In pigs from 5 to 15 weeks 
old, time did not influence ASIs, which makes them par-
ticularly suitable for experiments that follow animals 
over time (Meijer et al., 2014a).

Perfect symmetry theoretically indicates that an ani-
mal is sound. The assumption that a sound animal moves 
perfectly symmetrically, however, has to be used with 
caution. In humans, symmetry indices of up to 7.6 (with 
0 indicating perfect symmetry and 100 indicating com-
plete lack of weight-bearing on one limb) for PVF were 
found in clinically healthy subjects (Herzog et al., 1989). 
Limb dominance and functional differentiation between 
limbs has been proposed as a reason for the frequently 
observed gait asymmetry in healthy humans (Sadeghi 
et al., 2000). Limb dominance has been shown in dogs 
(Colborne et al., 2011, 2008) and horses (Oosterlinck 
et al., 2011) and may also be present in pigs. In neurologi-
cal conditions that affect all four limbs, ASIs may not be 
useful and other outcomes, such as coefficients of varia-
tion, may be more suitable (Hausdorff et al., 1998).

3.19 Obtaining Valid Runs Efficiently

As discussed previously, in order to obtain meaning-
ful results, pigs need to ambulate in a straight line, at a 
constant velocity, and looking straight ahead. Data col-
lection can be greatly facilitated by using a suitable set-
up, by habituating the piglets to the test apparatus and 
by training the animals to perform the desired behavior.

In order to facilitate that the pigs walk in a straight 
line over the pressure mat, borders on each side of the 
pressure mat should be placed to guide the pigs over 
the mat. Older, heavy pigs have a tendency to lean into 
walls when walking, influencing pressure distribution 
between limbs. This can be prevented by making the 
sides of the runway slightly inclined away from the pig. 

Furthermore, there should be enough space before and 
after the actual mat for the pigs to accelerate and decel-
erate, so that they cross the pressure mat at a constant 
velocity. The pressure mat should be level with the rest 
of the runway, and the pigs should not be able to see the 
borders of the mat. This can easily be achieved by plac-
ing a rubber mat over the entire runway including the 
pressure mat, but the mat should be recalibrated after 
the rubber mat has been placed. Manufacturers are usu-
ally able to provide advice on optimal properties for the 
rubber mat. Since pigs are curious animals and will chew 
on anything they find interesting, distractions in the run-
way (such as cables, screws, changes in color of the floor 
or borders), as well as in the environment should be re-
moved. An example of an experimental setup is shown in 
Fig. 39.9. The effect of sudden noises can be minimalized 
by having a radio playing during the measurements, as 
long as the pigs are used to the sound of the radio.

Gradually habituating pigs to the test apparatus, so-
cial isolation, and the presence of humans increases the 
efficiency of data collection and decreases the amount of 
stress an animal experiences. Pigs are social animals and 
isolation of an animal is known to cause stress (Herskin 
and Jensen, 2000; Kanitz et al., 2009), which in turn may 
negatively affect cognitive functioning and thus make 
training of the animals more difficult (Mendl, 1999; 
Schwabe and Wolf, 2010). Fear of the experimenter may 
cause hesitation while crossing the runway and will dis-
rupt the normal gait pattern.

Pigs are easily trainable and they can be taught to 
cross the runway at a predetermined gait (walk, trot, or 
canter). We have good experiences with operant condi-
tioning using a secondary reinforcer (clicker training) 
and with food rewards, such as M&M chocolates (Mars, 
Incorporated), as the primary reinforcer. Although train-
ing is time-consuming, it greatly facilitates data collec-
tion. This is particularly important when animals are 
used that have painful or debilitating conditions, as pro-
longed testing that may be required in untrained animals 
to obtain reliable runs may seriously impair their wel-
fare. Also, experimental setups where animals are fol-
lowed over time and measurements are performed more 
often may benefit from properly trained animals.

3.20 Conclusions

Gait analysis in pigs may be interesting as an out-
come measure for neurological impairment. Several 
techniques are available. Pressure mat analysis is a 
promising tool that allows collection of several gait char-
acteristics and multiple footfalls in one run. Some ad-
vantages and drawbacks of the technique are summed 
up in Table 39.6. A suitable setup of the testing appara-
tus and training of pigs greatly facilitates data collection 
and may improve the quality of the recorded data.
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4 WELFARE ASPECTS IN THE USE OF 
PIGS AS MODEL SPECIES

Minimizing unnecessary suffering and increasing the 
welfare of animals in general is imperative from a legal 
and ethical point of view. Regardless of the species of in-
terest it is widely accepted that better welfare is inherent 
to better science. Poole (1997) was one of the first to state 
that “physiological and behavioral responses to avoid-
able suffering can act as experimental confounds….”

However, before elaborating on welfare aspects re-
garding the pig as model animal species we have to clar-
ify some general questions.

4.1 Animal Welfare

The concept of animal welfare is poorly defined and, 
especially regarding farm animals like the pig, often 

based on the principle of the “five freedoms”, which 
demand freedom from: (1) thirst, hunger, malnutrition; 
(2) suffering; (3) pain, injury, disease; (4) the freedom to 
express normal behavior; and (5) freedom from fear and 
distress (Newman, 1994) in order to safeguard welfare. 
The five freedoms, however, do not translate immedi-
ately into “measures” for animal welfare (Barnard, 2007; 
Cuthill, 2007; Ng, 1995; Terranova and Laviola, 2004; 
Weed and Raber, 2005) and have been criticized, for ex-
ample, by Korte et al. (2007). Welfare of animals in their 
view is not at stake as long as the animal has the ability 
to meet environmental challenges. Other concepts of ani-
mal welfare, such as the concept of evolutionary salient 
welfare (Barnard and Hurst, 1996) are based on the idea 
that welfare is not at stake as long as the animal is able 
to fulfill its adaptive needs and is able to make its own 
decision. Ohl and van der Staay (2012) suggest a dynam-
ic concept of animal welfare, taking the animal’s ability 

FIGURE 39.9 Example of an experimental setup for collecting pressure mat data in pigs up to 60 kg of weight. Walls of the runway are 
inclined to prevent pigs from leaning into them. Holding pens are situated at both ends of the runway. The pressure mat is built in level with the 
runway and the entire runway is then covered with a rubber mat (not shown).
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to cope with environmental challenges, the relevance of 
positive emotions, and the importance of so-called “neg-
ative” emotions into consideration. They state that “An 
individual is in a positive welfare state when it has the 
freedom adequately to react to hunger, thirst or incor-
rect food; thermal and physical discomfort; injuries or 
diseases; fear and chronic stress, and thus, the freedom 
to display normal behavioral patterns that allow the ani-
mal to adapt to the demands of the prevailing environ-
mental circumstances and enable it to reach a state that 
it perceives as positive.” (Ohl and van der Staay, 2012). 
This appears to represent one of the most appropriate 
concepts.

Irrespective of which welfare concept is favored, wel-
fare criteria based on scientific evidence are needed, for 
example, in order to estimate animal suffering. However, 
identification and validation of welfare-related measures, 
the prerequisite to improve animal welfare, remains a 
major challenge and is subject to several studies (Boissy 
et al., 2007; Duncan, 2005; Yeates and Main, 2008).

4.1.1 Assessment of Welfare
The question remains how to assess welfare of 

animals. The animals’ perception of its inner, thus emo-
tional state is central to present concepts of “animal wel-
fare” (Fraser and Duncan, 1998; Nordenfelt, 2011; Ohl 
and Putman, 2014; Ohl and van der Staay, 2012; Taylor 
and Mills, 2007; Webster, 2011). This perception can be 
inferred indirectly using behavioral and physiological 
measures. Those measures form the (biological) basis of 
animal welfare, since they allow to define target values 
(for welfare states), based on the demands (needs) and 
behavior of the animal [note that the fact, that those tar-
get values are influenced by moral concepts will not be 
discussed here. For an elaboration see, Ohl and van der 
Staay (2012)].

4.1.2 Pig Welfare
Chapter 3 elaborates on the relevance of large animal 

models and large animal model species, such as pigs, for 
research related to productivity, animal health, and for 
translational biomedical research. One should, however, 
not forget another important role of pigs: they are well 
suited to serve as models in pig-welfare related studies 
(Renggaman et al., 2015), since using the same species as 
model offers the highest amount of the external validity 
(generalizability) (van der Staay et al., 2009).

It is inherent to experimental work that welfare of the 
study subjects might be impaired. Thus, welfare needs 
to be taken into consideration at any stage of a study 
and any attempt must be made to avoid unnecessary 
impairment of welfare. Since the conceptual and assess-
ment related assertions above are species-transcending, 
they are applicable to pigs as well. Concerns regarding 
the welfare of pigs have been raised. However, atten-

tion is mainly paid to pigs in (industrial) farming. Many 
of these concerns are also applicable to pigs used in re-
search. However, the latter are frequently exposed to 
additional situations or procedures potentially affecting 
their welfare even more.

Better welfare of pigs and better science with pigs “go 
hand in hand” (Hawkins et al., 2014). Next to investigat-
ing factors that might lead to an impairment of welfare 
it is of outmost importance to gain more knowledge re-
garding indicators of positive pig welfare states.

Especially young animals are prone to the effects of 
environmental factors and handling (Hargreaves and 
Hutson, 1990) but experiences, like exposure to testing 
and training have potential consequences for emotional 
responses and thus the welfare of adult animals as well 
(Boissy et al., 2007). It is important to realize that stimu-
lation and experiences have a high potential to modulate 
emotional responses.

4.2 Assessment and Improvement of Pig Welfare

4.2.1 Health of Pigs
As stated earlier, good health is essential for animal 

welfare. Clinical evaluation needs to be the first step 
when attempting to assess welfare of pigs. Clinical signs 
of injury or disease provide a first indication that welfare 
might be affected. Body condition scoring tools [MAFF 
(Ministry of Agriculture, Fisheries and Food (1998)], car-
diovascular responses, and stress-related hormone mea-
surements might especially be helpful in gaining such 
first indications of affected welfare. It is obvious that im-
paired health is inherent to certain experimental manip-
ulations performed on pigs, however, unintended health 
impairments need to be detected and solved to forestall 
welfare impairments.

4.2.2 Needs of Pigs—General Remarks
In order to allow pigs to fulfil their needs and/or to 

provide them with the necessary resources, we need to 
gain knowledge about their needs. Broom and John-
son (1993) defined needs as “a requirement, which is 
a consequence of the biology of the animal, to obtain a 
particular resource or respond to a particular environ-
ment or bodily stimulus.” Needs furthermore (very 
likely) vary with factors, such as age, sex, and genetic 
background and previous experiences. However, the 
needs of recently created genetically manipulated pigs 
(Søndergaard and Herskin, 2012) are almost unknown. 
Comprehensive knowledge about the actual needs of 
pigs is urgently needed.

The animal’s perception of its emotional (welfare) 
state might be derived by the use of behavioral and 
physiologicalmeasures. This chapter describes a series 
of behavioral tests, allowing to gain information on pigs 
emotional perception and thus, being also useful for 
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gaining information about the effects of early life events 
on later emotional functioning.

We suggest that the assessment of welfare, regardless 
for which purpose an animal is used, should focus on 
the question whether an animal has the freedom and the 
capacity to adapt to environmental challenges, including 
those intrinsically tied to the experimental procedures 
applied in biomedical experiments.

4.2.3 Behavior in General
A prerequisite for conclusions on the adaptive capacity 

of an animal is knowledge of the normal/natural behav-
ioral repertoire of the animal species in question (etho-
grams). Detailed information about the normal behavior-
al repertoire and the behavioral needs of farm animals is 
urgently needed. As early as 1978, Kilgour (1978) pointed 
to the exigency to obtain this basic information: “The 
ethogram of farm animals should have a high priority for 
current animal science goals and the farming system must 
be designed to fit the animal” (Kilgour, 1978, p. 1481).

For pigs, comprehensive ethograms are missing (al-
though at least some ethograms for specific behavioral 
domains are available). To fall back on ethograms for 
the wild ancestor, the wild boar (Sus scrofa), is only an 
option under the assumption that domestication and se-
lection on performance characteristics did not alter be-
havior. However, one needs to realize that the behavior 
of domesticated pigs is rooted in the wild pig (Baxter 
et al., 2011; D’Eath and Turner, 2009). Thus, certain be-
haviors seen in wild pigs might be important for the 
welfare of domesticated pigs as well.

4.2.4 Aggressive Behavior
Since 2013 sows on farms in the European Union 

must be housed in groups due to European legislation 
(DIRECTIVE 2008/120/EC) with the intention to im-
prove welfare. Pigs are indeed socially living animals 
(Estevez et al., 2007) and individual housing of pigs is 
thus, generally speaking, a potential risk for welfare (see 
also Chapter 3). However, as discussed, for example, by 
Mendl et al. (1992) and Nicholson et al. (1993), aggres-
sion, as seen in group housed pigs, might result in an 
impairment of welfare since stress and injuries are very 
common consequences. Thus, several studies focus on 
measures of aggression [like, e.g., skin injuries (Meyer-
Hamme et al., 2016)] in order to judge the effects on 
welfare. However, one has to realize that aggression 
is adaptive in nature and necessary for resource com-
petition, offspring protection, defense and hierarchy-
establishment (Koolhaas and Bohus, 1992). Thus, aggres-
sion might form a risk to welfare when its adaptive value 
is exceeded and consequences like stress and injuries (in 
receivers of aggression) are excessively present.

Several attempts have been made to reduce aggres-
sion among pigs to a minimum. Fredriksen et al. (2008) 

and Rydhmer et al. (2013), for example, recommend to 
socialize pigs early and to keep them in (sibling) groups. 
According to Day et al. (2002) the provision of rooting 
material (to distract the animals from penmates) success-
fully reduces aggression.

Dedicated mixing pens are recommended by Verdon 
et al. (2015). The authors, however, point out that the ef-
fects of housing in such mixing pens, on aggression (and 
stress), have not been investigated yet. Importantly, they 
point out that a secure development of a hierarchy may 
lead to less aggression when animals are mixed later in life 
with unfamiliar females and that such a secure develop-
ment of a hierarchy might be realized by socialization of 
juvenile gilts (i.e., young female pig not yet mated, or not 
yet farrowed) to sows. In general, mixing sows that have 
been housed together earlier might help to reduce aggres-
sion as well (Verdon et al., 2015). The same authors further-
more mention hunger as a possible reason for aggressive 
behavior and recommend full-body length feeding stalls 
to reduce aggression (and stress). It is important to note 
that hunger as a transient state does not negatively affect 
welfare, because it represents a motivational state that trig-
gers foraging and eating (Phillips et al., 2016). Thus, hun-
ger is essential for the animal to protect its own welfare.

4.2.5 Affiliative Behavior
Pigs have been found to maintain preferential relation-

ships (friendships) with other pigs (Stolba and Wood-
Gush, 1984). Affiliative behavior may thus be essential 
for pig welfare. It is, however, important to identify valid 
measures of affiliation. Boissy et al. (2007) mention the 
risk of using proximity between individuals as a mea-
sure of affiliation. Proximity might simply be a result of 
limited space. Allogrooming belongs to the class of affili-
ative interactions and is believed to be part of pigs natu-
ral behavioral repertoire (Meynhardt, 1990), inducing re-
laxation in groomed pigs (Hansen and Von Borell, 1998). 
Nevertheless, pigs might experience disturbance due to 
being (excessively) groomed. Also here, more research is 
needed to verify the relevance for welfare.

4.2.6 Stereotypic Behavior
Stereotypic behavior has been investigated in pigs 

(Meunier-Salaün et al., 2001). However, whether the 
display of behavior reflects an impairment of welfare 
might be questioned, since, for example, Koolhaas et al. 
(1999) suggested that stereotypic behavior rather reflects 
a coping style.

4.2.7 Nest-Building Behavior
Damm et al. (2003) and Thodberg et al. (1999) found 

nest-building behavior to be essential for sows (at least 
approximately 1½ day before farrowing). Thus the pro-
vision of nesting material is essential for those sows (see 
also Baxter et al., 2011).
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4.2.8 Anticipatory Behavior
Positive anticipation has been suggested to be use-

ful in assessing positive emotional states (welfare) in 
animals (Boissy et al., 2007). Pigs indeed show increased 
locomotor activity and frequent behavioral transitions 
when anticipating food rewards (Dudink et al., 2006). 
The usefulness of anticipatory behavior in an attempt to 
draw conclusions on welfare must, however, be judged 
with care. If pigs do not show such reactions they might 
simply be fully satisfied or anhedonic (Boissy et al., 2007) 
or might not be able to learn to anticipate the delivery of 
feed at fixed time points of a day.

4.2.9 Emotions in General
The emotions discussed in the following can be in-

herent to certain experimental procedures, as discussed 
earlier in this chapter, and can thus affect the further life 
of the animal in question. Especially young pigs expe-
riencing these emotions (unintended; excessively and 
thus adaptability-exceeding) might perform aberrant in 
experiments performed later in life (their welfare might 
have been affected, leading to long-term adverse conse-
quences).

4.2.10 Fear and Anxiety
Fear and anxiety, investigated commonly in pigs 

(Forkman et al., 2007; Donald et al., 2011), are not nega-
tive by nature but trigger important adaptive responses 
(Ohl et al., 2008), and are not per se indicators of nega-
tively affected welfare. Factors causing undesired, inap-
propriate, or prolonged anxiety (pathological anxiety; 
Ohl et al., 2008) need to be identified in order to remove 
or at least reduce them.

4.2.11 Pain
Like the emotions mentioned earlier, pain is an adap-

tive response, important for welfare (Ohl and van der 
Staay, 2012) and survival since it elicits protective veg-
etative and motor reactions, resulting in learned avoid-
ance. The assessment of pain in animals is still a major 
challenge. There are some attempts to measurepain 
in pigs by investigating behavior (Meijer et al., 2015; 
Sutherland et al., 2012) and/or physiology [clinical and 
neuroendocrine approaches; Lonardi et al. (2015)]. How-
ever, pain is an individual sensation and thus, difficult 
to measure and compare among animals (Sneddon and 
Gentle, 2000).

Behavioral changes in general have been suggested to 
allow for the assessment of overall pain and discomfort 
by Hay et al. (2003), Moya et al. (2008), and Sutherland 
et al. (2012). Meijer et al. (2015) suggested locomotion 
asymmetry and spontaneous locomotor activity as po-
tential indicators of pain associated with lameness in 
pigs. Classical physiological parameters used, probably 
indicative of pain, are clinical indicators, such as respira-

tory rate, blood pressure, rectal temperature, and heart 
rate in restrained awake piglets (White et al., 1995). A 
promising tool in assessing pain in pigs are changes in 
eye temperature due to sympatic and parasympathic 
systems variations (Lonardi et al., 2015).

All mentioned parameters potentially indicative for 
pain in pigs need, however, further validation. It is es-
sential to take additional potentially confounding fac-
tors into consideration. Prunier et al. (2005), for example, 
made the important annotation that handling may inter-
fere with physiological and behavioral responses of pigs.

Until valid measures of pain in pigs are available, one 
should, in particular, rely on the assumption that every-
thing that causes pain in humans potentially causes pain 
in animals as well (Barnard and Hurst, 1996).

4.2.12 Stress
Stress is not negative by nature but an adaptive re-

sponse. As outlined earlier, animals need to be able to 
adapt in order to safeguard welfare. In case the animal’s 
adaptive capacity is reduced, the animal will experi-
ence chronic stress when adaptation to the environment 
is needed (Weiss, 1971) and welfare might be at stake 
(Korte et al., 2005; McEwen, 1998).

Unfortunately, valid measures for detecting when 
adaptive stress turns into distress (Holden, 2000) do not 
yet exist. Lack of control has been suggested to result 
in chronic stress (Heldt et al., 2002) and controllability 
has been suggested as being essential for animal welfare 
(Boissy et al., 2007). Thus, a controllable, or predictable 
environment is of high importance.

Fredriksen et al. (2008) suggested to socialize pigs 
early and to keep them in groups in order to reduce 
stress (Rydhmer et al., 2013). Furthermore, environ-
mental enrichment might be helpful in preventing 
stress. Next to the fact that enrichment always needs 
to be decided on, taking the animals’ biological needs 
into consideration, van der Staay et al. (see Chapter 3) 
made the important annotation that pigs need to be 
given the opportunity to learn to use enrichment. They 
furthermore elaborated on stressful situations for pigs 
on intensive farms. The majority of the discussed situ-
ations are applicable to pigs used as model animals in 
research: changes in housing systems, equipment, types 
of feed, introduction into groups of unfamiliar pigs, and 
the role of the human handlers. Thus, pigs in research 
need to be subjected to housing and experimental con-
ditions with care, keeping possible consequences for 
welfare in mind.

4.2.13 Housing/Management Procedures
Welfare of pigs might be affected by several housing-

related factors, such as space allowance, nutrition, group 
size, static and dynamic groups, mixing pens (Verdon 
et al., 2015).



 4 WELFARE ASPECTS IN THE USE OF PIGS AS MODEL SPECIES 1023

N. PSYCHIATRIC AND NEUROLOGICAL DISEASE

Animals are highly motivated to perform behaviors 
that lead to the experience of positive emotional states. 
Housing or management procedures that allow the ani-
mals to perform those behaviors promote positive emo-
tional states/welfare.

Pigs are highly motivated to play (Zupan et al., 2016). 
The degree of expression of this behavior has been 
considered to be indicative of good welfare (Law-
rence and Appleby, 1996; Muller-Schwarze et al., 1982; 
Newberry et al., 1988; Siviy and Panksepp, 1985; Spinka 
et al., 2001). Furthermore, play seems to be essential for 
the development of social and cognitive abilities of many 
animal species (Fagen et al., 1981; Smith, 1982; Spinka 
et al., 2001) and of high importance especially during 
the neonatal period (Spinka et al., 2001). As summarized 
nicely by Martin et al. (2015) pigs show the whole spec-
trum of play behavior—including object-, social-, and 
locomotor play—and point out that play in pigs appears 
to be sex and age dependent and might form a training 
for the future.

Play behavior (in pigs) might thus be used as an indi-
cator of welfare and should be stimulated whenever pos-
sible. The, probably, most important factor in promoting 
play is the environment since it can either stimulate or 
restrict (Martin et al., 2015).

If we intend to stimulate a certain behavior, such as 
play, we need to familiarize ourselves with the charac-
teristics of the different categories of play (which holds 
true for all ethological readout parameters). The litera-
ture provides several ethograms for play in pigs (Martin 
et al., 2015; Zupan et al., 2016). As soon as we know what 
we are looking for we can test play-stimulating proce-
dures/conditions.

Giving pigs the opportunity to play during neonatal 
development is essential, especially when exposed to be-
havioral testing later in life. Martin et al. (2015) observed 
that piglets kept in enriched, thus play-stimulating, en-
vironments develop greater sociocognitive abilities.

4.2.14 Space Allowance
Space is essential to pigs since they need to be able to 

move, assess resources, and to interact with each other 
and to explore (Verdon et al., 2015).

This factor becomes highly important within farrow-
ing crates in which the execution of the behaviors listed 
earlier is severely restricted (Chidgey et al., 2016).

4.2.15 Enrichment
Enrichment is believed to improve animal wel-

fare (van der Staay et al., 2009) allows, as stated 
(Ferguson, 2014) for pigs, the animal to fulfill its needs 
and to adapt to its environment. Based on these consid-
erations, chains and bite sticks (Scott et al., 2006) and/
or rooting material (Studnitz et al., 2007) are frequently 
given to pigs.

In order to decide on certain forms of enrichment, it 
is essential to take the animal’s biological (behavioral) 
needs into consideration. The enrichment should be 
useful for the animal, as inappropriate enrichment can 
even lead to fear, anxiety, or stress. Pigs may lose in-
terest in biologically nonrelevant enrichment quickly 
(Newberry, 1995; Van de Perre et al., 2011).

As pointed out by van der Staay et al. (Chapter 3) 
(cognitive) enrichment might be provided unintended: 
when testing animals, prior training is often required. 
This training and testing itself might act as (cognitive-
ly) enriching. Thus, while “unintended” enrichment 
might improve welfare on one side, at the same time it 
might mask the effects of experimental manipulations 
(Grimberg-Henrici et al., 2016; Westlund, 2014) In an at-
tempt to make use of the (at least potentially) welfare 
increasing nature of such cognitive enrichment, the po-
tentially experimental result-confounding characteris-
tics need to be identified first.

4.2.16 Lighting Conditions
Operant preference tests in pigs revealed that they 

have a preference for lower light intensities (Roelofs 
et al., in press). This finding might be implemented in 
housing of pigs in general but also in experimental set-
ups. Carrying out experiments under low light intensi-
ties does very likely correspond to the animal’s needs 
and might thus improve welfare during testing.

4.2.17 Handling
Early life experiences, such as handling are quite influ-

ential as described earlier in this chapter and pigs have 
been found to be less fearful later in life when (positive) 
handling started early in life (Hemsworth et al., 1989).

4.2.18 Testing
Welfare might be at stake at different stages in a pig’s 

life. This is especially important to realize when pigs 
are intended to be used as animal model species. Early 
welfare-impairing life experiences have a great potential 
to affect experimental results (e.g., during cognitive test-
ing). But, when pigs are exposed to experimental stud-
ies their welfare might be at stake as well. Thus, within 
the test- and model evaluation process, the possible con-
sequences of testing on the animals need to be investi-
gated. Otherwise, the validity of the gained test results 
might be at stake (van der Staay et al., 2009).

Van der Staay and coworkers (see Chapter 3) raised 
another welfare-related concern within experimental 
animal work, applicable of course to pigs as well: widely 
accepted and implemented actions are taken in order to 
reduce the number of animals being used. This entails 
sometimes excessive reuse of animals. What does that 
mean for the welfare of those animals? It is of course 
desirable to reduce the number of experimental animals 
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(while still guaranteeing the validity and thus quality of 
research). However, we urgently need to investigate the 
possible welfare consequences of reusing pigs in subse-
quent, additional tests or additional studies.

4.2.19 The 3Rs
Russell et al. (1959) introduced the principle of the 

3Rs (refinement, reduction, replacement) to the research 
community. It is inherent to “replacement” that welfare 
is not at stake since living animals are not used anymore. 
“Reduction” might entail welfare consequences if ani-
mals are excessively reused. “Refinement” appears to be 
the most important “R” when it comes to animal welfare 
since it represents the attempt to reduce negative effects 
on the animal’s welfare by refining husbandry and exper-
imental procedures (Nuffield Council on Bioethics, 2005). 
Adherence to the principles of the 3Rs is legally required 
in many countries. Research on the potentially welfare-
improving qualities of certain refinement procedures can 
benefit pigs being used as model species but at the same 
time pigs used on farms. This becomes even clearer when 
one realizes that research with pigs is for the largest part 
carried out on farms and that thus experimental and farm 
animals are for a major part exposed to the same (e.g., 
housing and handling) procedures.

4.2.20 Humane Endpoints
A humane endpoint represents the very moment in an 

experiment at which pain and/or distress, experienced 
by the animal itself is alleviated or ended by means of 
discontinuing a procedure or humane killing of the ani-
mal in question (see e.g., “Humane endpoints in labora-
tory animal experimentation”; https://www.humane-
endpoints.info/en).

There is ample literature dealing with humane end-
points in general, but almost no literature on humane 
endpoints for pigs exists. However, Ellegaard et al. 
(2010) elaborated on possible humane endpoints for the 
minipig based on the consideration that pain, distress, 
and discomfort are fundamental for the development 
and implementation of humane endpoints. The authors 
list the following signs as a potential basis for determin-
ing humane endpoints:

• decrease in bodyweight,
• locomotor or obvious signs of discomfort,
• not wagging the tail or the tail is held between the legs 

(look for tail bites),
• the animal crouches in a corner (and does not react to 

people entering),
• ears and head are hanging,
• lacks normal curiosity, and
• change in the normal vocalization pattern upon touch. 

—Ellegaard et al. (2010, p. 174)

Next to the potential indicators of pain, stress, and 
discomfort described in this chapter these signs might 
be useful in determining humane endpoints for pigs.

5 CONCLUSIONS

Recent years have seen an increase in the use of pigs, 
particularly young pigs, in experimental animal models. 
While it seems clear that pigs have strong potential as 
models for young humans, and that examining effects 
of early life management practices on later life will give 
us insight into farm pig welfare, the utility of pig-based 
models can only be tested and validated with the use of 
reliable and valid tests. The reliability and validity of the 
tests described in the current chapter have to some ex-
tent been determined, but concerted efforts from groups 
involved in pig research should be undertaken to further 
develop tools for testing effects of early life events on 
behavior and welfare in pigs.
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1 INTRODUCTION

Alzheimer’s disease is the most common form of hu-
man neurodegenerative disease. Worldwide, around 36 
million people are known to suffer from dementia and 
the majority of these have Alzheimer’s disease (World 
Alzheimer Report 2010: The Global Impact of Demen-
tia, 2010). Total worldwide costs of dementia exceeded 
US $600 billion in 2010 equaling about 1% of world GDP 
and these costs are projected to rise as the average age 

of the world’s population increases (World Alzheimer 
Report 2010: The Global Impact of Dementia, 2010). The 
ability to delay the average age of onset of Alzheimer’s 
disease by even relative short periods could result in 
large budgetary savings for national health systems 
(Barnes and Yaffe, 2011; Ltd., 2004). Therefore, research 
into understanding the pathogenesis of Alzheimer’s dis-
ease is well motivated.

Alzheimer’s disease is broadly classified into two 
forms. A rare, familial early-onset form (FAD) accounts 
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for less than 1% of Alzheimer’s disease cases (Cruchaga 
et al., 2012). It is defined as occurring before 65 years of 
age and is commonly caused by dominant mutations in 
one of three genes, the PRESENILIN1 (PSEN1), PRESE-
NILIN2 (PSEN2), and AMYLOID BETA A4 PRECURSOR 
PROTEIN (APP) genes. The common, late-onset form of 
Alzheimer’s disease occurs from 65 years of age and is 
frequently regarded as “sporadic” (SAD) without obvi-
ous familial inheritance. Nevertheless, it is now evident 
that mutations in the three genes mentioned earlier can 
increase the risk of late-onset Alzheimer’s disease (Cru-
chaga et al., 2012). Polymorphisms at a number of other 
genetic loci have been identified as contributing to the 
risk of late-onset Alzheimer’s disease. The most promi-
nent locus is the gene APOLIPOPROTEIN E [APOE, 
(Saunders et al., 1993)] but genome-wide association 
studies (GWAS) have suggested roles in Alzheimer’s 
disease pathogenesis for numerous other loci [reviewed 
in Moraes et al. (2012)].

Clinically, Alzheimer’s disease is characterized by pro-
gressive deterioration of memory and thinking ability and 
changes in behavior, such as increased mood swings and 
aggression before eventual withdrawal from communica-
tion and interpersonal relationships ultimately leading to 
death (Neugroschl and Wang, 2011). Confirmation of Al-
zheimer’s disease diagnosis requires postmortem histo-
pathological examination of the brain to demonstrate the 
characteristic presence of extracellular deposits (plaques) 
of amyloidβ peptide (a proteolytic product of APP) and 
intracellular aggregations of the tau protein [derived from 
the gene MICROTUBULE-ASSOCIATED PROTEIN TAU 
(MAPT) (Goedert et al., 1988)] in the hippocampus and 
neocortex. Alzheimer’s disease histopathology also com-
monly includes reactive gliosis (Serrano-Pozo et al., 2011) 
and the inappropriate reentry of neurons into a cell cy-
cle that they cannot complete [cell-cycle events (Busser 
et al., 1998)]. Oxidative stress is also an early marker 
of Alzheimer’s disease pathology and it is now widely 
understood that the pathological process leading to Al-
zheimer’s disease begins decades before overt symptoms 
become evident (Nunomura et al., 2001).

Alzheimer’s disease was first defined as a distinctive 
form of dementia by Alois Alzheimer over 100 years ago 
(Cipriani et al., 2011). By mid-2016 the scientific literature 
had accumulated over 117,000 papers addressing the dis-
ease but there is still no consensus regarding its cause(s) or 
the molecular mechanisms that underlie the disease pro-
cess. Tens of hypotheses for the pathological mechanisms 
underlying Alzheimer’s disease have been proposed. Some 
of the main hypotheses are summarized in Table 40.1.

It is important to remember this diversity of hypoth-
eses when attempting to model Alzheimer’s disease in 
whole organisms since assumptions regarding the dis-
ease process will always influence experimental design 
and the interpretation of experimental results. The wide-

spread dissatisfaction with transgenic mouse models of 
Alzheimer’s disease (Hargis and Blalock, 2016; Roba-
kis, 2011; Zahs and Ashe, 2010 and described later in this 
review) and the failure in humans of numerous drugs 
that appeared potent in animal trials (Smith, 2010) are 
graphic illustrations of this.

It is also important to remember that the early-onset 
familial forms of Alzheimer’s disease and sporadic Al-
zheimer’s disease may have quite distinct pathological 
mechanisms. Importantly, the GWAS studies of late-
onset sporadic Alzheimer’s disease did not reveal asso-
ciations with polymorphisms at PSEN1, PSEN2, or APP 
[Table 40.1 (Moraes et al., 2012)].

In broad terms, there are two ways to use animal 
models to investigate human disease. The normal func-
tion of genes/proteins involved in the disease can be 
investigated, mainly through investigating loss-of-func-
tion phenotypes, for example, in gene knockout mod-
els. Alternatively, when disease-causing mutations are 
dominant, the motivation is to engineer the human mu-
tations into the animal’s genome in an attempt to create 
a pathological state resembling the human disease. Since 
mutations causing early-onset Alzheimer’s disease are 
gain-of-function/dominant the majority of animal mod-
eling of Alzheimer’s disease has focused on attempts to 
generate Alzheimer’s disease-like neurodegeneration 
in the highly manipulable, mammalian mouse. How-
ever, as we will discuss later, it now appears that genes 
involved in early-onset Alzheimer’s disease are evolv-
ing particularly rapidly in the mouse (and rat) relative 
to most other mammals including other rodents, such 
as the guinea pig (Sharman et al., 2013). This may ex-
plain the overall failure of mouse models to enlighten 
us greatly regarding Alzheimer’s disease pathogenesis. 
This also highlights the necessity of investigating alter-
native in vivo models for Alzheimer’s disease.

2 INVERTEBRATE MODELS 
OF ALZHEIMER’S DISEASE

2.1 Invertebrate Models and Their Advantages 
and Disadvantages for Disease Modeling

Over the last 2 decades, invertebrates have become in-
creasingly popular as models for human neurodegenera-
tive (Alexander et al., 2014; Fernandez-Funez et al., 2015; 
Jaiswal et al., 2012; Li and Le, 2013; Wentzell and 
Kretzschmar, 2010). Favored models have been Drosophila 
melanogaster and Caenorhabditis elegans, which are well-es-
tablished model systems that have long been used to ad-
dress fundamental biological questions. In addition, these 
models are inexpensive and easy to maintain, produce 
large numbers of progeny, and have a relatively short life 
span which allows to study age-dependent degenerative 
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TABLE 40.1  An Incomplete List of Hypotheses of the Mechanism(s) Underlying Alzheimer’s Disease Pathogenesis

Hypothesis Brief description References

Amyloid cascade Accumulation of Aβ peptide by overproduction 
from APP or by failure of clearance leads to 
formation of oligomers that have numerous 
toxic effects

Fjell and Walhovd (2012), Karran et al. (2011)

APP Changes in other aspects of APP function (e.g., 
signaling by the intracellular domain or release of 
the extracellular domain) are important

Ghosal et al. (2009), Israel et al. (2012), 
Pimplikar et al. (2010)

Axonal transport dysfunction Changes in active transport in axons lead to neuronal 
dysfunction

Muresan and Muresan (2011)

Calcium Changes in calcium are correlated with 
neurodegeneration

Fedrizzi and Carafoli (2011), Tu et al. (2006)

Cholinergic AD is due to reduced acetylcholine production Craig et al. (2011), Francis et al. (1999)

Cholinergic vasculature Cholinergic deficit decreases cholinergic innervation 
of cortical neurons and blood vessels causing 
cerebral hypoperfusion, which contributes to 
neurodegeneration

Claassen and Jansen (2006)

Hypoxia Hypoxia initiates AD pathology, for example, by 
increasing Aβ synthesis

Moussavi Nik et al. (2012), Oresic et al. 
(2011)

Inflammation AD is due to long-term inflammatory responses in 
the brain. This may relate to Aβ accumulation or 
an autoimmune response

Zotova et al. (2010)

Metal ions Dysregulation of metal ion transport/accumulation 
underlies AD pathology

Duce and Bush (2010)

Mitochondria Pathological changes in mitochondrial function 
cause AD, for example, by affecting axonal 
transport

Selfridge et al. (2013)

Mitochondria-associated ER 
membranes (MAM)

AD is a disorder of ER–mitochondrial 
communication via MAM dysfunction

Schon and Area-Gomez (2013)

Notch and Aβ Changes in Notch signaling and Aβ production affect 
blood vessel density/development

Ethell (2010)

Oxidative stress Oxidative stress initiates pathological changes that 
eventually lead to AD pathology

Nunomura et al. (2001)

Pathogens Herpes simplex virus type-1 and other pathogens 
initiate AD

Miklossy (2011)

Presenilin
(autophagy)

The Presenilins’ role in autophagy is central to AD 
(e.g., through failure to clear aggregated Aβ)

Lee et al. (2010), Yang et al. (2011)

Presenilin
(holoprotein)

Presenilin mutations generate mutant Presenilin 
holoproteins that multimerize with wild-type 
holoprotein and dominantly interfere with AD-
critical functions

Jayne et al. (2016)

Presenilin
(γ-secretase)

Changes in γ-secretase activity other than changes in 
Aβ peptide production contribute to AD

Shen and Kelleher (2007)

Prion-like Prion-like pathological forms of Aβ and/or tau move 
between neurons to spread AD pathology in the 
brain

Guo and Lee (2011), Jucker and Walker 
(2011)

Synapse Changes in synapse function are critical, possibly 
caused by oligomeric Aβ

Pozueta et al. (2013)

Tauopathy spectrum AD is part of a spectrum of neurodegenerative 
disorders founded in tau pathology

Dermaut et al. (2005)

(Continued)
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Hypothesis Brief description References

“Two-hit” Brains showing increased oxidative stress combined 
with inappropriate cell cycle entry by neurons 
(cell-cycle events) develop AD pathology

Zhu et al. (2007)

“Two-hit vascular” Pathological changes in brain vasculature (hit one) 
induce early neuronal injury and increase brain 
Aβ (hit two), which amplifies neuronal injury and 
accelerates neurodegeneration

Zlokovic (2011)

Vascular AD is due to pathological changes in cerebral 
vasculature

Marchesi (2011), Stone (2008)

Most hypotheses have numerous variants. Relationships can be seen between many of these ideas. Many of the hypotheses probably encompass elements of the 
truth. References are given as examples and coverage is certainly incomplete. Refer to “current hypotheses” for more information.
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cholinergic-vascular hypothesis. J. Gerontol. A Biol. Sci. Med. Sci. 61 (3), 267–271.
Craig, L.A., Hong, N.S., McDonald, R.J., 2011. Revisiting the cholinergic hypothesis in the development of Alzheimer’s disease. Neurosci. Biobehav. Rev. 35 (6), 
1397–1409.
Dermaut, B., Kumar-Singh, S., Rademakers, R., Theuns, J., Cruts, M., Van Broeckhoven, C., 2005. Tau is central in the genetic Alzheimer-frontotemporal dementia 
spectrum. Trends Genet. 21 (12), 664–672.
Duce, J.A., Bush, A.I., 2010. Biological metals and Alzheimer’s disease: implications for therapeutics and diagnostics. Prog. Neurobiol. 92 (1), 1–18.
Ethell, D.W., 2010. An amyloid-notch hypothesis for Alzheimer’s disease. Neuroscientist 16 (6), 614–617.
Fedrizzi, L., Carafoli, E., 2011. Ca2+ dysfunction in neurodegenerative disorders: Alzheimer’s disease. Biofactors 37 (3), 189–196.
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processes after a couple of weeks instead of month. Fur-
thermore, a plethora of molecular methods and techniques 
are available in these systems and their development and 
anatomy is well described. Most importantly, these models 
allow unbiased large-scale genetic screens, making them 
potent tools for investigating the genetic mechanisms and 
pathways underlying neurodegenerative diseases like Al-
zheimer’s disease and for identifying possible risk factors.

The nematode C. elegans has a generation time of 
approximately 3 days and a life span of about 3 weeks 
(Brenner, 1974). Its nervous system consists of 302 neu-
rons in hermaphrodites, and the position and synaptic 
connections of each neuron have been mapped and are 
reproducible from animal to animal (White et al., 1986). 
Due to its transparent body, cells and proteins can be 
easily visualized using fluorescently tagged proteins; a 
feature that greatly facilitates the analyses of protein traf-
ficking and cellular degeneration in living animals. Trans-
genic lines can be created by fusing a C. elegans promoter 
to a cDNA of interest and injecting it into the gonad or 
by introducing bacterial artificial chromosomes (BACs) 
(Gama et al., 2002; Teschendorf and Link, 2009). A major 
advantage of this model for genetic screens is that RNAi-
based knockdowns can be performed by simply feeding 
animals with bacteria expressing double-stranded RNA 
libraries (Kamath et al., 2001). In addition, worms can 
be used for a fairly high throughput drug screen (Lublin 
and Link, 2013). However, C. elegans has a very simple 
nervous system with a nerve ring in the head region but 
not a compartmentalized brain. In addition, assays to ad-
dress cognitive decline in this model are quite limited.

By comparison, Drosophila has quite a complex ner-
vous system with approximately 200,000 neurons (Zars 
et al., 2000). In addition, their brain is organized into dis-
tinct regions that control specific functions equivalent 
to vertebrate brain nuclei, like the antennal lobes that 
receive olfactory input and that are comparable to the 
olfactory bulb in mammals. Also similar to the mamma-
lian brain, the fly brain contains several types of mor-
phologically distinguishable glial cells, including some 
that form a “blood–brain barrier” (Hartenstein, 2011; 
Parker and Auld, 2006) or astrocyte-like glial cells (Free-
man, 2015). Although flies do not have a vascular sys-
tem like mammals, they also have to supply their brain 
with oxygen and other gases which is achieved by an air 
filled tubular network, the tracheal system (Metzger and 
Krasnow, 1999). At room temperature, the development 
of Drosophila takes about 10 days and adult flies have 
a live span of 60–80 days (Greenspan, 2004). Although 
a variety of unique tools have been developed for Dro-
sophila, one of the most important technical advantage 
is based on the use of P-elements, transposable elements 
that allow stable integration into the genome (Rubin and 
Spradling, 1982). Initially, this system was used to in-
sert genomic DNA or promoter-gene fusion constructs 

into the fly genome but it has also been used to disrupt 
genes or to insert marker genes into promoter regions to 
identify expression patterns (Ryder and Russell, 2003). 
Subsequently, a binary expression system was devel-
oped (Brand and Perrimon, 1993), in which individual 
fly promoters were fused to the yeast transcription fac-
tor GAL4, whereas genes of interest were cloned down-
stream of the UAS sequence (the yeast GAL4-binding 
region). This method allows a particular responder se-
quence to be combined with a variety of promoter con-
structs by a simple genetic cross, resulting, for example, 
in the expression of a gene of interest in specific cell 
populations or the labeling of specific cell populations 
by inducing fluorescent responders like UAS-GFP. In ad-
dition, hormone- or heat shock-inducible GAL4s can be 
used to achieve temporal control of expression, whereas 
UAS-RNAi lines (which are available at various Dro-
sophila stock centers) can be used to knockdown genes 
in a spatial or temporal fashion. The P-element-based 
FLP/FRT site-specific recombination system allows the 
creation of genetic mosaics and site-specific mutagenesis 
(Bischof and Basler, 2008), and more recently the CRISPR 
(clustered regularly interspaced short palindromic re-
peats)/CAS9 system has been added as a powerful tool 
to manipulate the fly genome (Bassett et al., 2013; Gratz 
et al., 2013; Yu et al., 2013). Furthermore, several genetic 
tools are available to study neuronal circuits and func-
tions, including “sensors” to measure PKA activity or 
Ca2+ levels, the light-inducible channelrhodopsin, and 
genetically engineered neuronal channels (Riemensperg-
er et al., 2012; Stortkuhl and Fiala, 2011; Wachowiak and 
Knopfel, 2009). Finally, additional binary expression 
systems have been developed, the Q and LexA system 
(Lai and Lee, 2006; Potter et al., 2010) that now allow to 
manipulate several genes independently. Although Dro-
sophila provides an excellent model for studying neu-
rodegenerative diseases due to this wealth of available 
tools, the high level of gene conservation (Wangler and 
Yamamoto, 2015), and the availability of learning and 
memory assays, this system has its limitations. Com-
pared to the human brain, the fly brain is less complex 
and their behavioral repertoire is comparatively small. 
As mentioned before, flies do not have a blood-carrying 
vascular system which prevents studying vascular ef-
fects of Alzheimer’s disease and while Drosophila has a 
conserved innate immune systems, flies lack convention-
al adaptive immune responses (Hoffmann, 2003).

2.2 Aβ-Based Models and Their Neurotoxic 
Effects

The amyloid cascade hypothesis, formulated by Hardy 
and Higgins (1992), has been one of the favored models to 
explain the pathogenic mechanisms leading to Alzheim-
er’s disease. It is based on the fact that Aβ accumulation 
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is a key factor in Alzheimer’s disease (Glenner and Wong, 
1984; Wong et al., 1985) and it gained considerable sup-
port with the discovery that mutations associated with 
familial Alzheimer’s disease lead to increased Aβ produc-
tion (Chartier-Harlin et al., 1991; Goate et al., 1991; Levy-
Lahad et al., 1995; Sherrington et al., 1996).

To address whether Aβ peptides are indeed sufficient 
to induce an Alzheimer’s disease-like pathology, several 
transgenic fly and worm models have been developed 
that express different forms of human Aβ (Crowther 
et al., 2005; Finelli et al., 2004; Iijima et al., 2004; Link, 1995; 
Link et al., 2003). In the first C. elegans model the 42 ami-
no acid residue form of Aβ, Aβ42 was constitutively ex-
pressed in muscles, which caused a progressive paralysis 
and the accumulation of intracellular amyloid deposits 
(Link, 1995). This finding was confirmed in an inducible 
model, which, due to higher expression levels, showed a 
more severe and rapid paralysis (Link et al., 2003). Lat-
er models focused on the expression of Aβ42 in neurons 
and this resulted in deficits in odor preference learning 
(Dosanjh et al., 2010) and neuronal degeneration (Treusch 
et al., 2011). Using this model, several modifiers of the 
neurodegenerative phenotype could be identified that 
were associated with cytoskeletal genes. When using the 
locomotion deficits as a screening phenotype, genes in-
volved in protein folding, degradation, and insulin sig-
naling were shown to ameliorate or aggravate this phe-
notype (Cohen et al., 2006; Fonte et al., 2002, 2008; Hassan 
et al., 2009). Another study identified a protective effect of 
mitochondrial thioredoxin in Aβ42-expressing transgenic 
worms (Cacho-Valadez et al., 2012), connecting mitochon-
drial functions to Alzheimer’s disease.

In Drosophila, transgenic animals have been created that 
express full-length APP695, Aβ40, Aβ42, or mutant forms of 
APP695 and Aβ associated with familial forms of Alzheim-
er’s disease, using the GAL4/UAS system (Cao et al., 2008; 
Crowther et al., 2005; Fossgreen et al., 1998; Gunawardena 
and Goldstein, 2001; Iijima et al., 2004). Several studies in 
mammals have suggested that an increase in Aβ42 levels 
(or an increase in the ratio of Aβ42 to Aβ40) is an important 
factor in Alzheimer’s disease (Findeis, 2007), although 
both Aβ peptides are known to accumulate in amyloid 
plaques in Alzheimer’s disease patients. The increased 
toxicity of Aβ42 was confirmed in Drosophila because only 
the induction of Aβ42 caused progressive degeneration 
and plaque formation in Drosophila, whereas Aβ40 did not 
(Crowther et al., 2005; Finelli et al., 2004; Iijima et al., 2004). 
Unexpectedly, however, expression of either peptide re-
sulted in age-dependent decline in olfactory learning, 
with no significant difference in progression or severity 
detected between flies expressing Aβ40 versus Aβ42 (Iijima 
et al., 2004). That plaque formation is not prerequisite for 
behavioral deficits was also shown in a climbing assay, 
which revealed a decline in performance before the ap-
pearance of overt Aβ deposits although in this case only 

Aβ42 was tested (Crowther et al., 2005). Interestingly, this 
study also showed that the decrease in climbing ability 
correlated with the accumulation of intracellular Aβ, and 
a following study showed that the toxicity correlated with 
the levels of soluble Aβ42 oligomers (Speretta et al., 2012). 
The importance of oligomer formation in pathogenicity 
was further underscored by generating mutant Aβ con-
structs that were predicted to affect aggregation. Analyz-
ing 14 mutant Aβ42 constructs expressed in flies, Crowther 
and coworkers found a strong correlation between the 
propensity to form protofibrils and toxicity (Luheshi 
et al., 2007). Furthermore, a mutation in Aβ40 (E3R) that 
increased its ability to form soluble aggregates became 
neurotoxic while a mutation in Aβ42

Arctic (I31E) that re-
duced its propensity to form prefibrillary aggregates de-
creased its toxic effects (Brorsson et al., 2010). In addition, 
a mutation that decreased the oligomerization of Aβ42 (in 
this case L17P) reduced its deleterious effects on life span 
and locomotion (Iijima et al., 2008). Surprisingly, however, 
the propensity of the different peptides to form oligomers 
did not correlate with their effects on short-term memory 
because the L17P mutation caused an even earlier onset of 
the memory deficits than the more efficiently aggregating 
Arctic mutation. Intriguingly, pan-neuronal expression 
of the different Aβ isoforms also induced distinct region-
specific neurodegenerative effects, with the Arctic muta-
tion mostly affecting cell bodies and the L17P mutation 
mostly affecting neurites (Iijima et al., 2008). These find-
ings strongly support evidence obtained from mamma-
lian models that intracellular oligomers of Aβ constitute 
the toxic species, rather than extracellular plaques (Finder 
and Glockshuber, 2007; Lublin and Gandy, 2010). Further-
more, these results suggest that oligomer formation and 
neurotoxicity do not correlate with behavioral deficits and 
that the formation of Aβ oligomers in specific subcellular 
compartments induces different pathological phenotypes.

In addition to degeneration and behavioral deficits, 
Aβ42 expression induced several other phenotypes in 
flies. This includes synaptic deficits, supporting results 
in mammals that Aβ impairs neuronal transmission 
and synaptic plasticity (Jang and Chung, 2016; Tam-
pellini, 2015; Zhang et al., 2016). This was first dem-
onstrated at the larval neuromuscular junction where 
Aβ42 induction reduced neurotransmitter release (Chi-
ang et al., 2009). This was later confirmed in the adult 
nervous system by expression of Aβ42 in the giant fiber 
system, and the projection neurons of the olfactory sys-
tem which resulted in reduced synaptic activity (Lin 
et al., 2014b; Zhao et al., 2010). In addition, Huang et al. 
(2013) described a reduced number of synaptic vesicles, 
calcium channels, and active zones in these flies which 
is probably the underlying cause for the defects in syn-
aptic transmission. Recently, it was described that Aβ42 
expression can also lead to neuronal hyperactivity by 
degrading Kv4 channels and that, this may be part of the 
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pathogenicity, was suggested by the finding that over-
expression of Kv4 ameliorated the locomotion deficits 
in expressing Aβ42 flies (Ping et al., 2015). Iijima et al. 
found a change in the localization of mitochondria in 
Aβ42-expressing flies, with fewer mitochondria in axons 
and dendrites and an accumulation in neuronal somata 
(Iijima-Ando et al., 2009). Furthermore, interfering with 
mitochondrial transport by genetic means enhanced the 
locomotion deficits of Aβ42-expressing flies, and even 
caused age-dependent defects in locomotion in the ab-
sence of Aβ42, suggesting that changes in mitochondrial 
distribution are due to transport defects. The resulting 
depletion of mitochondria at synaptic terminals (Iijima-
Ando et al., 2009; Zhao et al., 2010) may further contrib-
ute to the observed synaptic dysfunctions. Although the 
expression of Aβ in these models certainly does not com-
pletely recapitulate Alzheimer’s disease pathology, these 
studies nevertheless clearly demonstrate that Aβ pep-
tides alone can have neurotoxic and behavioral effects, 
providing support for the amyloid cascade hypothesis.

Based on the foregoing evidence that Aβ peptides in-
duce various disease-related phenotypes ranging from 
synaptic deficits to disrupted behaviors, this model has 
subsequently been used to identify factors that ameliorate 
Aβ toxicity by genetic interaction tests. For the purpose of 
this overview, we will focus on a few of these interacting 
factors although many more have been described. The 
suppression of Aβ42-induced neuronal degeneration by 
inhibition of c-Jun amino-terminal kinase (JNK) reveals 
a role of the JNK pathway in Aβ42-induced cell death 
(Tare et al., 2011) while reducing PI3k-Akt signaling sup-
pressed the memory deficits (Chiang et al., 2010). An-
other pathway that has been identified to affect Aβ tox-
icity in flies is ER stress and Ca2+ dysregulation because 
Casas-Tinto et al. (2011) identified X-box-binding protein 
1 (XBP1), a protein involved in ER stress responses as 
neuroprotective in the fly Aβ42 model. They also showed 
that this protein prevented Ca2+ release from intracellu-
lar stores, supporting data linking calcium homeostasis 
with Alzheimer’s disease (Fedrizzi and Carafoli, 2011). 
Consistent with the proposed involvement of copper and 
iron in Alzheimer’s disease (Prakash et al., 2016), overex-
pression of the iron-binding protein ferritin or the MTF-1 
transcription factor, which is involved in metal detoxifi-
cation (Hua et al., 2011; Rival et al., 2009), suppressed del-
eterious phenotypes caused by Aβ42. In contrast, a muta-
tion in the copper transporter Atox1 enhanced Aβ toxicity 
(Sanokawa-Akakura et al., 2010). The Drosophila Aβ mod-
el has also been used to investigate the role of the innate 
immune system in Alzheimer’s disease. Immune factors 
in the Toll pathway were upregulated in Aβ42-expressing 
flies and mutations in Toll and its downstream targets 
decreased the retinal degeneration observed after Aβ42 
expression (Tan et al., 2008), suggesting a deleterious ef-
fect of immune responses. However, another group using 

an Aβ42
Arctic fly model and microarray-based analyses did 

not observe an upregulation of genes in the Toll pathway 
(Favrin et al., 2013).

Lastly, this model has been used to test pharmaco-
logical interventions and these studies have identified 
several protective natural products, like curcumin or 
traditional Chinese extracts (Caesar et al., 2012; Hou 
et al., 2014; Ng et al., 2013; Park et al., 2013; Wang 
et al., 2015), as well as synthetic compounds and pep-
tides (Luheshi et al., 2010; Nerelius et al., 2009; Pratim 
Bose et al., 2009; Wacker et al., 2014). The relative sim-
plicity with which pharmacological compounds can be 
tested in Drosophila (and in C. elegans) will hopefully 
eventually lead to the discovery of therapeutic strate-
gies that can ameliorate the toxic effects of Aβ.

2.3 APP-Based Models and Disruptions of APP 
Functions

In addition to Aβ-based models, transgenic flies have 
been generated that express wild-type full-length APP695 
or APP695 carrying the Swedish or London mutation as-
sociated with familial forms of Alzheimer’s disease 
(Fossgreen et al., 1998; Gunawardena and Goldstein, 2001; 
Singh and Mahoney, 2011). Inducing these constructs in 
the larval nervous system induced apoptotic cell death 
that was more severe when using the FAD mutations 
(Gunawardena and Goldstein, 2001). Expressing APP695 
in the eye also caused neuronal degeneration (Fig. 40.1) 
that was accompanied by amyloid deposit formation 
and both were enhanced when promoting amyloido-
genic cleavage by coexpressing BACE1 or PSN (Greeve 

FIGURE 40.1 Degeneration in the retina after APP695 expression 
in the Drosophila eye. (A) A 30-day-old control fly shows an intact 
retina (re) and lamina (la). (B) In contrast, numerous vacuoles (some 
indicated by arrowheads) have developed in a 30-day-old fly expressing 
APP695 in the eye using GMR-GAL4.
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et al., 2004). In addition, APP expression caused axonal 
transport defects and synaptic alterations, as well as lo-
comotion and learning deficits (Mhatre et al., 2014; Peng 
et al., 2015; Rodin et al., 2015; Sarantseva et al., 2009). 
These phenotypes are similar to what has been described 
after expression of Aβ and together with the finding that 
an Aβ fragment can be cleaved from APP695 by the en-
dogenous Drosophila secretases (Greeve et al., 2004); it is 
possible that these effects are due to the generation of Aβ. 
Therefore, this model can possibly be used to study the 
toxicity of the Aβ peptide and to identify factors that af-
fect its generation. Consequently, APP695-expressing flies 
have been used for testing of β- and γ-secretase inhibi-
tors (Chakraborty et al., 2011; Greeve et al., 2004; Groth 
et al., 2010; Wang et al., 2009). Similarly, this model has 
been employed to identify genetic factors that impact 
secretase activity, for example, proteins involved in phos-
pholipid synthesis and membrane composition that have 
been demonstrated to interfere with γ-secretase activity 
(Michaki et al., 2012; Nesic et al., 2012).

Although a large body of evidence supports a central 
role for Aβ in Alzheimer’s disease pathology (including 
the studies in invertebrates described previously), it is 
still an open question whether disruptions of physiologi-
cal functions of APP contribute to Alzheimer’s disease. 
In contrast to mammals, which have three APP family 
members (APP, APPL1, and APPL2), worms and flies 
have only one APP protein, facilitating loss-of-function 
studies. Like their mammalian orthologs, the inverte-
brate APP proteins are membrane-spanning proteins 
with a large N-terminal extracellular domain and small 
C-terminal intracellular domain (Luo et al., 1990). Several 
studies in cell culture have linked the extracellular frag-
ments released by secretase cleavage of APP with func-
tions as cell proliferation, survival, and adhesion (Turner 
et al., 2003). In contrast, the small intracellular domain 
(AICD), which is released by γ-secretase cleavage, has 
been proposed to function as a transcriptional regulator 
(Beckett et al., 2012). Interestingly, the AICD has the high-
est degree of sequence conservation when comparing 
APP proteins from invertebrates and mammals.

Like the mammalian protein, the C. elegans APP pro-
tein (APL-1) is expressed in a variety of cells, includ-
ing neurons, muscles, and hypodermal cells (Hornsten 
et al., 2007). Loss of APL-1 results in lethality during de-
velopment, which can be rescued by expression of the 
soluble N-terminal fragment alone, suggesting that the 
N-terminus is sufficient for the vital function of APL-
1 (Hornsten et al., 2007). In contrast, expression of the 
Drosophila APP protein (APPL) appears restricted to neu-
rons, and flies lacking APPL are viable (Luo et al., 1990) 
although they have a shorter life span and a weak de-
generative phenotype when aged (Wentzell et al., 2012). 
In addition, they show defects in neurite outgrowth 
(Leyssen et al., 2005; Li et al., 2004; Soldano et al., 2013), 
axonal transport (Gunawardena and Goldstein, 2001), 

and synaptic morphology (Torroja et al., 1999), which are 
accompanied by changes in neuronal excitability (Ash-
ley et al., 2005; Li et al., 2004). Furthermore, loss of APPL 
results in memory defects (Bourdet et al., 2015; Goguel 
et al., 2011). This indicates that disruption of the nor-
mal physiological functions of APP may also play a role 
in the synaptic changes and memory impairment de-
scribed in Alzheimer’s disease (Wang et al., 2012). Like 
human APP, APPL has been shown to be cleaved by α-, 
β-, and γ-secretase activity (Carmine-Simmen et al., 2009; 
Stempfle et al., 2010) and interestingly this also creates a 
toxic Aβ-like peptide (Carmine-Simmen et al., 2009). Us-
ing several fly mutants that develop neurodegenerative 
phenotypes, Wentzell et al. (2012) showed that expres-
sion of the full-length APPL as well as the α-cleaved N-
terminal fragment could ameliorate their degenerative 
phenotype, whereas β-cleavage aggravated the neurode-
generation. Therefore, disease-associated changes in the 
processing pattern of APP could result in a decrease of 
the protective α-cleaved N-terminus and an increase of 
the deleterious β-cleaved form, thereby contributing to 
the pathology of Alzheimer’s disease. Lastly, induction 
of the AICD fragment of APPL induces changes in the 
sleep/activity pattern in flies (Blake et al., 2015), indicat-
ing that changes in the function of the AICD that occur in 
Alzheimer’s disease could be responsible for the disrup-
tions of the sleep pattern and other daily rhythms that 
are very common in Alzheimer’s disease patients (Guar-
nieri and Sorbi, 2015; Hastings and Goedert, 2013; Kon-
dratova and Kondratov, 2012; Reddy and O’Neill, 2010; 
Van Someren and Riemersma-Van Der Lek, 2007).

2.4 Tau and the Role of Phosphorylation

Another hallmark of Alzheimer’s disease is the for-
mation of neurofibrillary tangles (NFTs) and in fact NFT 
accumulation correlates better with the severity of the 
disease than plaque formation (Arriagada et al., 1992). A 
major component of NFTs is hyperphosphorylated tau, a 
protein which like other microtubule-associated proteins 
binds and stabilizes microtubules (Lee et al., 2001). NFTs 
not only occur in Alzheimer’s disease but in a variety of 
diseases together called tauopathies that include fronto-
temporal dementia (FTD) with Parkinsonism linked to 
chromosome 17 (FTDP-17), Pick’s disease, corticobasal 
degeneration, and progressive supranuclear palsy (Iqbal 
et al., 2010). Although no mutations have been found 
in tau that cause Alzheimer’s disease, there are muta-
tions that lead to FTDP-17 (Hutton et al., 1998; Spillantini 
et al., 1998). Some of these mutations have been shown 
to increase tau phosphorylation (Gendron and Petrucel-
li, 2009; Iqbal et al., 2009) which in turn has been shown to 
increases its propensity to form NFTs (Alonso et al., 2008).

Surprisingly both, the expression of wild-type human 
tau or mutant tau, containing the FTDP-17-associated 
tau mutations P301L or V337M, in C. elegans neurons 
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induced insoluble aggregate formation, axonal de-
generation, and uncoordinated movement (Kraemer 
et al., 2003). However, the lines expressing mutant tau 
showed a more rapid accumulation of aggregates and 
more severe locomotion defects. Analyzing their phos-
phorylation pattern revealed that not only the mutant 
forms were hyperphosphorylated but also the wild-type 
form, which probably accounts for its toxicity. Using the 
uncoordinated phenotype of these models as a screen-
able assay, Kraemer et al. (2006) performed a genome-
wide RNAi-based interaction screen and in support of 
the role of hyperphosphorylation in tau neurotoxicity, 
the RNAi-based knockdown of the PP2A phosphatase 
enhanced the phenotype. Surprisingly, however, the 
knockdown of several kinases involved in tau phos-
phorylation, including glycogen synthase-3 (GSK-3β), 
also enhanced the locomotion defects. These conflicting 
findings show that genetic interaction studies in vivo can 
sometimes be difficult to interpret and one complicating 
factor could be compensatory mechanisms involving 
other interacting genes and proteins. Alternatively, the 
enhancing effect of the kinase knockdowns could be due 
to increased aggregate formation because experiments in 
vitro have shown that tau phosphorylation can in some 
contexts actually inhibit tau aggregation and NFT for-
mation (Schneider et al., 1999). Nevertheless, the value 
of this interaction test was confirmed by the isolation of 
other candidate genes, including several chaperones and 
proteins involved in ubiquitination that, when knocked 
down, enhanced tau toxicity, presumably by increasing 
the stability or aggregation of tau (Kraemer et al., 2006).

The first transgenic fly models for tau were published 
in 2001 by Feany and coworkers (Wittmann et al., 2001) 
and since then over 30 different tau Drosophila models 
have been established. Similar to what has been described 
in the C. elegans model, expression of wild-type or mu-
tant human tau (R406W and V337M) pan-neuronally in 
Drosophila generated abnormally phosphorylated tau and 
caused progressive degeneration, whereby the mutant 
forms had more severe effects (Wittmann et al., 2001). In 
contrast to C. elegans, however, no aggregates could be de-
tected when either the wild-type or the mutant tau vari-
ants were expressed in the nervous system, suggesting 
that the formation of NFTs is not necessary for tau toxici-
ty. Interestingly, NFT-like aggregates were detected when 
tau was coexpressed with GSK-3β (Jackson et al., 2002), 
supporting the role of phosphorylation in tau pathology. 
The link between phosphorylation and neurotoxicity was 
further investigated by creating mutations in several of 
the more than 80 predicted phosphorylation sites of tau 
(Sergeant et al., 2008). Confirming that phosphorylation 
of tau is a crucial step in acquiring toxic function, mutat-
ing 14 known proline-phosphorylation sites did indeed 
abolish its deleterious effects, whereas single or double 
mutations had no effect (Steinhilb et al., 2007a,b). In con-
trast, transgenic flies expressing a tau construct that was 

pseudophosphorylated at these 14 sites showed enhanced 
degeneration, compared to flies expressing the wild-type 
form (Khurana et al., 2006). Surprisingly, the loss of 11 
of these sites in a different tau isoform (2N4R) did not 
have an effect on toxicity (Chatterjee et al., 2009), which 
indicates that either the critical residues were not mutat-
ed in this construct or there is an isoform-specific effect. 
The latter is supported by the finding that S262 and S356 
were shown to be required for subsequent phosphoryla-
tion by GSK-3β in one tau isoform (Kosmidis et al., 2010; 
Nishimura et al., 2004) but when mutated in another tau 
isoform this had no effect on GSK-3β-mediated phos-
phorylation (Chatterjee et al., 2009). Tau can be phos-
phorylated by several kinases besides GSK-3β, including 
microtubule-affinity regulating kinase (MARK), cdk5, 
and protein kinase A (Lee et al., 2001). To determine the 
role of specific kinases in tau toxicity, several groups have 
performed genetic interaction tests with tau transgenic 
flies overexpressing specific kinases. Coexpression of 
either cdk5 or Shaggy (SGG; the Drosophila ortholog of 
GSK-3β) with wild-type human tau increased its phos-
phorylation and enhanced the degenerative phenotype 
(Chau et al., 2006; Jackson et al., 2002). Furthermore, 
these flies now also exhibited detectable tau aggregates, 
suggesting that phosphorylation by these kinases is an 
important factor in tau neurotoxicity. However, although 
phosphorylation by SGG can aggravate tau toxicity, it 
appears not to be required because as mentioned pre-
viously the tau variant with 11 SGG phosphorylation 
sites mutated was not phosphorylated by SGG but it 
still caused degeneration (Chatterjee et al., 2009). In con-
trast, phosphorylation of tau by PAR-1, the fly MARK, 
seems to be required for tau toxicity because mutating 
the PAR-1 sites abolished toxicity, whereas overexpress-
ing PAR-1 aggravated the toxicity (Chatterjee et al., 2009; 
Nishimura et al., 2004). Phosphorylation by PAR-1 could 
also regulate phosphorylation by other kinases, although 
this model is still controversial; whereas Nishimura et al. 
described that phosphorylation by PAR-1 is a prerequi-
site for phosphorylation by cdk5 and SGG, Jackson et al. 
detected phosphorylation at the SGG sites even when the 
PAR-1 sites were mutated (Chatterjee et al., 2009). Further 
complicating matters, which sites within tau are actually 
phosphorylated in vivo (and in which sequence) may ul-
timately depend on the cell type: when tau was expressed 
in photoreceptors, there was little or no phosphorylation 
at the SGG sites, whereas these sites were phosphory-
lated when tau was expressed in CNS neurons (Gram-
menoudi et al., 2006). The same group also showed that 
some patterns of tau phosphorylation caused neuronal 
degeneration, whereas phosphorylation events at other 
sites were associated with neuronal dysfunction but not 
degeneration (Kosmidis et al., 2010). Such cell-specific 
phosphorylation patterns and effects could explain why 
some neurons are more susceptible to the toxic effects 
of tau than others, an issue that can be addressed in the 
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fly model by using neuronal subtype-specific promoter 
constructs. Lastly, genetic interaction screens have also 
identified several kinases and phosphatases as modifiers 
of the tau-induced retinal degeneration (Ambegaokar 
and Jackson, 2010; Karsten et al., 2006; Shulman and Fea-
ny, 2003). Surprisingly, in one of these interaction screens 
PAR-1 overexpression suppressed the degenerative phe-
notype in the eye (Shulman and Feany, 2003), in contrast 
to the PAR-1 overexpression studies described previously 
which resulted in an enhancing effect. This may indicate 
that under certain circumstances phosphorylation of tau 
can actually reduce its toxicity whereas in other con-
texts it is deleterious. Such a scenario is also supported 
by the findings that GSK-3β-mediated phosphorylation 
can be protective, as described previously in the C. ele-
gans model (Kraemer et al., 2006) and by Povellato et al. 
(2014) in Drosophila. However, what factors determine 
when tau phosphorylation has a protective effect versus 
an enhancing effect still needs to be determined. Never-
theless, these results suggest that phosphorylation of tau 
is an important aspect for its toxic function, whereby the 
combined action of several kinases might be more criti-
cal than the phosphorylation by one specific kinase or 
phosphorylation at a single site. In addition, determining 
the effects of phosphorylation on tau toxicity is further 
complicated by the finding that the phosphorylation at 
specific sites and in a specific order affects different tau-
associated phenotypes differently (Papanikolopoulou 
and Skoulakis, 2015). Lastly, it should be noted that tau 
undergoes many other posttranslational modifications, 
including glycation, deamination, and acetylation, and 
only a few studies have addressed their effects on patho-
genicity. One recent study using the fly model to address 
other modifications has reported increased toxicity by 
pseudoacetylation of tau (Gorsky et al., 2016).

2.5 Effects of Tau Manipulations on Cellular 
Functions

Genetic interaction tests using flies expressing human 
tau have also identified proteins involved in many other 
cellular processes as modifiers of tau toxicity, including 
cytoskeletal proteins and proteins involved in cell cy-
cling (Ambegaokar and Jackson, 2010; Blard et al., 2006; 
Butzlaff et al., 2015; Shulman and Feany, 2003). Feany 
and coworkers showed that expression of Cyclin A, Cy-
clin B, or Cyclin D enhanced the degenerative phenotype 
caused by tau, whereas blocking cell-cycle progression 
by expressing Retinoblastoma factor 1 or the cdk2 inhibi-
tor Dacapo decreased it (Khurana et al., 2006). In addi-
tion, this group showed an abnormal activation of the 
cell cycle in tau-expressing flies and a recent publica-
tion demonstrated that microtubule-bound tau inhibits 
cell mitosis (Bouge and Parmentier, 2016). Maybe not 
surprisingly, several studies connected cellular defense 

pathways with tau toxicity; tau activated the ER stress 
factor XBP1 and the loss of XBP1 enhanced tau-induced 
phenotypes (Loewen and Feany, 2010). Similarly, pro-
moting antioxidative pathways suppressed tau toxicity 
whereas inducing oxidative stress enhanced it (Dias-
Santagata et al., 2007). Tau was also shown to affect the 
cytoskeleton, especially filamentous (F)-actin; tauR406W 
expression resulted in an accumulation of F-actin and 
actin-rich rods that resemble the Hirano bodies found 
in patients with Alzheimer’s disease or Pick’s disease 
(Fulga et al., 2007). By interfering with actin dynamics, it 
also caused a mislocalization of the mitochondrial fission 
factor DRP1, resulting in mitochondrial abnormalities 
(DuBoff et al., 2012). Interestingly, changes in mitochon-
drial distribution and trafficking were also observed in a 
C. elegans model expressing tauA152T, although no insolu-
ble tau aggregates were found (Pir et al., 2016). Neverthe-
less, these worms showed uncoordinated behavior and a 
reduced life span, supporting findings in flies that tau 
toxicity does not depend on aggregate formation. More 
recently, the Feany group also showed effects of tauR406W 
on chromatin structure, with a loss of heterochromatin 
and increased gene expression (Frost et al., 2014), and on 
lamin and the nucleoskeleton, which plays a role in an-
choring heterochromatin (Frost et al., 2016). These stud-
ies in the invertebrate model suggest that tau is involved 
in many more cellular processes than previously antic-
ipated but whether and to what degree a loss of these 
functions plays a role in Alzheimer’s disease or tauopa-
thy pathology still needs to be determined.

The well-known function of tau in binding and stabi-
lizing microtubule has been suggested to play a role in 
Alzheimer’s disease (Trojanowski and Lee, 2005). Phos-
phorylation releases tau from microtubules, and it has 
therefore been hypothesized that the toxicity of hyper-
phosphorylated tau could be due to a loss of its microtu-
bule-interacting function and consequent changes in the 
cytoskeleton and axonal transport (Yang et al., 2005). 
This model has gained further support by the discovery 
that mutations in tau linked with FTDP-17 reduce the 
ability of tau to bind and promote microtubule stability 
(Dayanandan et al., 1999; Hasegawa et al., 1998; Hong 
et al., 1998). When human tau is expressed in Drosophila, 
most of it becomes hyperphosphorylated and localizes 
to the cytosol, while its microtubule-binding capacity is 
reduced (Cowan et al., 2010a,b; Feuillette et al., 2010). 
However, whereas Mudher and coworkers reported 
that the human tau sequestered endogenous Drosophila 
tau away from microtubules, thereby supporting a loss-
of-function mechanism (Cowan et al., 2010a), Lecourtois 
and coworkers did not observe such an effect (Feuillette 
et al., 2010). A role of a loss of tau function in neurode-
generation is also supported by the recent findings that a 
knockdown or a partial deletion of Drosophila tau result-
ed in retinal degeneration and modest degeneration in 
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the CNS (Bolkan and Kretzschmar, 2014). Furthermore, 
as mentioned previously, the disruptions of other physi-
ological functions may play a role in Alzheimer’s dis-
ease. Although future experiments might provide more 
insights into how disease-related tau modifications af-
fect its physiological functions, tau toxicity might not 
be due strictly to a gain- or loss-of-function mechanism, 
but rather to a combination of both.

2.6 Interactions Between tau and Aβ
Several studies have suggested that an interaction 

between Aβ and tau plays a role in Alzheimer’s disease 
pathogenesis, whereby this might be due to Aβ acting up-
stream of tau, increasing its phosphorylation, or by syner-
gistic effects of tau and Aβ (Han and Shi, 2016; Small and 
Duff, 2008). An interaction has also been demonstrated in 
the Drosophila model because coexpression of Aβ42 with 
tau in the eye enhanced the degenerative phenotype (Ful-
ga et al., 2007) and it also exacerbated the axonal transport 
defects caused by expression of either of these proteins 
(Folwell et al., 2010). Consequently, several studies have 
addressed the hypothesis that this interaction is mediated 
by the effects of APP/Aβ on tau phosphorylation. Iijima 
and coworkers showed that Aβ42 increased the phosphory-
lation of coexpressed tau, which correlated with enhanced 
degeneration and increased microtubule-unbound tau but 
not NFT formation (Ando et al., 2016; Iijima et al., 2010). 
The changes in phosphorylation appeared to be mediated 
by the DNA damage-activated Checkpoint kinase 2, sug-
gesting a connection to DNA repair pathways. Coexpres-
sion of Aβ42 and tau in motorneurons also enhanced tau 
phosphorylation, in this case probably phosphorylation 
by GSK-3β (Folwell et al., 2010). Similarly expression of 
full-length APP increased the phosphorylation of both tau 
and PAR-1, a process that depended on the LKB-1 kinase 
(Wang et al., 2007). Interestingly, loss of endogenous tau 
suppressed the toxicity of AβArctic expression and although 
AβArctic did increase GSK-3β activity, it did not seem to al-
ter tau phosphorylation (Sofola et al., 2010). This supports 
findings in other models that Aβ can indeed promote tau 
phosphorylation but also that Tau and Aβ may have other 
synergistic effects.

Together these studies show that invertebrate models 
provide a valuable in vivo model to study the physi-
ological and pathogenic functions of APP/Aβ and tau. 
Although significant advances have been made using 
these and other models, we are still far away from un-
derstanding the pathogenic mechanism leading to Al-
zheimer’s disease. Due to the experimental advantages 
of these models, together with the low costs, inverte-
brates provide a system in which complex interactions 
can be studied, unbiased interaction screens can be per-
formed, and they can be used as a medium-throughput 
and economical system for drug screening (Table 40.2).

3 NONMAMMALIAN VERTEBRATE 
MODELS OF ALZHEIMER’S DISEASE

Historically, some nonmammalian vertebrate species 
have been popular for analysis of the mechanisms con-
trolling embryo development. Typically, the embryos of 
these species are more accessible and manipulable than 
those of mammalians. However, being vertebrates, their 
anatomy and development resemble those of humans 
more closely than invertebrate embryos.

The three main nonmammalian vertebrate models 
are the chicken (Gallus gallus), the African clawed frog 
(Xenopus laevis), and the zebrafish (Danio rerio). Chick 
embryos develop on the surface of a relatively huge yolk 
cell and their nearly flat early structure is advantageous 
for tissue transplantation studies. They have also proven 
useful for the examination of neuronal differentiation 
and development, particularly through examination of 
defined neuronal groups, such as the trigeminal gangli-
on (Gaik and Farbman, 1973a,b). However, the chicken’s 
long generation time slows genetic analysis and manip-
ulation [but does not make it infeasible (Han, 2009)].

The amphibian Xenopus has smaller embryos than the 
chick and the dividing cells of early cleavage embryos 
incorporate yolk. X. laevis are pseudotetraploid which 
complicates analysis of gene function due to widespread 
genetic redundancy (Chain and Evans, 2006). Therefore, 
a related diploid frog, Xenopus tropicalis, has become 
popular for such studies (Hellsten et al., 2010). Unfertil-
ized Xenopus eggs have only low levels of ion channels 
and other transporter proteins and so forced high-level 
expression of such proteins in these eggs (e.g., by mRNA 
injection) has been used to identify and analyze their 
functions (Sobczak et al., 2010).

The zebrafish has gained considerable popularity in 
recent years due to its genetic manipulability, the experi-
mentally amenable characteristics of its embryos, and its 
low cost of maintenance compared to mammals. The use 
of zebrafish as an experimental model dates back over 
half a century (Hisaoka, 1958a,b) but in the 1980s it be-
came the first vertebrate model to be used in large-scale 
mutagenesis screens to detect genes controlling embryo 
development (see Development volume 123 of December 
1996). The development of morpholino antisense oli-
gonucleotides made reliable blockage of gene expres-
sion feasible in 2000 (Nasevicius and Ekker, 2000). The 
TILLING (targeting induced local lesions in genomes) 
methodology allows discovery of point mutations in 
desired genes (Wienholds et al., 2002). Efficient trans-
poson-based transgenic vectors (Davidson et al., 2003; 
Kawakami, 2004) and the application of split transgen-
esis systems, such as Gal4/UAS (Scheer and Campos-
Ortega, 1999) have permitted enhancer- and gene-trap 
screening (Abe et al., 2011). The very rapid develop-
ment and optical transparency of zebrafish embryos has 
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TABLE 40.2  C. elegans and Drosophila Models of Alzheimer’s Disease

Construct Tissue Phenotypes References

C. ELEGANS

Aβ42 Muscle Amyloid deposits
Progressive paralysis

Link (1995), Link et al. (2003)

Neurons Learning deficits Dosanjh et al. (2010)

Glutamatergic neurons Neuronal degeneration Treusch et al. (2011)

tau
tauP301L

tauV337M

Neurons Aggregates
Neuronal degeneration
Uncoordinated movement

Kraemer et al. (2003)

tauA152T Neurons Uncoordinated movement Pir et al. (2016)

D. MELANOGASTER

APP695 Retina Amyloid deposits
Retinal degeneration

Greeve et al. (2004)

Neurons Amyloid deposits
Neuronal degeneration
Learning deficits

Sarantseva et al. (2009)

APPSwedish Neurons Cell death Gunawardena and Goldstein (2001)

APPLondon Neurons Cell death Gunawardena and Goldstein (2001)

Aβ42 Retina Retinal degeneration Cao et al. (2008)

Aβ40

Aβ42

Aβ42
Arctic

Neurons Amyloid deposits
Neuronal degeneration
Learning deficits

Crowther et al. (2005), Finelli et al. (2004), Iijima et al. 
(2004)

tau
tauR406W

tauV337

tauP301L

Retina Retinal degeneration Jackson et al. (2002), Karsten et al. (2006), Wittmann 
et al. (2001), Karsten et al. (2006)

tau
tauR406W

Neurons Neuronal defects
Learning defects

Kosmidis et al. (2010), Wittmann et al. (2001)

Only disease-associated mutations are included. The phenotypes focus on degeneration, behavioral deficits, and aggregate formation.
Cao, W., Song, H.J., Gangi, T., Kelkar, A., Antani, I., Garza, D., et al., 2008. Identification of novel genes that modify phenotypes induced by Alzheimer’s beta-
amyloid overexpression in Drosophila. Genetics 178 (3), 1457–1471.
Crowther, D.C., Kinghorn, K.J., Miranda, E., Page, R., Curry, J.A., Duthie, F.A., et al., 2005. Intraneuronal Abeta, non-amyloid aggregates and neurodegeneration in a 
Drosophila model of Alzheimer’s disease. Neuroscience 132 (1), 123–135.
Dosanjh, L.E., Brown, M.K., Rao, G., Link, C.D., Luo, Y., 2010. Behavioral phenotyping of a transgenic Caenorhabditis elegans expressing neuronal amyloid-beta. J. 
Alzheimers Dis. 19 (2), 681–690.
Finelli, A., Kelkar, A., Song, H.J., Yang, H., Konsolaki, M., 2004. A model for studying Alzheimer’s Abeta42-induced toxicity in Drosophila melanogaster. Mol. Cell 
Neurosci. 26 (3), 365–375.
Greeve, I., Kretzschmar, D., Tschape, J.A., Beyn, A., Brellinger, C., Schweizer, M., et al., 2004. Age-dependent neurodegeneration and Alzheimer-amyloid plaque 
formation in transgenic Drosophila. J. Neurosci. 24 (16), 3899–3906.
Gunawardena, S., Goldstein, L.S., 2001. Disruption of axonal transport and neuronal viability by amyloid precursor protein mutations in Drosophila. Neuron 32 (3), 389–401.
Iijima, K., Liu, H.P., Chiang, A.S., Hearn, S.A., Konsolaki, M., Zhong, Y., 2004. Dissecting the pathological effects of human Abeta40 and Abeta42 in Drosophila: a 
potential model for Alzheimer’s disease. Proc. Natl. Acad. Sci. USA 101 (17), 6623–6628.
Jackson, G.R., Wiedau-Pazos, M., Sang, T.K., Wagle, N., Brown, C.A., Massachi, S., et al. 2002. Human wild-type tau interacts with wingless pathway components 
and produces neurofibrillary pathology in Drosophila. Neuron 34 (4), 509–519.
Karsten, S.L., Sang, T.K., Gehman, L.T., Chatterjee, S., Liu, J., Lawless, G.M., et al., 2006. A genomic screen for modifiers of tauopathy identifies puromycin-sensitive 
aminopeptidase as an inhibitor of tau-induced neurodegeneration. Neuron 51 (5), 549–560.
Kosmidis, S., Grammenoudi, S., Papanikolopoulou, K., Skoulakis, E.M., 2010. Differential effects of Tau on the integrity and function of neurons essential for learning 
in Drosophila. J. Neurosci. 30 (2), 464–477.
Kraemer, B.C., Zhang, B., Leverenz, J.B., Thomas, J.H., Trojanowski, J.Q., Schellenberg, G.D., 2003. Neurodegeneration and defective neurotransmission in a 
Caenorhabditis elegans model of tauopathy. Proc. Natl. Acad. Sci. USA 100 (17), 9980–9985.
Link, C.D., 1995. Expression of human beta-amyloid peptide in transgenic Caenorhabditis elegans. Proc. Natl. Acad. Sci. USA 92 (20), 9368–9372.
Link, C.D., Taft, A., Kapulkin, V., Duke, K., Kim, S., Fei, Q., et al., 2003. Gene expression analysis in a transgenic Caenorhabditis elegans Alzheimer’s disease model. 
Neurobiol. Aging 24 (3), 397–413.
Pir, G.J., Choudhary, B., Mandelkow, E., Mandelkow, E.M., 2016. Tau mutant A152T, a risk factor for FTD/PSP, induces neuronal dysfunction and reduced lifespan 
independently of aggregation in a C. elegans Tauopathy model. Mol. Neurodegener. 11, 33.
Sarantseva, S., Timoshenko, S., Bolshakova, O., Karaseva, E., Rodin, D., Schwarzman, A. L., et al., 2009. Apolipoprotein E-mimetics inhibit neurodegeneration and 
restore cognitive functions in a transgenic Drosophila model of Alzheimer’s disease. PLoS One 4 (12), e8191.
Treusch, S., Hamamichi, S., Goodman, J.L., Matlack, K.E., Chung, C.Y., Baru, V., et al., 2011. Functional links between Abeta toxicity, endocytic trafficking, and 
Alzheimer’s disease risk factors in yeast. Science 334 (6060), 1241–1245.
Wittmann, C.W., Wszolek, M.F., Shulman, J.M., Salvaterra, P.M., Lewis, J., Hutton, M., et al., 2001. Tauopathy in Drosophila: neurodegeneration without 
neurofibrillary tangles. Science 293 (5530), 711–714.
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facilitated labeling of cells with vital dyes and fluores-
cent proteins for real-time monitoring of experimental 
effects (Ko et al., 2011). Zebrafish embryos are also very 
well suited to the application of optogenetics techniques 
where light is used to modulate and monitor neuronal 
activity (Del Bene and Wyart, 2012). A previous disad-
vantage of the zebrafish model relative to mammalian 
models was the absence of technology available to gen-
erate targeted mutations. In recent times, however, zinc 
finger nucleases (ZFNs), transcription activator-like ef-
fector nucleases (TALENS), and the type II prokaryotic 
CRISPR/Cas systems have been developed for targeted 
mutagenesis of gene sequences in the zebrafish genome 
(Ekker, 2008; Hoshijima et al., 2016; Hwang et al., 2013; 
Sander et al., 2011; Schmid and Haass, 2013).

3.1 Chicken and Frog

Compared to invertebrate or mammalian models 
relatively little investigation of Alzheimer’s disease 
mechanisms has been performed with nonmammalian 
vertebrates. The chick embryo expresses the Alzheimer’s 
disease-relevant genes, APP, BACE1, BACE2, PSEN1, 
PSEN2, NCT, Neprilysin, and ADAM17. Of particular 
relevance is that the chick APP gene has 96% similar-
ity and the Aβ sequence has 100% similarity to the hu-
man sequence (Mileusnic and Rose, 2010). Therefore, the 
chick is a highly relevant model for the analysis of APP 
and Aβ peptides. At the biochemical level, the lysozyme 
that is readily available from chick eggs has been used to 
analyze the general formation of amyloid protein aggre-
gates (Krebs et al., 2000). A number of studies investigat-
ing the properties of Aβ peptides exploiting explanted 
chick neurons and injection of peptides into chick brains. 
Membrane-bound and soluble fragments of APP can in-
crease neurite outgrowth (Milward et al., 1992). Small 
and coworkers have cultured chick sympathetic neu-
rons that are cholinoceptive neurons and so are similar 
to neurons receiving reduced stimulation in Alzheimer’s 
disease. The neurons are derived from the paravertebral 
sympathetic ganglia of 11- to 12-day-old chicks. These 
researchers used cultured chick sympathetic neurons 
to observe the relationship between APP’s stimulation 
of neurite outgrowth and lipoprotein receptor-related 
protein (LRP) (Postuma et al., 1998). They also observed 
how different forms of exogenous human Aβ affect the 
secretion of the extracellular domain of APP (sAPP) and 
of endogenous Aβ peptides. Some forms of exogenous 
Aβ decreased the secretion of sAPP and endogenous 
Aβ while a calcium ionophore increased sAPP secretion 
(Mok et al., 2000).

The young chick has been proposed to be suitable 
model for the analysis of memory consolidation. Togeth-
er with Gibbs, Small and others have used intracranial 
injection of Aβ of various sizes and aggregation states 

into 1-day-old hatchlings to observe how this affected 
memory. They showed that the ability of Aβ to block con-
solidation of memory into long-term storage was depen-
dent on its aggregation state. Interestingly, aggregated 
Aβ only blocked memory consolidation into long-term 
storage and not short-term/intermediate memory so the 
action of Aβ on memory in the chick may model the an-
terograde amnesia seen in Alzheimer’s disease (Gibbs 
et al., 2010). Gibbs et al. have also injected various alter-
native metabolic substrates into trained and Aβ-injected 
chicks. This allowed them to show that Aβ’s involvement 
in inhibiting memory consolidation appears to be via a 
blockage of oxidative metabolism of glucose specifically 
in astrocytes (Gibbs et al., 2009). Subsequently, a study 
using cultured chick retinal neurons demonstrated that 
exogenous soluble Aβ42 peptides interfere with the dis-
tribution of the glucose transporter, GLUT4 (Oliveira 
et al., 2015). GLUT4 is the major insulin-responsive glu-
cose transporter and this study provides further support 
that the Aβ42 peptide may interfere with glucose regula-
tion. Primary chicken cell culture models have been em-
ployed to examine the contribution of brain cell types 
to the generation of varying Aβ peptides. Aβ-ELISA fol-
lowed by subsequent immunoblot analysis revealed that 
astrocytes and microglia but not neurons preferentially 
secrete N-terminally truncated Aβ peptides (Oberstein 
et al., 2015).

Oligomers of Aβ are thought to be toxic possibly via 
formation of pores in lipid bilayers (Strodel et al., 2010). 
Alternatively, the oligomers may dysregulate existing 
signal receptors or membrane channels/transporters, 
such as the acetylcholine receptors (AChRs) that show 
reduced activity in Alzheimer’s disease. Xenopus oocytes 
have been exploited to investigate these possible activi-
ties. Lamb et al. (2005) used expression of various forms 
of AChR in oocytes and treatment with Aβ42 to show that 
Aβ blocks various subtypes of neuronal nicotinic AChRs 
but not the α7 subtype. In contrast, Demuro et al. (2011) 
applied oligomeric Aβ42 externally to Xenopus oocytes 
and used patch clamping to show that this treatment cre-
ates pores allowing transmembrane Ca2+ ion movement. 
In a follow-up study, quantification of fluorescent time-
series data from thousands of individual pores from the 
Xenopus oocytes demonstrated an increased Ca2+ flux 
through the Aβ pores. This disruption to a cell’s Ca2+ ho-
meostasis would have detrimental implications for cell 
survival (Ullah et al., 2015).

The N-methyl-d-aspartate (NMDA) receptors for glu-
tamate that gate high levels of Ca2+ flow are thought to 
play an important role in synaptic plasticity and memo-
ry formation (Bordji et al., 2011). Since NMDA receptor 
antagonists can, apparently, prevent cell death caused by 
Aβ oligomers, Texido et al. (2011) expressed NMDA re-
ceptors in Xenopus oocytes to show that Aβ can activate 
these receptors and that this effect is suppressed by the 
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antagonists. One-day-old chicks were used to test the ef-
fects of the NMDA receptor antagonist memantine on in-
tact memory function. Through passive avoidance learn-
ing tests, Samartgis et al. (2012) was able to demonstrate 
that memantine (an approved drug for the treatment of 
cognitive problems in Alzheimer’s disease) is capable of 
facilitating memory consolidation and reconsolidation 
in 1-day-old chicks.

Xenopus oocytes have also been used to investigate the 
channel forming/regulating properties of other proteins 
involved in Alzheimer’s disease, such as the Presenilins. 
Frank LaFerla and coworkers (Leissring et al., 1999b) 
injected mRNAs encoding normal and mutant forms 
of PSEN1 to show that the M146V mutation increases 
the ability of PSEN1 to potentiate the Ca2+-activated Cl− 
currents evoked by inositol 1,4,5-trisphosphate (IP3). 
Similar effects were also observed for PSEN2 (Leissring 
et al., 1999a). The same laboratory also used Xenopus oo-
cytes to investigate the relationship between PSEN1 pro-
tein and the calcium transporter sarco-/endoplasmic re-
ticulum Ca2+-ATPase (SERCA) and to show that changes 
in SERCA activity could affect Aβ production (Green 
et al., 2008). Xenopus oocytes have also been used to ex-
plore the function of the APP protein. Suh et al. (1996) 
showed the injection of a 105 amino acid residue (aa) C-
terminal fragment of APP directly into oocytes was, ap-
parently, able to form ion channels.

Reductionist approaches to examining the patho-
logical mechanisms behind Alzheimer’s disease (such 
as those mentioned previously) can reveal a great deal 
but more holistic approaches will also be necessary for 
complete understanding. Fascinating work by the labo-
ratory of Ricardo Miledi has shown that cell membranes 
can be extracted from postmortem Alzheimer’s disease 
brains and then injected into Xenopus oocytes (Miledi 
et al., 2004). These membranes incorporate into the plas-
ma membranes of the oocytes and are then available for 
measurement of ion channel activities, etc. Brains that 
have been frozen for many years can, nevertheless, act 
as a source material for membrane analysis. Miledi and 
coworkers used this technique to find reduced activity of 
glutamate receptors in Alzheimer’s brains and they were 
able to show that this was due to relatively decreased 
expression of glutamate receptors in the diseased brains 
(Bernareggi et al., 2007).

In large cells, such as the eggs of Xenopus or zebraf-
ish (or invertebrates, such as Drosophila), the relative vol-
ume of cytoplasm is so great that the nucleus is unable 
to control the cell’s biology. Therefore, after fertilization 
transcription of nuclear genes is not initiated until “mid-
blastoderm transition” when the cytoplasm:nucleus vol-
ume ratio is sufficiently small. Before this time, cell divi-
sion and embryo development are under the control of 
the RNA and protein products of the maternal genome. 

The rapid, successive cleavages that the early embryo 
undergoes are only possible because large quantities of 
these products have been deposited in the egg by the 
mother’s ovary. For this reason, Xenopus eggs can be 
used to examine the structural and regulatory molecular 
machinery involved in the cell cycle. A number of stud-
ies have shown aneuploidy in neurons in Alzheimer’s 
disease brains, especially aneuploidy of chromosome 21 
on which the APP gene resides (Iourov et al., 2009; Ze-
kanowski and Wojda, 2009). Huntington Potter and co-
workers (Borysov et al., 2011) have exploited extracts of 
Xenopus oocytes that can form large numbers of mitotic 
spindles to examine the effects of Aβ42 on spindle forma-
tion and maintenance. They showed that Aβ appears to 
interfere specifically with interactions between mitotic 
kinesins and microtubules, and this would likely also 
lead to aneuploidy in mitotic cells.

The pseudotetraploidy of X. laevis illustrates the vi-
ability of animals with completely duplicated sets of 
chromosomes. Whole genome duplication provides the 
genetic raw material upon which the forces of evolution 
can act to generate organismal diversity and complex-
ity. There is now considerable evidence that vertebrates 
underwent two rounds of whole genome duplication 
early in their evolution such that humans now possess 
four paralogs of many genes only present as singletons 
in invertebrate genomes (Furlong and Holland, 2002). 
One of the advantages of investigating gene function in 
invertebrate species can be the absence of functional re-
dundancy provided by paralogous genes allowing less 
ambiguous definition of mutant phenotypes and gene 
functions.

3.2 Zebrafish

Sequencing of the entire zebrafish genome began in 
2001 and has now been through many rounds of assem-
bly (The Danio rerio sequencing project). The genome is 
extensively annotated and regions of conserved chromo-
somal synteny between humans and zebrafish have been 
defined (Catchen et al., 2011). Since the human (tetrapod) 
and zebrafish (teleost–bony fish) evolutionary lineages 
separated approximately 450 million years ago (Kumar 
and Hedges, 1998), it appears that the teleosts probably 
underwent an additional round of whole genome dupli-
cation followed by considerable loss of gene duplicates 
(Catchen et al., 2011). Thus zebrafish have seven hox gene 
complexes where humans have four and most inverte-
brates have one (Amores et al., 1998). This can compli-
cate the analysis of human disease genes in zebrafish. In 
many cases zebrafish genes are identifiable that are clear 
orthologs of human genes. For example, the Alzheimer’s 
disease-relevant genes PSEN1 and PSEN2 have clear ze-
brafish orthologs psen1 (Leimer et al., 1999) and psen2 
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(Groth et al., 2002), respectively. However, there are 
many Alzheimer’s disease-relevant genes that have “du-
plicate orthologs.” (Strictly speaking such genes must be 
described as paralogs since they evolved by duplication 
within an organism rather than by a speciation event.) 
Thus, zebrafish possesses the genes appa and appb that 
evolved from an ancestral gene that was orthologous to 
human APP (Musa et al., 2001). Similarly, apoea and apoeb 
are related to human APOE (Babin et al., 1997; Woods 
et al., 2005) and mapta and maptb are related to human 
MAPT (tau) (Chen et al., 2009).

The existence of “duplicate orthologs” of human dis-
ease genes in zebrafish can present both problems and 
advantages. Overlapping functions of the duplicates (re-
dundancy) can mean that loss-of-function phenotypes 
are obscured unless the function of both duplicates is 
blocked simultaneously. However, if the duplicates have 
evolved partially nonoverlapping expression patterns 
then manipulation of the function of only one of the du-
plicates can result in phenotypes restricted to particular 
cells or tissues. In some circumstances this may facilitate 
functional analysis (Blader and Strahle, 1998).

Morpholino antisense oligonucleotides (morpholi-
nos) can rapidly and inexpensively provide information 
on the function of genes during zebrafish embryogen-
esis. They are most commonly used to block translation 
of specific mRNAs (Nasevicius and Ekker, 2000). The 
morpholinos are injected into recently fertilized eggs be-
fore the 4-cell stage at which time they can spread into 
all cells though cytoplasmic bridges. (Earlier injection is 
preferable since some translation begins immediately 
upon fertilization.) Morpholinos can generally be as-
sumed to act potently for the first 48 h of development 
before hatching and the effect of a morpholino may last 
longer than 48 h but this must be confirmed for each par-
ticular oligonucleotide. However, the effectiveness and 
specificity of a morpholino should always be thoroughly 
assessed if this information has not previously been pub-
lished. (The Zebrafish Model Organism Database, ZFIN, 
www.zfin.org collates successful morpholino sequences 
from published articles.) Important controls for work 
with morpholinos can include examining phenotypes 
from two or more nonoverlapping morpholinos that 
target the same mRNA, “rescuing” the morpholino-gen-
erated phenotype by injection of an mRNA engineered 
to lack morpholino complementarity and western blot-
ting to demonstrate loss of translation of the endogenous 
mRNA (Eisen and Smith, 2008). Recently, technology has 
been developed for the activation and inactivation of 
morpholinos by light (Deiters et al., 2010).

The recent availability and feasibility of using ge-
nome editing technologies presents an exciting op-
portunity to develop zebrafish genetic models of neu-
rodegenerative diseases, such as Alzheimer’s disease. 

ZFNs, TALENs, and CRISP/Rs have been validated for 
use in the zebrafish and it is inevitable that FAD muta-
tions will be introduced into zebrafish FAD gene ortho-
logs (Hoshijima et al., 2016; Hwang et al., 2013; Schmid 
and Haass, 2013).

An interesting consequence of the widespread use 
of morpholinos to investigate gene function in zebraf-
ish was the observation of noncorrespondence between 
phenotypes produced by morpholino-based interference 
in gene expression versus endogenous gene mutations. 
Many genes that show distinct phenotypes when their 
activity is reduced using morpholinos, (and for which 
the specificity of the phenotype is validated by rescue 
experiments in which artificially synthesized mRNA 
for the gene is injected into embryos), nevertheless, fail 
to show these phenotypes when supposedly null mu-
tations are introduced into the endogenous gene (Kok 
et al., 2015). A fascinating paper by Rossi et al. (2015) ex-
plained this phenomenon by demonstrating that muta-
tions in endogenous genes—but not morpholino inhibi-
tion of gene expression—cause upregulation of related 
genes that compensate for the loss of expression of the 
mutated genes. The basis of this difference in response to 
morpholino- versus mutation-based alterations in gene 
expression is currently unknown. However, this phe-
nomenon provides the opportunity to identify nonmu-
tated genes that can be upregulated to compensate for 
particular disease-causing mutations and so may possi-
bly be exploited to alleviate disease in humans (e.g., by 
identifying drugs that force expression of those nonmu-
tated genes).

3.2.1 Presenilins, γ -Secretase and Manipulation 
of Gene Splicing

Over the last 20 years there has been extensive re-
search into the normal functions of the genes involved in 
Alzheimer’s disease but our understanding is still quite 
limited. The majority of genes involved in human dis-
ease play roles during embryogenesis so analysis of their 
loss-of-function phenotypes in zebrafish can be infor-
mative. Mutations in the human PSEN genes cause the 
majority of early-onset Alzheimer’s disease (mentioned 
previously). In zebrafish embryos, the psen1 and psen2 
genes are ubiquitously expressed (Groth et al., 2002; 
Leimer et al., 1999) as shown by whole mount in situ 
transcript hybridization (WISH) although higher-level 
expression of psen2 was observed in melanocytes (Groth 
et al., 2002). Lardelli and coworkers have used morpholi-
nos to block the translation in embryos of the Psen1 and 
Psen2 proteins. Blockage of Psen1 translation (Nornes 
et al., 2003) causes phenotypes similar to those seen for 
loss of Psen1 in knockout mice (Shen et al., 1997) that are 
thought to reflect loss of Notch signaling. However, un-
like in mice (Steiner et al., 1999), loss of Psen2 function 
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also appears to have major effects on Notch (Nornes 
et al., 2009). The idea that Psen2 shows greater redun-
dancy of function with Psen1 in zebrafish than the ortho-
logs of these genes show in humans/mammals is sup-
ported by the fact that zebrafish lacking psen1 activity 
is viable (Sundvik et al., 2013) while mice lacking Psen1 
activity show an embryonic lethal phenotype similar to 
loss of Notch signaling (Shen et al., 1997). Zebrafish lack-
ing endogenous Psen1 activity could be manipulated 
transgenically to express Presenilin proteins that include 
human Alzheimer’s disease mutations. Note, however, 
that such fish would not strictly model human Alzheim-
er’s disease mutations since the human mutations are 
always observed in a heterozygous state together with 
wild-type alleles. Alternatively, the genome editing tech-
nologies of TALENs and CRISP/Rs could be utilized to 
generate Alzheimer’s disease-like mutations in the en-
dogenous zebrafish psen1 gene and these fish could then 
be studied as heterozygotes.

Relevant to this discussion is the paper by Leimer 
et al. (1999) in which they expressed zebrafish Psen1 pro-
tein in human HEK293 cells and saw an increase in the 
level of Aβ42 produced relative to total cellular Aβ. This 
is similar to observations of Aβ42 production in human 
cells with Alzheimer’s disease mutations in PSEN1 [re-
viewed by Wolfe (2007)]. However, this is not surprising 
since zebrafish psen1, when expressed in human cells, 
can be regarded as equivalent to a human PSEN1 protein 
bearing a large number of missense mutations and small 
in-frame insertions and deletions. Thus, changes in the 
relative level of Aβ42 would be expected.

Interestingly, loss of Psen2 specifically affects the 
production of a particular type of early neuron in the 
developing spinal cord—the dorsal longitudinal as-
cending (DoLA) interneurons. Loss of Psen1 does not 
affect DoLA numbers while loss of Psen2 does (Nornes 
et al., 2009). This observation provided the first in vivo 
bioassay for Psen2 function and was later exploited to 
show functional interaction between Psen1 and Psen2 
[(Nornes et al., 2008) see later].

A fascinating aspect of Alzheimer’s disease mutations 
in the PSEN genes is that, almost without exception, none 
of the over 200 known mutations cause truncation of Pre-
senilin proteins [discussed in Jayne et al. (2016)]. Most of 
the mutations are missense mutations changing amino 
acid residues or internal insertions or deletions that pre-
serve the open reading frame (ORF). Even Alzheimer’s 
disease mutations that affect transcript splicing always 
produce at least one transcript form possessing an ORF 
that includes C-terminal codons [e.g., Dermaut et al. 
(2004)]. We previously attempted to model these PSEN 
splicing mutations in zebrafish embryos by injecting 
morpholinos targeting splice acceptor sites. The intention 
was to cause exon skipping to produce transcripts lack-
ing exons 8 or 9 similar to the effects of the human PSEN1 

L271V (Kwok et al., 2003) and ∆9 (PerezTur et al., 1995; 
Prihar et al., 1996) mutations, respectively. By target-
ing morpholinos to the splice acceptor sites of zebrafish 
psen1 exons cognate with human PSEN1 exons 8 and 9 
we hoped to induce exclusion of these exons. However, 
the predominant products were transcripts that failed to 
splice out introns 7 and 8, respectively. This led to trunca-
tion of the ORF after exons 6 and 7 sequences (Nornes 
et al., 2008). We have also found that a general charac-
teristic of morpholinos that affect splicing is that they si-
multaneously appear to inhibit the process of nonsense 
mediated decay. Thus, aberrant transcripts caused by 
morpholinos can be translated into truncated protein 
molecules that commonly have dominant effects on cell 
biology (Newman et al., 2014). Indeed, for zebrafish psen1 
transcripts we found that truncation of the ORF after ex-
ons 6 and 7 resulted in dominant negative effects on Psen1 
activity (Nornes et al., 2008). By counting DoLA neurons 
in developing zebrafish embryos we were also able to 
observe that these dominant negative effects extended to 
suppression of Psen2 activity (Nornes et al., 2008).

The effects of interfering with splicing either via mu-
tations or using morpholinos can be complex. For exam-
ple, the G183V mutation in the splice donor site of exon 
6 of human PSEN1 (that appears to cause FTD but not 
Alzheimer’s disease) causes formation of a full-length 
transcript that includes the G183V missense mutation 
but also transcripts that lack either exon 6 or exons 6 and 
7 (Dermaut et al., 2004). A morpholino binding over the 
cognate donor site of zebrafish psen1 transcripts causes 
inclusion of intron 5 and/or part of intron 6 (it is not 
known whether these inclusions are simultaneous) 
(Nornes et al., 2008). Therefore, to validate that domi-
nant effects are due to the ORF of a particular splice 
product, it can be useful to attempt to replicate the phe-
notype by injection of an mRNA engineered to encode 
only that ORF. mRNAs for injection into zebrafish em-
bryos are typically synthesized using the pcGlobin2 vec-
tor (Ro et al., 2004) which includes untranslated β-globin 
sequences that stabilize the transcripts. If the relevant 
phenotype only occurs after 24 h, this can be difficult to 
phenocopy using mRNA injection due to the instability 
of the mRNA (Nornes et al., 2008). In such cases it may 
be possible to use transient transgenesis with the Tol2 
vector and a suitable promoter to drive expression of the 
mRNA (Kawakami, 2004). Injection of mRNA encoding 
a psen1 ORF truncated after exon 7 was able to replicate 
the early (24 h postfertilization, hpf) but not later (48 
hpf) phenotypes seen due to injection of a morpholino 
that blocked the splice acceptor site of exon 8 (Nornes 
et al., 2008).

The production of psen1 transcripts with truncated 
ORFs is not irrelevant to understanding Alzheimer’s 
disease. Recently, a first ORF-truncating mutation that 
apparently causes Alzheimer’s disease, K115Efx10, was 
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isolated in the human PSEN2 gene (Jayadev et al., 2010). 
This dinucleotide deletion results in a frameshift and pre-
mature stop codon that putatively truncates the PSEN2 
protein in its first luminal loop. Interestingly, this trun-
cated protein (if it is expressed) would closely resemble 
the PS2V isoform of PSEN2 that is generated in neurons 
under hypoxia and is observed in the brains of people 
with late onset, sporadic Alzheimer’s disease (Sato 
et al., 1999; Smith et al., 2004). We have used mRNA in-
jection into zebrafish embryos to show that the putative 
peptide produced by PSEN2 mutation K115Efx10 can 
stimulate γ-secretase activity and suppress the unfolded 
protein response (UPR) (Moussavi Nik et al., 2015) in a 
manner similar to that observed for PS2V by Sato et al. 
(2001). This suggests that the K115Efx10 mutation that 
truncates PSEN2 may be pathogenic due to stimulation 
of Aβ production from APP and supports increased Aβ 
levels as a common link between K115Efx10 early-onset 
Alzheimer’s disease and late-onset sporadic Alzheim-
er’s disease. Interestingly, by injecting mRNA coding for 
PS2V together with morpholinos blocking translation 
of either endogenous zebrafish Psen1 or Psen2 protein 
we were able to show that PS2V’s action on γ-secretase 
activity requires Psen1 but not Psen2 activity (Moussa-
vi Nik et al., 2015). In this study we also demonstrated 
that zebrafish possess a PS2V-like isoform, PS1IV, that 
is produced from the fish’s PSEN1 rather than PSEN2 
orthologous gene. The molecular mechanism control-
ling formation of PS2V/PS1IV was probably present in 
the ancient common ancestor of the PSEN1 and PSEN2 
genes. Even though human PS2V and zebrafish PS1IV 
have highly divergent structures we were still able to 
demonstrate conserved function, in that PS1IV is also 
able to stimulate γ-secretase activity and suppress the 
UPR under hypoxia. In a recently published study (Ebra-
himie et al., 2016), we used a morpholino to specifically 
block the induction of PS1IV that normally occurs under 
hypoxia. Through analysis of the subsequent microar-
ray data we identified gene regulatory networks that 
are modulated by PS1IV. When PS1IV is absent under 
hypoxia-like conditions, we observed changes in expres-
sion of genes controlling inflammation (particularly spo-
radic Alzheimer’s disease-associated IL1B and CCR5), 
vascular development, the UPR, protein synthesis, cal-
cium homeostasis, catecholamine biosynthesis, TOR sig-
naling, and cell proliferation. Our results imply an im-
portant role for PS2V in sporadic Alzheimer’s disease as 
a component of a pathological mechanism that includes 
hypoxia/oxidative stress.

3.2.2 Other Components of γ-Secretase
In humans, γ-secretase complexes include three com-

ponents other than a PSEN1 or PSEN2 protein. The three 
components are ANTERIOR PHARYNX DEFECTIVE 
1A or 1B encoded by APH1A and APH1B, respectively; 

NICASTRIN encoded by NCSTN and PRESENILIN 
Enhancer 2; C. ELEGANS, HOMOLOG OF encoded by 
PSENEN (previously known as PEN2). Zebrafish appar-
ently possess orthologous genes aph1b (but not aph1a) 
(Francis et al., 2002), ncstn (Lim et al., 2015; Strausberg 
et al., 2002), and psenen (Campbell et al., 2006; Francis 
et al., 2002). Only psenen has been subjected to func-
tional investigation of any depth. Xia’s laboratory used 
a morpholino to block translation of Psenen and saw in-
creased destabilization of Psen1 protein, reduced neuron 
formation and defective somitogenesis as expected for 
the loss of Notch signaling caused by loss of γ-secretase 
activity (Campbell et al., 2006). A similar somatic pheno-
type was seen when translation of Aph1b was blocked 
(Campbell et al., 2006). Interestingly, blockage of Psenen 
translation caused much greater induction of apoptosis 
in developing embryos than blockage of Psen1, Psen2, or 
Aph1b translation and this apoptosis could be blocked 
by simultaneous blockage of p53 translation [indicating 
that induction of the apoptosis was via the p53 pathway 
(Campbell et al., 2006)]. The same laboratory also used 
coinjection of Psenen morpholino and Psenen mRNA 
(engineered to lack the morpholino-binding site) to 
show that the cytosolic loop domain of Psenen was es-
sential to inhibit the caspase-dependent apoptosis seen 
when Psenen expression is lost. They also showed that 
loss of NF-kB function (via blockage of translation of NF-
kB component p65) could block this apoptosis (Zetter-
berg et al., 2006).

3.2.3 Assays for γ-Secretase Activity in Zebrafish
Over 70 proteins are known to be substrates of 

γ-secretase (Lleo and Saura, 2011) and changes in γ-
secretase activity can affect some substrates but not oth-
ers (Wolfe, 2012). There are, as yet, no published assays 
in zebrafish that directly observe γ-secretase cleavage ac-
tivity. To date, analysis of γ-secretase activity in zebrafish 
has exploited changes in the transcription of genes that 
are known to be the downstream target of Notch signal-
ing, such as hairy-related 6 (her6) (Arslanova et al., 2010; 
Bernardos et al., 2005; Campbell et al., 2006) and neuro-
genin1 (neurog1) (Campbell et al., 2006). However, the 
transcriptional control of these genes varies in different 
regions of the embryo (Arslanova et al., 2010; Campbell 
et al., 2006), so it is not informative to use qPCR on whole 
embryos to assay their expression in response to factors 
changing γ-secretase activity. For this reason, changes 
in the expression of Notch target genes are observed 
by in situ transcript hybridization in particular tissues 
(Arslanova et al., 2010; Campbell et al., 2006; Nornes 
et al., 2008). However, in situ transcript hybridization is 
a very difficult technique to use quantitatively since the 
staining of embryos that indicates gene transcription is 
sensitive to fixation conditions, permeabilization, and 
incubation times in reagents, etc.
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Assessment of γ-secretase cleavage of APP in manipu-
lated zebrafish embryos by monitoring of endogenous 
Appa cleavage is difficult since the α- or β-secretase 
cleaved forms of Appa (that are the substrate for γ-
secretase cleavage) cannot be detected before 48 hpf. 
For this reason Wilson and Lardelli (2013) have de-
veloped an assay where a modified fragment of Appa 
(equivalent to the membrane embedded remnant after 
β-secretase cleavage) fused to GFP is expressed in em-
bryos by mRNA injection or transient Tol2 vector trans-
genesis. This construct is coexpressed with free GFP and 
then the ratio of Appa:GFP to free GFP is quantified. Use 
of this assay system has shown that PSEN2 truncated by 
the K115Efx10 mutation boosts APP cleavage in a similar 
manner to PS2V (Moussavi Nik et al., 2015).

3.2.4 Assays for Autophagy in Zebrafish
Recently, it was discovered that Presenilin proteins ap-

parently play a major role in autophagy since they are re-
quired for the acidification of lysosomes (Lee et al., 2010) 
[although another report disputed this Zhang et al. 
(2012a)]. FAD mutants of human PSEN1 are defective 
for this autophagy function. Interestingly, the autopha-
gy function of PSEN1 appears to be dependent on the 
PSEN1 holoprotein rather than on the endoproteolysed 
form of PSEN1 that is active in γ-secretase complexes. An 
inhibitor of γ-secretase also had no effect on autophagy 
(Lee et al., 2010). He et al. (2009), He and Klionsky (2010) 
have shown that autophagy can be analyzed in fish by 
analyzing induction of LC3-II protein (one of the major 
biochemical markers of autophagy) by immunoblotting 
using an antibody against human LC3 that cross-reacts 
with the zebrafish protein. Ganesan et al. (2014) validat-
ed the LC3-II immunoblot autophagy assay in the pres-
ence of chloroquine (a lysosomal proteolysis inhibitor). 
He et al. (2009), He and Klionsky (2010) have also de-
veloped a transgenic zebrafish expressing GFP coupled 
to LC3 that can be used in autophagy assays. The abil-
ity to manipulate Presenilin protein expression and as-
say autophagy in zebrafish might rapidly reveal more 
about the involvement of Presenilins in autophagy and 
how this relates to their other role in γ-secretase activity 
(Ganesan et al., 2014).

3.2.5 APP
For the two zebrafish APP paralogs, appa and appb in 

situ transcript hybridization analysis detects their ex-
pression during embryogenesis after the start of gastru-
lation. By 24 hpf, their transcripts are found in the devel-
oping brain and other tissues with only appb expressed 
in the spinal cord (Musa et al., 2001). The expression of 
these genes has also been examined in other ways. Lee 
and Cole (2007) fused ∼8.5 kb of appb sequence up-
stream of and including the appb promoter to GFP and 
followed this with 5 kb of sequence from the first appb 

intron. They observed expression in neural and other tis-
sues including in developing vasculature (intersomitic 
vessels). The observations of vascular expression did not 
correspond to what had been seen from in situ transcript 
hybridization other than for expression in the dorsal 
aorta (Lee and Cole, 2007). Subsequently, Shakes et al. 
(2008) used GFP-enhancer trapping within a BAC clone 
of appb to analyze transcriptional regulation of this gene. 
In effect, they generated a series of deletions within the 
BAC clone and this was then introduced into zebrafish 
embryos to observe the pattern of GFP expression. They 
did not mention observation of vascular expression but 
they found that an enhancer within intron 1 of appb also 
required sequences far upstream of the gene to generate 
expression resembling that of the endogenous gene.

Recently, Liao et al. (2012) isolated insertions of gene 
traps containing GFP in the appa gene and the related 
gene aplp2. For both genes, the gene traps caused fusions 
to GFP of the extracellular domains of the proteins they 
encode. Interestingly, the fusion proteins of both genes 
were found in vasculature but in situ transcript hybrid-
ization could not detect transcription of these genes in 
endothelial cells of the vasculature. It appears that the 
proteins are synthesized in neuronal tissue but that their 
extracellular domains subsequently accumulate in vas-
culature. This observation suggests that the belief that 
mammalian APP is transcribed in vasculature may be 
inaccurate.

Translation-blocking morpholinos and mRNA injec-
tion into embryos have also been used to analyze the 
function of the zebrafish Appa and Appb proteins. In-
hibition of Appa translation in developing embryos had 
little effect. However, it was demonstrated that Appb is 
required for correct convergent extension cellular move-
ments (Abramsson et al., 2013; Joshi et al., 2009) and 
normal neural development (Song and Pimplikar, 2012) 
with axon outgrowth defects corresponding with cyto-
skeletal organization being observed (Song and Pim-
plikar, 2012). Coinjection of the morpholino blocking 
Appb expression with mRNA encoding human APP 
(that cannot bind the morpholino) rescued the embry-
onic defects and demonstrated the conservation of func-
tion in development between the human and zebrafish 
proteins (Abramsson et al., 2013; Joshi et al., 2009; Song 
and Pimplikar, 2012). Interestingly, the convergent ex-
tension defects could also be rescued by injection of 
mRNA encoding only the extracellular domain of hu-
man APP usually released by α-secretase cleavage but 
not by a larger protein including the transmembrane 
domain but lacking the last 18 C-terminal residues that 
include the EYNPTY motif or by APP containing the 
Swedish mutation (APPSWE). Morpholino knockdown 
studies of appb have also demonstrated the importance 
of Appb in motor neuron patterning and formation 
(Abramsson et al., 2013), neurogenesis, notch signaling, 
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and in the formation of a specific cell type, the Mauthner 
cell, in the developing hindbrain (Banote et al., 2016).

3.2.6 Modeling Aβ Toxicity
The small size of zebrafish embryos and larvae means 

that individuals can be placed in the wells of microti-
ter plates and these then used for screening the effects 
of chemical libraries (Lessman, 2011). This strategy can 
be used to discover therapeutic compounds for disease 
states when these states can be modeled in fish. The am-
yloid hypothesis of Alzheimer’s disease supposes that 
the Aβ peptide or its aggregates can be toxic and so con-
siderable effort has been expended to find compounds 
to suppress Aβ production or to counter this toxicity. To 
date, the only published attempt to generate a transgenic 
model of Aβ toxicity in fish involved expression of Aβ42 
fused to an optimized secretory signal sequence in the 
melanin-containing pigment cells of zebrafish (melano-
phores/melanocytes) using the promoter of the gene 
mitfa (nacre) (Newman et al., 2010). It was hoped that 
this would produce an easily visible but viable pheno-
type of a disrupted surface pigmentation pattern. Unfor-
tunately, a disrupted pattern only became evident after 
16 months by which time the fish were aged adults and 
effectively sterile.

An alternative strategy for observing Aβ toxicity is 
simply to expose developing embryos to Aβ in their 
aqueous support medium. Aβ40 (2.5 µM) caused defective 
development including of the vasculature and acceler-
ated cell senescence (Donnini et al., 2010) as indicated by 
staining for β-galactosidase activity (Kishi et al., 2008). In 
their prion protein (PrP) morpholino knockdown model, 
Sempou et al. (2016) treated 5 hpf embryos with 0.5 µM 
of oligomeric Aβ. It has been reported that PrP transduc-
es neurotoxic signals from Aβ oligomers in Alzheimer’s 
patients through a not well-defined mechanism (Larson 
et al., 2012; Um et al., 2012). The treatment of embryos 
with Aβ oligomers induced biochemical changes consis-
tent with their defined PrP gain-of-function phenotype. 
More recently, Aβ42 peptides were directly injected into 
the 24 hpf zebrafish brain (Nery et al., 2014). At 5 days 
postfertilization (dpf), the injected larvae displayed cog-
nitive deficits (demonstrated via a decreased response 
to avoid an aversive stimulus) and increased Tau phos-
phorylation. These effects were not accompanied by an 
increase in apoptosis and could be reversed by lithium 
treatment. These Aβ toxicity model systems could be 
useful for future pharmacological screening to alleviate 
the observed effects.

3.2.7 Hypoxia
Considerable evidence supports that hypoxia may 

be an important early factor in the etiology of Alzheim-
er’s disease. For example, serum biomarkers of hypoxia 
can differentiate between people with mild cognitive 

impairment (MCI) that progress to Alzheimer’s disease 
and those who do not (Oresic et al., 2011), and Aβ levels 
in serum can be greatly increased after cardiac arrest 
(Zetterberg et al., 2011). Hypoxia causes the electron 
transport chain of mitochondria to increase free radi-
cal production thus producing oxidative stress (Bell 
et al., 2007), and cardiovascular risk factors [that are 
also risk factors for Alzheimer’s disease (Kotze and van 
Rensburg, 2012)] would be expected to affect oxygen-
ation of the brain. Zebrafish are an excellent system for 
analysis of the biological effects of hypoxia [reviewed 
by van Rooijen et al. (2011)] and have been proposed 
as a model for hypoxic–ischemic brain damage (Yu and 
Li, 2011). Zebrafish embryos and adults can be placed 
in water depleted of oxygen, and Moussavi Nik et al. 
(2011) have shown that exposure of embryos and larvae 
to sodium azide can be used to mimic the effects of hy-
poxia. Hypoxia produces changes in the splicing of the 
zebrafish psen1 gene that are functionally equivalent to 
human PS2V formation (Moussavi Nik et al., 2015), and 
Moussavi Nik et al. (2012) showed that, as in humans, 
the zebrafish psen1, psen2, appa, appb, genes as, well 
as bace1 (that encodes β-secretase) are upregulated by 
hypoxia in larvae and adult brain. This supports that 
production of Aβ is a protective response to hypoxia al-
though Aβ itself has not yet been detected in zebrafish. 
Interestingly, this study showed that F2-isoprostanes 
(caused by peroxidation of arachidonic acid) are not 
suitable as a marker for oxidative stress in zebrafish 
because of the much lower levels of arachidonic acid 
in zebrafish compared to mammals. Upregulation of 
catalyse gene expression is an alternative marker of oxi-
dative stress (Jin et al., 2011; Moussavi Nik et al., 2012; 
Tseng et al., 2011).

3.2.8 APOE
The APOEε4 allele is the main genetic risk factor for 

late-onset, sporadic Alzheimer’s disease. According to 
Genin et al. (2011), APOE should be considered “a major 
[Alzheimer’s disease] gene with semidominant inheri-
tance.” APOE activity is important for clearance of Aβ 
from the brain [reviewed in Huang and Mucke (2012)] 
and recent evidence suggests that the pathological ε4 al-
lele may undermine blood–brain barrier integrity (Bell 
et al., 2012). In zebrafish, the apoe genes, apoea and apoeb, 
have been analyzed in a variety of contexts. Both apoea 
(Raymond et al., 2006) and apoeb (Pujic et al., 2006) show 
expression in the developing retina and in the yolk syncy-
tial layer of the developing zebrafish. Expression of apoeb 
has also been observed in a variety of other tissues/cell 
types, such as microglial cells (Veth et al., 2011), develop-
ing fins, and epidermis (Monnot et al., 1999; Tingaud-
Sequeira et al., 2006), macrophages (Lien et al., 2006), 
liver, intestine, and ovary (Levi et al., 2012). Expression 
of apoeb has also been observed in regenerating fin tissue 
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(Monnot et al., 1999). Although little research on APOE 
function in zebrafish has been performed to date, zebraf-
ish lend themselves to analysis of vascular development 
and function, for example, through the existence of GFP-
labeled vasculature, such as provided by fli1a:EGFP 
transgenic fish (Lawson and Weinstein, 2002), so we ex-
pect to see future work in this area.

3.2.9 MAPT/tau
Alzheimer’s disease is classed as a tauopathy and Bai 

and Burton (2011) have previously discussed the use of 
zebrafish to analyze this class of diseases. The same labo-
ratory has successfully used the promoter of the enolase2 
gene, eno2, to drive expression of a human MAPT gene 
encoding 4 tubulin-binding repeats (R), MAP-Tau4R, in 
neurons (Bai et al., 2007) at levels eightfold higher than 
in human brain. Since changes in the ratio of 3R to 4R 
isoforms of MAPT may be important in some tauopa-
thies (Liu and Gong, 2008), such overexpression of a 
single isoform might generate pathological states. An-
other example of MAPT overexpression was the work by 
Paquet et al. (2009) in which cDNA encoding a mutant 
form of human MAPT associated with FTD, TAU-P301L, 
was expressed in zebrafish neurons using a binary and 
bidirectional transgenic system. A HuC promoter was 
used to drive expression of a Gal4:VP16 fusion protein 
and this protein then bound to UAS sites in a bidirec-
tional promoter transcribing a fluorescent marker pro-
tein gene (DsRed) and the TAU-P301L transgene. This 
transgenic system is only active in the progeny of fish 
bearing Gal4:VP16 when these are mated with fish bear-
ing the TAU-P301L transgene. This allows the separate 
transgenic lines to survive when the combined action of 
the two transgenes causes a neurodegenerative pheno-
type. The system is also notable for the fact that the neu-
rons expressing the TAU-P301L transgene could easily 
be identified due to the coexpression of DsRed in those 
cells. Paquet et al. were able to use the neurodegenera-
tive phenotype to test the efficacy of inhibitors of GSK-
3β that phosphorylate the mutant human TAU in this 
system. They also exploited the system to investigate 
whether they could observe any ameliorative effect of 
the compound methylene blue (van Bebber et al., 2010) 
that has been proposed to be possibly efficacious in treat-
ing Alzheimer’s disease [reviewed by Oz et al. (2009)]. 
They did not observe any ameliorative effects of methy-
lene blue on their transgenic system. Note that, since no 
comparison was made between the phenotype caused 
by expression of nonmutant versus mutant MAPT in 
the fish, it is not certain whether the neurodegenerative 
phenotype observed is due to the P301L mutation or to 
overexpression of the human protein, or both. There was 
also no attempt to quantify the expression of the human 
protein relative to the expression of the endogenous ze-
brafish mapt genes.

The transient expression of tau-GFP (zebrafish and 
human) under the control of the HuC promoter in ze-
brafish embryos also results in high levels of neuronal 
death (Wu et al., 2016). Treatment of these embryos with 
either signaling factors (Bcl2-L1, Nrf2, and GDNF) or 
chemical compounds exhibiting antiapoptotic, antioxi-
dative, or neurotrophic effects can prevent the tau-GFP 
neuronal cell death. This transient tau-GFP system could 
be used to discover novel drugs against tauopathies.

GWAS have identified PICALM as a locus associated 
with increased Alzheimer’s disease risk. In experiments 
performed in HeLa cells, Moreau et al. (2014) demon-
strated that PICALM modulates autophagy and alters 
the clearance of tau (a known autophagy substrate). 
They confirmed this function of PICALM in vivo, using 
zebrafish transgenic tau models. In their first model, they 
generated an expression construct comprising a green-
red photoconvertible fluorescent protein fused to human 
tau that was mosaically expressed in the epithelial and 
muscle cells of the zebrafish. Mosaic tau zebrafish were 
imaged before and after photoconversion to determine 
the clearance of the photoconverted red fluorescently 
tagged tau protein. They confirmed that tau clearance is 
predominantly mediated by autophagy (through immu-
noblotting for LC3 levels). Subsequent overexpression 
of PICALM in the mosaic zebrafish reduced clearance 
of Tau through inhibition of autophagy. In their second 
model, they examined the effect of PICALM overexpres-
sion on tau toxicity in transgenic zebrafish expressing 
EGFP-tagged human tau under the control of the rho-
dopsin promoter that drives expression in the rod photo-
receptors (rho:GFP-tau). Through comparisons to trans-
genic zebrafish expressing rho:GFP (i.e., no tau), they 
demonstrated neurodegeneration through an increase in 
apoptotic cells in the retina of the rho:GFP-tau zebraf-
ish. Overexpression of PICALM specifically in the pho-
toreceptors (through electroporation of PICALM DNA) 
resulted in an acceleration of the neurodegeneration pre-
viously observed and in increased tau phosphorylation 
in the rho:GFP-tau zebrafish only. Rapamycin treatment 
of rho:GFP-tau zebrafish was able to rescue photorecep-
tor degeneration in the unelectroporated eyes but not in 
the PICALM electroporated eyes suggesting that the ef-
fect of PICALM on tau toxicity is autophagy dependent. 
This study is an excellent example of how the zebrafish 
model can be utilized to answer specific questions about 
the mechanisms behind Alzheimer’s disease in an in 
vivo setting. Their zebrafish models provided support 
for the demonstrated mechanistic link of an Alzheimer’s 
disease GWAS risk factor (PICALM) with tau accumula-
tion and autophagy.

The zebrafish genes mapta and maptb were identified 
by Chen et al. (2009) who noted their similar but not 
completely overlapping patterns of expression in de-
veloping embryos. In particular, only maptb is strongly 
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expressed in the trigeminal ganglion and dorsal sen-
sory neurons of the developing spinal cord during em-
bryogenesis. Interestingly, mapta is expressed as 4R–6R 
isoforms while maptb is predominantly expressed as 
3R isoforms. This suggests that manipulation of the 
expression of these two genes may be informative for 
understanding the role of the 3R:4R ratio in tau patho-
genesis and this contrasts with the mouse which mainly 
expresses 3R forms of Mapt. In unpublished work, Chen 
et al. have shown that manipulation of mapta and maptb 
expression can cause abnormalities in axonogenesis 
from the trigeminal ganglion. We have assessed the 
splicing of transcripts of the mapt genes in the adult ze-
brafish brain under hypoxic conditions. We find that hy-
poxia causes increases in the mapta and maptb transcript 
isoforms, particularly the 6R and 4R isoforms of mapta 
and maptb, respectively. Expression of the zebrafish or-
tholog of human TRA2B, tra2b (that encodes a protein 
that binds to MAPT transcripts to regulate splicing), 
was reduced under hypoxic conditions, similar to ob-
servations in Alzheimer’s disease brain. Overall, these 
findings indicate that hypoxia can alter splicing of ze-
brafish MAPT coorthologs promoting formation of lon-
ger transcripts and possibly generating Mapt proteins 
more prone to hyperphosphorylation. This supports the 
use of zebrafish to provide insight into the mechanisms 
regulating MAPT transcript splicing under conditions 
that promote neuronal dysfunction and degeneration 
(Moussavi Nik et al., 2014).

3.2.10 The Future for Zebrafish Models
Whether the zebrafish can be employed to model a 

late-onset disease like Alzheimer’s disease is debatable 
since zebrafish have a profound capacity for regenera-
tion and this must impact on the development of neu-
rodegenerative phenotypes. Neurogenesis in the adult 
zebrafish brain is much more abundant than is observed 
in mammals (Kizil et al., 2012), consequently making 
analysis of neuronal loss difficult. However, zebrafish 
do have high physiological and genetic homology with 
humans and a similar central nervous system with many 
behaviors being evolutionarily conserved between ze-
brafish and mammals. As discussed by Kalueff et al. 
(2014), the zebrafish is an emerging model for studying a 
number of complex brain disorders.

Even though the zebrafish has primarily been used to 
analyze how genes involved in human disease play roles 
during early zebrafish development; the zebrafish adult 
brain is becoming increasingly used to investigate Al-
zheimer’s disease. For example, assessment of embryo 
lead exposure on latent neurological alterations was ana-
lyzed in 12-month-aged zebrafish brains (Lee and Free-
man, 2016). Microarray analysis of these brains revealed 
female-specific gene expression changes in the Alzheim-
er’s disease-related genes APP, APOE, and SORL1. This 

group also demonstrated gender-specific expression 
changes in Alzheimer’s disease-related genes in un-
treated zebrafish (Lee et al., 2016). Female adult brains 
showed an upregulation of appa, appb, and psen1, and a 
downregulation of apoea and apoeb in 12-month brains 
compared to 6-month brains. This was not observed in 
male adult fish brains. Furthermore, Nada et al. (2016) 
proposed that they had developed a drug-induced Al-
zheimer’s disease zebrafish model by using okadaic 
acid. Although these drug exposure models still require 
further validation, it demonstrates the potential utility of 
the adult zebrafish.

The zebrafish provides unique advantages for mod-
eling single FAD mutations and for transcriptomic and 
proteomic analysis of gene expression in mutant brains. 
Single, whole brains provide sufficient RNA or protein 
for “omics” analyses. The genetic noise that influences 
human brain transcriptome analyses due to genetic 
and environmental variation can be greatly reduced 
by analyzing multiple inbred sibling zebrafish raised 
in the same tank. Furthermore, zebrafish larvae are the 
most versatile available vertebrate model system for the 
screening of chemical libraries to find candidate drugs 
to treat disease (Rennekamp and Peterson, 2015). There-
fore, the development and subsequent analysis of FAD 
genetic zebrafish models will potentially reveal under-
lying causes of Alzheimer’s disease and also open up 
new pathways to the development of anti-Alzheimer’s 
disease drugs.

4 MAMMALIAN MODELS OF 
ALZHEIMER’S DISEASE

Invertebrates provide us with excellent opportuni-
ties to decipher the biochemical roles of genes and the 
implications of genetic mutations in a minimalistic sys-
tem. Nonmammalian vertebrates enable deciphering of 
the roles of these genes in disease pathogenesis in rela-
tively simplistic and highly manipulable systems. How-
ever, neurodegeneration related to specific human dis-
eases is not a global event and initiates in specific brain 
compartments. For example, FTD is characterized by 
prominent neurodegeneration in temporal and/or fron-
tal lobes of the brain (Rabinovici and Miller, 2010), while 
neurodegeneration in Alzheimer’s disease is located to 
hippocampus, forebrain, and cortex (Bilbul and Schip-
per, 2011). Thus nonmammalian vertebrates with sim-
pler brain structures cannot faithfully emulate the neuro-
degeneration observed in human disease. Furthermore, 
although studies of the cognitive abilities of nonmam-
malian vertebrates have gained traction in recent years 
(Marder, 2002), they are yet not very well established. 
Thus, in some situations, higher order vertebrates with 
greater homology to human physiological processes and 
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anatomical structures can be more appropriate for neu-
rodegenerative disease modeling.

The obvious choice to model human neurodegenera-
tion would be the genetically proximal and anatomi-
cally similar nonhuman primates (NHP). NHPs have 
similar brains, cellular metabolomics, and share many 
of the physiological and behavioral characteristics of 
humans (Chan, 2004; Lane, 2000). In addition, NHPs 
show similar age-related cognitive impairment (Joly 
et al., 2014; Nagahara et al., 2010) and cerebral pathol-
ogy as observed in human aging (Heuer et al., 2012; 
Ndung’u et al., 2012), thus NHPs can serve as a model 
for spontaneous disease development. However, the 
high costs associated with maintenance of NHPs make 
large-scale studies prohibitive. In addition, currently 
it is difficult to generate transgenic NHPs, limiting the 
use of NHPs in modeling human neurodegeneration 
(Chen et al., 2012a). Nevertheless, NHPs have been em-
ployed as an intermediary animal model when trans-
lating research from rodent models to humans (Verdier 
et al., 2015) [for a review on NHPs see Camus et al. 
(2015), Huang et al. (2016)]

In contrast to NHPs, mammalian rodent models are 
more amenable to transgenic techniques, easier to main-
tain, cost effective, and have a relatively short life span. 
Although, in comparison to NHPs, rodents are geneti-
cally distant to humans, in terms of evolutionary his-
tory they are more closely related to humans than the 
nonmammalian vertebrates (Jucker, 2010), and they 
can show gene expression profiles similar to humans 
(Chan et al., 2009; Strand et al., 2007; Zheng-Bradley 
et al., 2010).

Mouse models currently are the most popular choice 
for modeling Alzheimer’s disease, as mouse transgenic 
techniques are well established (Doyle et al., 2012) (en-
abling easy generation of transgenic mice). Mice also 
have a shorter life span (enabling quick assessment of 
experiments), have multiple progeny (enabling quick 
transgenic family expansion), with a relatively short 
gestation period of ∼21 days (enabling large-scale and 
generational studies). Their husbandry and mainte-
nance costs are also lower than for other mammals. 
Thus mouse models can be more suitable and practical 
for modeling human neurodegeneration (Leung and 
Jia, 2016). In addition, the cognitive abilities of rodent 
models have been very well characterized and faith-
fully emulate neurodegeneration along with associated 
cognitive and behavioral changes (Webster et al., 2014). 
Murine models of Alzheimer’s disease have played 
an important role in providing significant insight into 
mechanisms underlying the amyloid hypothesis and 
are the most commonly used in vivo tool for screen-
ing in preclinical drug trials. However, it must be noted 
that rodents themselves are poor natural models of 
Alzheimer’s disease and do not exhibit pathological 

hallmarks of the disease, partly due to differences to 
human Aβ and tau species and aggregation states of 
these proteins. Thus, transgenic mice expressing hu-
man genes have been employed to study familial Al-
zheimer’s disease-related mutations in genes involved 
in Aβ metabolism (i.e., APP and/or the PSEN genes) 
and/or tau (MAPT). These transgenic mice have been 
generated using both random transgene integration 
and knock-in techniques. In addition, knockout mod-
els have also been used to examine the implications 
of certain Alzheimer’s disease-related genes, such 
as PSEN1/2, APOE, and BACE (see later) in disease 
pathogenesis.

While murine models have been assumed to be ex-
cellent models of autosomal dominant familial forms of 
Alzheimer’s disease, their relevance to the more com-
mon, sporadic, late-onset form of the disease has been 
more contentious. Although genetic predisposition is 
associated with sporadic Alzheimer’s disease, environ-
mental, metabolic, and lifestyle risk factors are thought 
to play a more important role in disease pathogenesis 
(Chakrabarti et al., 2015; Piaceri et al., 2013; Stozicka 
et al., 2007). Further limitations to murine models of 
Alzheimer’s disease include levels of transgene expres-
sion (Epis et al., 2010), variations due to genetic back-
ground (Lehman et al., 2003a), and the presence of both 
human and endogenous murine Aβ and tau confound-
ing the interpretation of results (Howlett and Richard-
son, 2009). Thus to investigate pathogenesis of sporadic 
Alzheimer’s disease, there is an increasing interest in 
developing nontransgenic animal models for Alzheim-
er’s disease.

In addition to NHPs, other higher mammalian mod-
els have been investigated for Alzheimer’s disease re-
search as alternatives to the mouse and rat. Polar bears, 
dogs, and dolphins have all been reported to exhibit 
age-related pathological features, such as amyloidosis, 
neuronal-fibrillary deposition, and cognitive deficits 
similar to humans (see later). The obvious disadvan-
tages of these animals are difficulty of maintenance 
and the length of time (years to decades) before pathol-
ogy is observed. Smaller nontransgenic animal models, 
such as guinea pigs and rabbits are alternatives. Like 
mice and rats, guinea pigs and rabbits are experimen-
tally amenable but, unlike mice or rats, they show 
higher sequence conservation to humans in important 
Alzheimer’s disease-associated genes and their Aβ se-
quence is identical to that of humans. The subsequent 
section details the characteristics of the most commonly 
utilized transgenic mouse models for Alzheimer’s dis-
ease and relevant knock-in and knockout models. Limi-
tations of these mouse models and the growing interest 
in utilizing nontransgenic models as a more represen-
tative model for sporadic Alzheimer’s disease will also 
be discussed.
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4.1 Transgenic Rodent Models

4.1.1 Transgenic Mouse Models
The major attribute that has established the mouse 

as a mainstream model in Alzheimer’s disease research 
is its ability to be genetically manipulated using well-
developed transgenic technologies. Various transgenic 
techniques have been employed to investigate the role 
of autosomal dominant Alzheimer’s disease mutations 
in mice. In contrast, although rats are more amenable 
to surgical interventions and cognitive training and are 
more relevant to human disease from a neuropsycho-
logical perspective, transgenic techniques are still under 
development.

Both random and targeted transgenic methods have 
been used to develop Alzheimer’s disease transgenic 
models. In the former case, FAD-associated mutations 
are introduced to the existing murine genetic background 
(i.e., with the murine endogenous gene expressing si-
multaneously), using either small cDNA-based expres-
sion constructs or artificial chromosomes. Small cDNA-
based transgenic models are most commonly driven 
by a strong neural-specific promoter, such as the plate-
let derived growth factor-beta (PDGP) promoter (Hsia 
et al., 1999; Mucke et al., 2000), hamster prion promoter 
(PrP) (Borchelt et al., 1996; Chishti et al., 2001; Hsiao 
et al., 1996), or thymocyte antigen promoter (Thy1.2) 
(Lewis et al., 2000; Richards et al., 2003) which allow ∼3- 
to 30-fold overexpression of the Alzheimer’s disease-
associated transgene (depending on the promoter ap-
plied and genetic background) (Jankowsky et al., 2005). 
Regionally restricted promoters, such as the calcium 
calmodulin kinase II (CamKII) promoter (forebrain-
specific expression) have also been used (Jankowsky 
et al., 2005). The development of artificial chromosome-
based technology has allowed the introduction of trans-
genes incorporating large genomic fragments (including 
the cis-acting elements required to regulate gene expres-
sion) into models. The transgenes are thus expressed un-
der the control of “native” promoters and transcriptional 
effectors, which can recapitulate more closely the normal 
expression patterns of the endogenous gene.

The development of sophisticated gene-targeting 
technologies underpinned the use of the transgenic 
mouse as the dominant organism for modeling Al-
zheimer’s disease. These powerful technologies allowed 
reproduction of the disease features by engineering of 
existing endogenous genomic loci rather than introduc-
tion of exogenous genes. Knockout models have been 
generated to examine the null phenotypes of particular 
Alzheimer’s disease-related genes, such as PSEN1 (De-
wachter et al., 2002; Shen et al., 1997), PSEN2 (Herreman 
et al., 1999), APOE (Piedrahita et al., 1992), and BACE 
(Cai et al., 2001). Chimeric models expressing human Al-
zheimer’s disease-associated mutations have also been 

generated (Jankowsky et al., 2005; Reaume et al., 1996). 
In these models, key sequences of Alzheimer’s disease-
related genes were “humanized” and FAD-associated 
mutations were introduced by targeted point mutation. 
In such models, the mouse genome remains mostly un-
changed except for one or more mutated amino acids. 
This form of model avoids potential problems resulting 
from gene overexpression, disrupted spatial and tempo-
ral expression, and coexistence of endogenous ortholo-
gous genes as seen in other transgenic models. However, 
the introduction of multiple simultaneous mutations 
into a genetic locus can still, potentially, confound analy-
sis. Later, we discuss some of the mouse models that ex-
press Alzheimer’s disease-relevant genes including APP, 
PS1, tau, apoE, or BACE.

4.1.2 Transgenic APP Models
Modeling of Alzheimer’s disease in transgenic mice 

has been pursued largely under the influence of the am-
yloid hypothesis, whereby Aβ aggregation is a pivotal 
event in the disease pathogenesis driving neurodegen-
eration. However, initial attempts to recapitulate cere-
bral amyloid accumulation through overexpression of 
wild-type APP were of little success. Although a number 
of strategies were pursued (Fukuchi et al., 1996; Lamb 
et al., 1993; Neve et al., 1996), overexpression of wild-
type APP did not result in cerebral deposition of amyloid 
plaques and cognitive deficits, or overt neuronal loss. 
Attention was rapidly redirected into the generation of a 
mouse model expressing FAD-causing mutations.

4.1.3 cDNA-Based Transgenic APP Models
The first success in developing a transgenic FAD-

based model came from Games et al. (1995), who gener-
ated the PDAPP mouse. In this model, the APP Indiana 
mutation (V717F) was driven by a strong neuronal-
specific PDGF promoter. Under the regulation of such a 
highly active promoter, the transgenic APP level was ap-
proximately 10-fold higher than that of the endogenous 
mouse APP. The Indiana mutation results in high Aβ42 
production and age-dependent accumulation of Aβ. In 
heterozygous mice, deposition of human Aβ begins at 
6–9 months in the hippocampus, corpus callosum, and 
cerebral cortex. Condensed thioflavin S-positive senile 
plaques resembling those seen in Alzheimer’s disease 
brains were seen after 9 months. Although widespread 
neuronal loss was absent, impairments in spatial mem-
ory and object recognition in young PDAPP mice were 
reported (Chen et al., 2000; Dodart et al., 1999; Huitron-
Resendiz et al., 2002).

Similarly, the Tg2567 mouse was generated by over-
expression of a human APP gene containing the Swedish 
mutation (KM670, 6711L) transcribed from the PrP pro-
moter. The Swedish mutation is located on the N-termi-
nal flanking region of the Aβ, and results in an increase 
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in Aβ40 and Aβ42 (Haass et al., 1995). In the Tg2567 
mouse, the expression level of the mutant human APP 
was elevated more than fivefold above the endogenous 
mouse APP. In the brains of these mice the Aβ40 and Aβ42 
peptides accumulate in an age-dependent manner. De-
position of amyloid plaques commences at 11–13 months 
in frontal, temporal cortex, hippocampus, presubiculum, 
subiculum, and cerebellum in a pattern reminiscent of 
that seen in human Alzheimer’s disease. The mice dem-
onstrated memory impairments and deficits in long-term 
potentiation typical of neuronal dysfunction. However, 
neuronal loss was not evident (Hsiao et al., 1996). Ad-
ditionally, cerebrospinal fluid (CSF) Aβ42 levels were re-
duced with the formation of amyloid plaques (Kawara-
bayashi et al., 2001), resembling the scenario that occurs 
in Alzheimer’s disease patients (Blennow et al., 2006). 
Due to these characteristics, the Tg2567 line has been 
widely used in Alzheimer’s disease research and for 
the preclinical evaluation of potential therapeutics. This 
mouse model also has been commonly used to cross 
with other transgenic mice containing mutations in PS1 
or tau to accelerate amyloid deposition or generate mice 
containing both senile plaques and NFTs (discussed fur-
ther subsequently).

Additional APP transgenic models have been gen-
erated using strategies similar to that implemented 
for generation of the PDAPP and Tg2567 lines, where 
cDNA-based single or double FAD APP mutants were 
overexpressed by a neuronal-specific promoter. These 
models often exhibit high expression of the human FAD 
APP mutation, Aβ accumulation, and deficits in spatial 
and learning memory. However, the phenotypic features 
differed based on different mutations under investiga-
tion, the promoter used for expression, and the genetic 
background of the mouse line. For example, whereas 
the PDAPP line shows accumulation of Aβ42, plaques in 
the Tg2567 line are mostly comprised of Aβ40 (Johnson-
Wood et al., 1997; Kawarabayashi et al., 2001). Similarly, 
in transgenic lines harboring the Dutch (APPE693Q) mu-
tation, more extensive accumulation of Aβ in cerebral 
blood vessels in the form of cerebral amyloid angiopathy 
(CAA) and cerebral hemorrhage were reported (Herzig 
et al., 2004). While it is beyond the scope of this chapter 
to discuss every model, a brief summary of the charac-
teristics of the more commonly used transgenic lines can 
be found in Table 40.3.

The cDNA-based transgenic lines provide a valu-
able system to replicate human cerebral amyloidosis in 
mice and have demonstrated cognitive deficits associ-
ated with accumulated Aβ. However, these models do 
not accurately reflect the pathologic condition of human 
FAD possibly due to the heterologous regulation and 
overexpression of APP and FAD mutant APP, which de-
viate considerably from the human conditions. To over-
come these issues, transgenic mice have been created 

whereby an APP transgene is under the control of a 
native mouse promoter.

4.1.4 YAC/BAC-Based Models
Yeast artificial chromosomes (YACs) and BACs can 

accommodate large gene inserts including distant 
regulatory elements and, unlike cDNA-based expres-
sion systems, allow for a more spatial and temporally 
controlled expression of transgenes. Both YACs (Lamb 
et al., 1993, 1997) and BACs (Chiocco et al., 2004) have 
been used to express wild-type and clinical mutants of 
APP in mice. Using these artificial chromosome tech-
nologies, transgenic mice containing either the Swed-
ish (swe) and/or London (lon) mutations were created 
where a more specific and accurate spatial and tempo-
ral expression of mutant APP was observed. In a trans-
genic mice referred to as J1.96 (containing human APP 
with both the Swedish and London mutations), a single 
copy of the APPswe/lon mutation was detected and the 
transcriptional expression of this transgene was similar 
to that of endogenous mouse APP. Expression levels of 
the full-length APP protein remained steady, but levels 
of the C-terminal fragment (C99) and Aβ42 peptide in-
creased twofold over that generated in a transgenic line 
expressing human wild-type APP (Py8.9) using the same 
strategy (Lamb et al., 1997).

In another mouse model containing the human AP-
Pswe mutation (R1.40), multiple copies of the transgene 
were identified and resulted in two- to threefold over-
expression of the mutant APP. While the expression of 
full-length APP was constantly threefold above that of 
endogenous APP, the ratio of β/α-cleaved C-terminal 
APP fragments was dramatically increased. The lev-
els of both Aβ40 and Aβ42 were proportionally elevated, 
providing in vivo evidence that the Swedish mutation 
facilitates β-site cleavage and that the London mutation 
is able to shift the γ-site toward the 42 aa form of Aβ 
(Lamb et al., 1997). Comparisons with the cDNA-based 
transgenic mouse line Tg2567 revealed that both APP 
holoprotein expression and Aβ production in the R1.40 
line was much lower in the hippocampus. Abundant 
Aβ deposition in the hippocampus was detected in the 
Tg2567 line at 13.5 months but not in the R1.40 mouse at 
the same age. In the cortex, the level of Aβ40 was similar 
in both lines, although a significantly higher level of full-
length APP was expressed in Tg2567. In the homozygous 
R1.40 line, Aβ deposition occurred primarily in the fron-
tal cortex at 13–16 months and spreads into hippocam-
pus with age. Unlike the Tg2567 mouse line, cognitive 
deficits were not observed in both the J1.96 and R1.40 
lines (Lehman et al., 2003b). Overall these results suggest 
that although the YAC/BAC-based systems allow more 
specific and accurate spatial and temporal expression of 
mutant APP, greater amyloid deposition and cognitive 
deficits are achieved by using heterologous promoters. 
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TABLE 40.3  Examples of Transgenic Mouse Models

Line Transgene/promoter
Age of plaque 
onset (months) CAA NFTs Behavioral phenotype References

PDAPP APP717I minigene/PDGF-β 6–8 * — Impaired spatial memory 
(3–4 months)

Cued fear conditioning 
(11 months)

Games et al. 
(1995)

Tg2576 huAPPswe/hamster PrP 9–11 * — Memory deficits (9–10 
months)

Hsiao et al. (1996)

TgCRND8 APPSweI/hamster PrP 3 * — Impairment in acquisition 
and reversal learning (3 
months)

Chishti et al. 
(2001)

TgArcSwe huAPPArcSwe/Thy1 6 * — Spatial learning deficits 
(4–8 months)

Lord et al. (2006)

APPDutch huAPP751D/Thy1.2 22–25 *** — nr Herzig et al. 
(2004)

R1.40 APPSwe gene/YAC 14 * — nr Lamb et al. (1997)

APPV642IKI APPL/knock-in — — — Long-term memory 
significant deficits. 
Acquisition of spatial 
memory slightly 
affected, short-term 
working memory 
preserved

Kawasumi et al. 
(2004)

TgAPPSwe-KI humanized Aβ and Swe 
mutation/knock-in

— — — nr Reaume et al. 
(1996)

APPswe2576/
TauJNPL3

APPswe(Tg2576)
xTau4RP301L(JNPL3)

9–11 * *** Motor disturbances 
(4.5–6.5 months)

Lewis et al. (2001)

5XFAD huAPPsweFL,PSEN1M146L, 
L286V/exon2 of mThy1

2 nr — Spatial learning deficit 
(4–5 months)

Oakley et al. 
(2006)

3XTg APPSwe/TauP301L/Thy1.2x 
PS1M146VKI

6 * *** Cognitive impairment 
(4 months)

Oddo et al. (2003)

CAA, Cerebral amyloid angiopathy; NFTs, neurofibrillary tangles.
Chishti, M.A., Yang, D.S., Janus, C., Phinney, A.L., Horne, P., Pearson, J., et al., 2001. Early-onset amyloid deposition and cognitive deficits in transgenic mice 
expressing a double mutant form of amyloid precursor protein 695. J. Biol. Chem. 276 (24), 21562–21570.
Games, D., Adams, D., Alessandrini, R., Barbour, R., Berthelette, P., Blackwell, C., et al. 1995. Alzheimer-type neuropathology in transgenic mice overexpressing 
V717F beta-amyloid precursor protein. Nature 373 (6514), 523–527.
Herzig, M.C., Winkler, D.T., Burgermeister, P., Pfeifer, M., Kohler, E., Schmidt, S.D., et al., 2004. Abeta is targeted to the vasculature in a mouse model of hereditary 
cerebral hemorrhage with amyloidosis. Nat. Neurosci. 7 (9), 954–960.
Hsiao, K., Chapman, P., Nilsen, S., Eckman, C., Harigaya, Y., Younkin, S., et al., 1996. Correlative memory deficits, Abeta elevation, and amyloid plaques in 
transgenic mice. Science 274 (5284), 99–102.
Kawasumi, M., Chiba, T., Yamada, M., Miyamae-Kaneko, M., Matsuoka, M., Nakahara, J., et al., 2004. Targeted introduction of V642I mutation in amyloid precursor 
protein gene causes functional abnormality resembling early stage of Alzheimer’s disease in aged mice. Eur. J. Neurosci. 19 (10), 2826–2838.
Lamb, B.T., Call, L.M., Slunt, H.H., Bardel, K.A., Lawler, A.M., Eckman, C.B., et al., 1997. Altered metabolism of familial Alzheimer’s disease-linked amyloid 
precursor protein variants in yeast artificial chromosome transgenic mice. Hum. Mol. Genet. 6 (9), 1535–1541.
Lewis, J., Dickson, D.W., Lin, W.L., Chisholm, L., Corral, A., Jones, G., et al., 2001. Enhanced neurofibrillary degeneration in transgenic mice expressing mutant tau 
and APP. Science 293 (5534), 1487–1491.
Lord, A., Kalimo, H., Eckman, C., Zhang, X.Q., Lannfelt, L., Nilsson, L.N., 2006. The Arctic Alzheimer mutation facilitates early intraneuronal Abeta aggregation and 
senile plaque formation in transgenic mice. Neurobiol. Aging 27 (1), 67–77.
Oakley, H., Cole, S.L., Logan, S., Maus, E., Shao, P., Craft, J., et al., 2006. Intraneuronal beta-amyloid aggregates, neurodegeneration, and neuron loss in transgenic 
mice with five familial Alzheimer’s disease mutations: potential factors in amyloid plaque formation. J. Neurosci. 26 (40), 10129–10140.
Oddo, S., Caccamo, A., Shepherd, J.D., Murphy, M.P., Golde, T.E., Kayed, R., et al., 2003. Triple-transgenic model of Alzheimer’s disease with plaques and 
tangles: intracellular Abeta and synaptic dysfunction. Neuron 39 (3), 409–421 (Comparative Study Research Support, Non-US Gov’t Research Support, 
US Gov’t, PHS).
Reaume, A.G., Howland, D.S., Trusko, S.P., Savage, M.J., Lang, D.M., Greenberg, B.D., et al., 1996. Enhanced amyloidogenic processing of the beta-amyloid 
precursor protein in gene-targeted mice bearing the Swedish familial Alzheimer’s disease mutations and a “humanized” Abeta sequence. J. Biol. Chem. 271 (38), 
23380–23388.
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The reason(s) for the differences in Aβ deposition and 
cognitive state in these two transgenic lines harboring 
the same FAD mutations are not clear. One possible ex-
planation may be the region-specific regulation of dif-
ferent promoters and the distinct transcriptional profile 
of the mutant human APP (i.e., the Tg2567 line only ex-
pressed the APP695 isoform, but all APP isoforms were 
present in the R1.40 line) (Lehman et al., 2003a).

4.1.5 Knock-Ins
A more elegant way to mimic the pathology of human 

FAD mutations and to avoid issues surrounding overex-
pression using specific promoters is to generate a knock-
in model. Andrew et al. established the first human AP-
Pswe knock-in line, termed APP SWE-KI in 1996. In this 
line, targeted mutagenesis technology was employed to 
introduce the Swedish mutation and “humanize” the 
mouse endogenous Aβ peptide by altering the three 
amino acids that differ from human Aβ. The expression 
level of the mutant APP was equivalent to that of wild-
type, endogenous mouse APP, but generation of the APP 
β-CTF was greatly enhanced, accompanied by a nine-
fold elevation of the level of Aβ (Reaume et al., 1996). 
However, amyloid pathology and associated cognitive 
deficits were not prominent, even by 22 months of age 
(Flood et al., 2002). In another knock-in model carrying 
the APP London mutation (V642I), an increased level of 
Aβ42 was observed but amyloid plaque deposition was 
absent. Deterioration of long-term memory was evident 
in very old mice (27–29 months), while short-term work-
ing memory was preserved (Kawasumi et al., 2004).

The major difference between the knock-in model 
and other transgenic models is the absence of endoge-
nous mouse Aβ. It has been shown that human Aβ can 
coaggregate with rodent Aβ in vivo with the potential 
to alter the structural conformation of Aβ plaques (Pype 
et al., 2003). This notion was supported by the finding 
that the Aβ peptide generated in the brains of Tg2567 
transgenic mice lacks modifications, such as N-terminal 
degradations and levels were ∼tenfold greater than that 
seen in human brains (Kalback et al., 2002). The knock-
in models exclude the potential effect of interactions 
between human and rodent Aβ peptides on the devel-
opment of pathology. Nevertheless, such studies have 
demonstrated that Aβ levels can be significantly elevated 
solely by the Swedish mutation without overexpression 
of APP in vivo. However, the absence of further histo-
logical pathology and behavioral changes in the knock-
in mouse models possibly suggests that the pathology 
observed in other transgenic mice is due to the overex-
pression of the mutant transgenes and not to the effects 
of FAD-associated APP mutations themselves.

More recently, however, an APPKI mouse model has 
been generated that unlike previous attempts exhibit 
Alzheimer’s disease pathology and cognitive deficits. 

The model is referred to as the APPNL-F mouse mod-
el and was generated by Takaomi Saido’s laboratory 
from the RIKEN brain institute. The Aβ sequence of 
mouse APP was humanized and the Swedish muta-
tion (KM670/671NL) and Beyreuther/Iberian muta-
tion (I716F) were introduced into exons 16 and 17 of 
the mouse APP gene (Saito et al., 2014). These mice 
exhibited increased levels of Aβ42 (with a high Aβ42/40) 
ratio and plaque formation at 6 months of age, with 
similar pathology to that seen in human Alzheimer’s 
disease brain (Saito et al., 2014). Other hallmarks were 
also exhibited including neuroinflammation, synaptic 
alterations, and cognitive impairment was observed 
at 18 months of age. Inclusion of the Arctic mutation 
(E693G) into exon 17 of mouse APP (APPNL-G-F),  re-
sulted in an accelerated pathology, with plaques. This 
model circumvents the intrinsic problems associated 
with APP transgenics [see review Nilsson et al. (2014)] 
and crossbreeding with other KO, KI mice could pro-
vide relevant insights into downstream neurodegen-
erative pathways.

4.1.6 Presenilin Models and Crosses
The Presenilin proteins (PSEN1 and PSEN2) are con-

sidered to be the catalytic components of the γ-secretase 
enzyme that promotes the final cleavage of APP to gen-
erate Aβ. Mice lacking PSEN1 die before birth and the 
embryos display severe skeletal and brain deformities 
while heterozygotes exhibit tau hyperphosphorylation, 
markedly reduced Aβ levels, massive neuron loss, and 
hemorrhages in the CNS (Rozmahel et al., 2002; Shen 
et al., 1997). These severe phenotypes due to the lack 
of PSEN1 have been associated with PSEN1’s essential 
function in facilitating Notch signaling. Mice lacking 
PSEN2 on the other hand only develop a mild pulmo-
nary fibrosis and hemorrhages with age (Herreman 
et al., 1999; Steiner et al., 1999), consistent with sugges-
tions that PSEN2 is less efficient at γ-secretase activity 
than PSEN1 (Acx et al., 2014; Bentahir et al., 2006; Mas-
trangelo et al., 2005; Meckler and Checler, 2014, 2016).

The majority of FAD-associated mutations are lo-
cated in the PSEN1 gene. Most of these are associated 
with severe amyloid pathology in humans as a result of 
accumulation of the longer, more pathogenic Aβ42 pep-
tide species. As such, mice harboring PSEN1 mutations 
have been generated, mainly for the purpose of cross-
ing with APP transgenic mice to accelerate pathology. A 
few transgenic lines containing FAD-associated PSEN2 
mutations have also been generated. Similar transgenic 
approaches and promoters (such as the PDGF, PrP, and 
Thy1.8 promoters) were employed in the construction 
of PSEN1/2 transgenic lines. Although increases in en-
dogenous murine Aβ42 levels have been reported in a 
few PSEN transgenic lines, these mice do not exhibit 
an Alzheimer’s disease-like neuropathology including 
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amyloid deposition, most likely due to the lower 
propensity of the endogenous rodent Aβ to aggregate 
(Duff et al., 1996; Wen et al., 2002). To promote cerebral 
amyloid deposition, mice expressing PSEN1/2 have 
been crossed with APP transgenic lines. These mice show 
accelerated plaque formation and some exhibit neuronal 
loss. One example is the model developed by Casas et al. 
who crossed the APP751SL line (harboring APP London 
and Swedish mutations), with a knock-in model express-
ing the PSEN1 mutations M233T and L235P. This model 
developed amyloid plaques at 6 months and exhibited 
neuronal loss at 10 months (Casas et al., 2004). Interest-
ingly, the neuron loss observed in this model was not 
associated with extracellular amyloid plaque load, but 
closely correlated with the presence of intraneuronal Aβ 
(Casas et al., 2004).

A more aggressive amyloid pathology has been repro-
duced in a 5xFAD line, which expresses the APP Swed-
ish, Florida, and London mutations, and the PSEN1 
M146L and L286V mutations from a Thy1 promoter 
(Oakley et al., 2006). The combination of these mutations 
led to a >25-fold increase in the Aβ42/Aβ40 ratio in a 9- to 
12-month-old mouse compared to the Tg2576 transgenic 
at a similar age. The accumulation of Aβ commences as 
early as 2 months of age (compared to Aβ deposition in 
the Tg2576 mouse that commences at 9–12 months). For-
mation of plaques initiated in the deep layer of the cor-
tex and subiculum and spread to extensive areas of the 
cortex, subiculum, and hippocampus, which is similar 
to other Thy1 promoter driven APP transgene (Oakley 
et al., 2006). At 4–6 months of age, impairment in hip-
pocampal-related function was evident (Kimura and 
Ohno, 2009; Ohno et al., 2004, 2006). At 9 months of age 
these mice show reduced synaptic function and neuro-
nal loss, which correlates with accumulation of intra-
neuronal Aβ (Oakley et al., 2006; Youmans et al., 2012a). 
The 5xFAD mice have also recently been crossed to mice 
expressing APOEε4 and ε3. These mice develop plaques 
around 6 months of age and provide the opportunity to 
assess therapeutics in the presence of the major genetic 
risk factor for sporadic Alzheimer’s disease, APOEε4 
(Youmans et al., 2012b). Recently, cerebrovascular pa-
thology, such as cerebral microbleeds and CAA have 
been shown to be exacerbated in female 5xFAD APOEε4 
mice (Cacciottolo et al., 2016). These sex-biased APOEε4 
effects on the cerebrovascular system were in contrast to 
observations in human Alzheimer’s disease/dementia 
clinical cohorts, emphasizing the need for caution when 
interpreting sex-specific effects on pathology seen in 
these models.

4.1.7 Triple Transgenic Model (3xTg)
As discussed previously, rodent models expressing 

FAD-associated APP/PSEN1/PSEN2 single or mul-
tiple mutations do not successfully reproduce the tau 

pathology observed in the brains of Alzheimer’s dis-
ease patients. Therefore, mice expressing mutations in 
the tau protein, associated with FTD were crossed with 
mice expressing FAD-associated mutations to achieve 
both cerebral amyloid deposition and tau pathology. 
In the APP2576/TauJNPL3 (P301L) transgenic line, in-
creased tau tangle pathology was observed in the limbic 
system and olfactory cortex, and extended to the subicu-
lum, hippocampus, and occasionally isocortex (Lewis 
et al., 2001). These are regions that do not exhibit tau pa-
thology in mice bearing only tau transgenes. However, 
the presence of the mutated tau did not alter Aβ deposi-
tion (Lewis et al., 2001). Similarly, injection of Aβ peptide 
directly into the brains of transgenic mice possessing tau 
mutations can exacerbate tau pathology (Gotz, 2001). 
In a 3xTg mice line (with APPSWE, Tau-P301L, and 
PSEN1 M146V), selective reduction of early-stage tau 
pathology was evident when anti-Aβ antibodies were 
injected into the mice brains. However, later-stage tau 
pathology seemed to be resistant to this treatment (Oddo 
et al., 2004). Reduction of levels of the tau pathology also 
appeared to improve the Aβ-related memory impair-
ment and reduced the susceptibility to excitotoxicity in 
the PDAPP mouse, without altering the high Aβ level 
(Roberson et al., 2007). The exact mechanism behind the 
synergistic toxic effect of Aβ and tau is not yet fully elu-
cidated. However, Götz’s laboratory showed that defi-
ciency of tau may reduce Aβ toxicity by disrupting the 
postsynaptic targeting of Fyn, a kinase that acts on the 
NMDA receptor (Ittner et al., 2010).

Double or triple transgenic models with tau muta-
tions shown a wider spectrum of pathologies resembling 
that in Alzheimer’s disease and have provided valuable 
insights into the interaction between Aβ and tau pathol-
ogy. However, NFTs found in Alzheimer’s disease brain 
consist of hyperphosphorylated wild-type tau protein 
(not mutant tau) through activation of kinases/phospha-
tases. Tau pathology in the aforementioned mouse lines 
is induced by mutations in tau characteristic of other 
dementias including FTD and thus may not truly reflect 
the consequences of tau/Aβ pathology in Alzheimer’s 
disease.

4.1.8 Crosses With APOE
Crossing of FAD transgenic mice with mice overex-

pressing or lacking genetic risk factors for sporadic Al-
zheimer’s disease has provided insight into how risk fac-
tors influence cerebral amyloidosis. Another motivation 
behind generation of FAD mice expressing these genetic 
risk factors has been to attempt to provide more relevant 
models for sporadic Alzheimer’s disease. The ε4 allele 
of apolipoprotein E (APOE) is by far the strongest ge-
netic risk factor found in most populations studied and 
accounts for ∼50% of Alzheimer’s disease cases (Martins 
et al., 2009). The three major alleles of APOE gene encode 
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the three major isoforms of the apoE protein, denoted as 
apoE2, apoE3, and apoE4, which aid in the transport of 
triglyceride-rich lipoproteins (chylomicrons and VLDL), 
phospholipid, and cholesterol into cells. Although stud-
ies have shown apoE to mediate Aβ production and tox-
icity, the interactions of its isoforms with Aβ have been 
the most widely studied. The apoE4 isoform has been 
shown to bind Aβ poorly and to impair its clearance 
(Deane et al., 2008). These are two mechanisms by which 
it is thought to promote amyloid deposition and contrib-
ute to the Alzheimer’s disease risk associated with the 
APOEε4 allele.

The APOE knockout mouse model has been crossed 
to a number of amyloidogenesis models, such as the 
APPV717F (Holtzman et al., 1999), PDAPP (Fryer 
et al., 2003), APPswe (Fryer et al., 2003), and Tg2567 
(Fryer et al., 2005) mice. In all of these models, the lack 
of mouse APOE appeared to reduce the level of Aβ, de-
lay amyloid deposition, and prevent the development of 
CAA. Furthermore, the expression of human APOE (ei-
ther the E4 or E3 isoform) in APPV717F, Tg2576, and AP-
Pswe mice delayed the development of amyloid depo-
sition compared to mice expressing endogenous mouse 
APOE. Compared to the APPsw lines expressing APOE 
E4, the expression of APOE E3 reduced amyloid plaques 
and prevented the formation of CAA.

A study in the PDAPP/TRE transgenic line [in which 
APOE is humanized (Bales et al., 2009)] suggested 
APOE isoform-dependent clearance of Aβ in brain inter-
stitial fluid (Castellano et al., 2011). In mice expressing 
human APOEε4 (APOEε4-targeted replacement mice), 
we have recently shown reduced peripheral clearance 
and reduced uptake of intravenously injected Aβ by two 
major organs that clear Aβ from the periphery, the liver, 
and kidney (Sharman et al., 2010). It was also found that 
levels of the Aβ degradation enzyme, insulin degrada-
tion enzyme (IDE) were reduced in the brain and kidney 
of mice harboring the APOEε4 allele. The decreased ca-
pacity of apoE ε4 to clear/degrade Aβ from the periph-
ery and the associated lower levels of IDE, particularly 
in the brain, suggested an explanation for the greater 
brain Aβ accumulation and Alzheimer’s disease pathol-
ogy in Alzheimer’s disease individuals with APOEε4 
alleles.

4.1.9 Transgenic Rat Models
Although the mouse model is commonly used, efforts 

have also been made to develop transgenic rat models. 
Rats offer an advantage over mice that they are closer to 
humans in terms of genetics (Gibbs et al., 2004), physi-
ology (Jacob and Kwitek, 2002; Lin, 1995), and neuro-
histology (Tesson et al., 2005). In addition, rats perform 
better than mice in behavioral tests and the larger bod-
ies of rats are more amenable to surgical procedures, 
electrophysiology, and neuroimaging, thus facilitating 

easier neurological assessments following interven-
tions (Tesson et al., 2005). Furthermore, and similar to 
humans, the rat possesses six isoforms of tau protein 
(Hanes et al., 2009), and rat apoE shares considerable 
(>73%) homology and biochemical properties with hu-
man ApoE protein (McLean et al., 1983; Tran et al., 2013). 
Thus it appears that rat models of Alzheimer’s disease 
should allow for a more accurate assessment of various 
Alzheimer’s disease pathologies implicated in cognitive 
decline.

Before the advent of rat transgenics, aged rats were 
used as a model of Alzheimer’s disease. However, they 
failed to faithfully recapitulate Alzheimer’s disease pa-
thologies, such as Aβ deposition (Anderson et al., 1999; 
Echeverria et al., 2004b; Ruiz-Opazo et al., 2004), pro-
nounced deficits in cholinergic and dopaminergic func-
tions (Gilad and Gilad, 1987), and hippocampal degen-
eration (Greene and Naranjo, 1987).

Initial hAPP (wt or FAD mutant) transgenic rat mod-
els failed to show robust extracellular Aβ deposits. How-
ever, in these models the accumulation of intracellular 
Aβ deposition in the neocortical and cortical neurons 
and hippocampus triggered tau phosphorylation (Fol-
kesson et al., 2007; Kloskowska et al., 2010) and dysregu-
lation of hippocampal proteins involved in memory and 
learning (Echeverria et al., 2004a,b; Lopez et al., 2004; 
Vercauteren et al., 2004) leading overall to cognitive dys-
function. These initial rat studies reaffirmed the role of 
oligomeric Aβ in Alzheimer’s disease pathogenesis [re-
viewed in Do Carmo and Cuello (2013)].

Flood et al. (2009) were the first to successfully gener-
ate a transgenic rat model showing robust amyloid de-
position. They coexpressed the APP Swedish and Lon-
don mutations in rats and this resulted in formation of 
amyloid deposition at 17–18 months. Amyloid deposi-
tion was accelerated by the introduction of a third hu-
man mutation, PSEN1 M146V, causing plaque formation 
to be evident by 7 months (Flood et al., 2009). In addi-
tion, this triple transgenic rat model showed impaired 
long-term potentiation accompanied by deficits in spa-
tial learning and memory and this correlated with the 
level of Aβ in the hippocampus.

More recently, Leon et al. (2010) reported a novel 
transgenic rat model that appears to display a wide 
range of Alzheimer’s disease-like pathology caused by 
a single transgene (hAβPPswe, ind). This mutation of 
human APP was expressed from the murine neuron-
specific Thy1.2 promoter (Leon et al., 2010). Extracellu-
lar amyloid deposition was detected from 6 months of 
age in homozygous lines, starting from subiculum and 
spreading to the rest of the hippocampus and eventu-
ally the neocortex. Cognitive impairment was evident at 
3 months of age in homozygous animals and correlated 
with the level of Aβ oligomers. Although the formation 
of NFTs has been demonstrated in rats expressing trun-
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cated human tau protein (t151-391) (Stozicka et al., 2010; 
Zilka et al., 2006), a transgenic model that exhibits both 
amyloid plaques and NFTs is yet to be developed.

4.1.10 Modeling the Impact of Risk Factors in 
Alzheimer’s Disease Pathology in Rodents—Type 2 
Diabetes

The aforementioned rodent models are generated 
through incorporation of human genetic mutations that 
cause FAD, to induce relevant pathology. However, they 
have been utilized to provide insight into how risk fac-
tors contribute to the more common sporadic cases to 
promote pathology and Alzheimer’s disease onset. Un-
like FAD, sporadic Alzheimer’s disease is multifactorial 
involving genetic, environmental, and life-style risk fac-
tors. Type 2 diabetes mellitus (T2DM) is one such risk 
factor, where nontransgenic and transgenic rodent mod-
els have been utilized to provide insight into underly-
ing mechanisms as well as to evaluate the potential of 
antidiabetic medications in the treatment of Alzheimer’s 
disease.

Like sporadic Alzheimer’s disease, T2DM occurs more 
commonly in older age with a high prevalence in people 
>65 years of age. T2DM is characterized by several met-
abolic abnormalities, chronic inflammation, and cellular 
insulin resistance leading to elevated blood glucose lev-
els. Similarly, Alzheimer’s disease patients are typically 
hyperinsulinemic with concomitant reduced insulin sen-
sitivity and reduced insulin receptor expression (Carro 
and Torres-Aleman, 2004a,b; De Felice, 2013a,b; de la 
Monte, 2012a,b; de la Monte et al., 2012; Steen et al., 2005; 
Talbot et al., 2012), metabolic stress and inflammation 
(Verdile et al., 2015). High glucose levels increase the risk 
of Alzheimer’s disease (Crane et al., 2013) and Alzheim-
er’s disease patients show severe dysregulation of glu-
cose metabolism (Abolhassani et al., 2016; Arrieta-Cruz 
and Gutierrez-Juarez, 2016; Calsolaro and Edison, 2016; 
Carbonell et al., 2016; Chen and Zhong, 2013; Daulat-
zai, 2016; Jimenez-Bonilla et al., 2016; Li et al., 2016; 
Liguori et al., 2016; Minoshima et al., 1997; Morris 
et al., 2016; Mosconi, 2005; Mosconi et al., 2005, 2006; Oh 
et al., 2016; Tramutola et al., 2016). Brain imaging studies 
in T2DM cohorts have shown that diabetes is associated 
with brain atrophy (Moran et al., 2015) and cerebral glu-
cose hypometabolism (Roberts et al., 2014; Thambisetty 
et al., 2013). One cross-sectional study of normal, nondi-
abetics has shown that higher insulin resistance is associ-
ated with increases in brain amyloid as measured by the 
amyloid radiotracer, C11PIB-PET (Willette et al., 2015). 
This is in contrast to the aforementioned studies in T2DM 
cohorts (which show no such associations). In human 
studies there is not yet a coherent explanation regarding 
how T2DM may promote the progression of Alzheimer’s 
disease pathology. Amyloid deposition may be associat-
ed with early stages of insulin resistance whereas, with 

the onset of T2DM, cerebral hypometabolism and neuro-
nal dysfunction are main features. Larger, longitudinal 
studies with other biomarkers of disease are required 
to provide further insight. However, studies in various 
models of diabetes and, more recently, models of diabe-
tes and Alzheimer’s disease have provided insight into 
potential mechanisms.

Nontransgenic T2DM rodent (rat) animal models on 
a high fat/high sugar diet show hyperglycemia, whole 
body insulin resistance, hepatic steatosis, and defects 
in lipid and glucose metabolism (Buettner et al., 2006). 
These T2DM models also present brain inflammation 
(Pistell et al., 2010) with concomitant reduction in hip-
pocampal brain-derived neurotrophic factor leading to 
reduced neuronal plasticity (Molteni et al., 2002) and 
cognitive impairment (Winocur and Greenwood, 2005; 
Winocur et al., 2005) and increased brain Aβ levels (Pe-
drini et al., 2009). In addition, a high fat/high sugar diet 
exacerbates Alzheimer’s disease pathology in trans-
genic mice (Barron et al., 2013; Julien et al., 2010; Kadish 
et al., 2016; Knight et al., 2014; Kohjima et al., 2010; Ma 
et al., 2009; Martin et al., 2014; Petrov et al., 2015; Sa-
jan et al., 2016; Shie et al., 2002; Tang et al., 2015; Van-
dal et al., 2014), either through altering APP processing 
(Refolo et al., 2001) or by reducing the activity of en-
zymes that degrade Aβ (Leissring et al., 2003). In these 
models reduction in brain insulin and insulin signaling 
are also features which can promote Aβ accumulation 
and tau hyperphosphorylation [recently reviewed in 
Verdile et al. (2015)].

The aforementioned studies induce an acute diabetic 
phenotype with diet manipulation in rodent models, 
but some researchers model the phenotype chemically, 
through administering streptozotocin (STZ) which in-
duces islet β-cell failure (Wang et al., 2010) and thus 
failure to secrete insulin resulting in a type 1 diabetes 
phenotype. However, intracerebroventricular (ICV) in-
jections of STZ in wistar rats can induce impairments 
in brain glucose metabolism (hyperglycemia) (Chen 
et al., 2012b; Heo et al., 2011; Lee et al., 2014) and glu-
cose uptake (Heo et al., 2011) resulting in cognitive defi-
cits (learning and memory loss) (Knezovic et al., 2015; 
Lannert and Hoyer, 1998; Mehla et al., 2014; Peng 
et al., 2013; Rodrigues et al., 2010; Shingo et al., 2012; 
Shonesy et al., 2012), reduced acetyl-CoA media neuro-
nal transmission (Terwel et al., 1995) reduction in neu-
ronal growth function (Duelli et al., 1994; Grunblatt 
et al., 2006), neuronal loss (Shingo et al., 2013), increased 
and hyperphosphorylation of tau (Chu and Qian, 2005; 
Peng et al., 2013), increased phosphorylated GSK-3β 
(Plaschke and Kopitz, 2015), reduced O-glycanation, in-
crease APP secretases (Park et al., 2015), increased ag-
gregated Aβ (Deng et al., 2009; Lin et al., 2014a; Salkov-
ic-Petrisic et al., 2006), increased neuroinflammation 
(Chen et al., 2013), mitochondrial dysfunction (Correia 
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et al., 2013; Paidi et al., 2015), cerebral vascular amyloi-
dosis (Salkovic-Petrisic et al., 2011), and increased oxi-
dative stress (Mehla et al., 2012; Tahirovic et al., 2007a,b) 
[for more information see Correia et al. (2011), Salkov-
ic-Petrisic and Hoyer (2007), Salkovic-Petrisic et al. 
(2013), Wang et al. (2014)]. Similarly, ICV administra-
tion of STZ in classical Alzheimer’s disease transgenic 
animals, such as those described previously exacerbates 
Alzheimer’s disease pathology (Chen et al., 2012b; Chen 
et al., 2013, 2014; Plaschke et al., 2010).

These models of diabetes, however, do not reflect the 
chronic nature of T2DM since they do not take into ac-
count the factors that promote progression to overt dia-
betes in subjects with insulin resistance, which occurs in a 
majority of type 2 diabetics. Islet amyloid formation and 
subsequent β-cell destruction has an important role in the 
progressive decline in insulin secretion and rising blood 
glucose levels typical of T2DM (Hoppener et al., 1999; 
Kahn et al., 1999). Islet amyloid is a characteristic patho-
logic feature of the pancreas in T2DM where >95% of 
patients have visible islet amyloid at autopsy which cor-
relates with disease severity (Westermark, 1972).

A more chronic model of insulin resistance and hy-
perglycemia is the homozygous “obese” mouse (ob/
ob). These mice develop insulin resistance and diabetes 
due to a mutation of the leptin gene and, when crossed 
with Alzheimer’s disease (APP23) transgenic mice, Al-
zheimer’s disease pathology and associated cognitive 
deficits are enhanced (Takeda et al., 2010). However, ob/
ob mice still do not model all the pathological conditions 
of chronic T2DM, as rodent IAPP does not aggregate 
and thus islet amyloid does not accumulate and no β-
cell death is observed (Hoppener et al., 1999).

Accumulation of islet amyloid, islet β-cell failure, and 
the resulting hyperglycemic conditions can be achieved 
in mice overexpressing human islet amyloid polypeptide 
(hIAPP, also called amylin) in pancreatic islet cells (Hop-
pener et al., 1999; Verchere et al., 1996). These features 
of the IAPP transgenic mouse model make it a more rel-
evant model to mimic the human chronic condition. A 
mouse model with overlapping Alzheimer’s disease and 
T2DM pathologies would be useful in providing insight 
into not only how T2DM accelerates Alzheimer’s disease 
pathology but also how Alzheimer’s disease pathology 
may impact on the diabetes, for which there is growing 
evidence (Zhang et al., 2012b; Zhang et al., 2013). Such 
an animal model would also be important as a preclini-
cal model to assess the efficacy of current/novel antidia-
betic drugs at slowing down/preventing the progression 
of Alzheimer’s disease in the presence of comorbidities, 
such as diabetes [reviewed in Verdile et al. (2015)].

4.1.11 Limitations of the Transgenic Rodent Models
The transgenic rodent models of Alzheimer’s disease 

have played an important role in providing significant 

insight into mechanisms consistent with the amyloid hy-
pothesis and are still currently the most commonly used 
in vivo tool for screening in preclinical drug trials. Al-
though there are a wide variety of Alzheimer’s disease 
transgenic models, all are based on the presence of single 
or multiple (up to five) FAD-causing mutations. In real-
ity, Alzheimer’s disease patients never inherit multiple 
pathogenic mutations in APP, PSEN1, or tau. Thus none 
of the transgenic mice fully mimic the genetics of famil-
ial Alzheimer’s disease. The relevance of these models 
to the more common later onset forms of Alzheimer’s 
disease where a heterogeneous etiology occurs is ques-
tionable. The results to date indicate limitations of us-
ing mice and rats to model a human disease that takes 
several decades to develop. Furthermore, discrepancies 
in neuropathology and behavior between transgenic 
mouse models and human disease suggest caution 
when interpreting results. These discrepancies include 
plaque loads greater in older transgenic mice than those 
found in human Alzheimer’s disease brains simultane-
ous with neurodegenerative effects that are smaller than 
seen in post mortem brains (Arendash et al., 2001; Kelly 
et al., 2003). The real question is whether these mice mim-
ic Alzheimer’s disease or are models of amyloid deposi-
tion and a recent paper by Hargis and Blalock suggests 
that only the latter may be the case. These researchers ex-
amined the concordance between brain gene expression 
changes seen in transcriptomic data from humans and 
rodents during normal ageing and in human Alzheim-
er’s disease and in five distinct transgenic mouse models 
of this disease. Good concordance was seen for ageing 
in these organisms with very different life spans and be-
tween individual cases of sporadic Alzheimer’s disease. 
However, there was little concordance between human 
Alzheimer’s disease and the mouse models or even be-
tween the various mouse models themselves (Hargis 
and Blalock, 2016). This casts doubt over the relevance to 
sporadic Alzheimer’s disease of these transgenic mouse 
models.

As one might expect from the comparisons of tran-
scriptomic data described previously, another problem 
with many transgenic rodent models is that they do not 
encompass the full spectrum of Alzheimer’s disease 
pathology. An example is one of the models discussed 
previously, the commonly used mouse transgenic line 
Tg2576 expressing the APPswe mutation. Although Aβ 
deposition is prominent and widespread in this trans-
genic line, NFT formation and overt neurodegeneration 
is absent (Hsiao et al., 1996). In more aggressive mod-
els in which multiple FAD mutations are coexpressed, 
neuron loss can be detected (although not to the extent 
seen in an Alzheimer’s disease brain) (Casas et al., 2004; 
Oakley et al., 2006). In addition, the deposition of amy-
loid plaques and the decline of cognitive function ap-
pear to be highly dependent on the extraordinarily high 
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expression level of mutant APP, while phenotypic amy-
loidogenesis and cognitive deficits are not prominent 
in models expressing a physiological level of the same 
APP mutation (Flood et al., 2002). Transgenic models 
that exhibit both amyloid deposition and accumulation 
of NFTs can only be generated through coexpression of 
FAD-causing mutations together with tau mutations that 
cause tauopathies, such as FTD. However, tau mutations 
do not occur in the human Alzheimer’s disease condi-
tion where, instead, tangle formation is triggered by the 
hyperphosphorylation of native tau isoforms. Thus, once 
again the relevance of these transgenic models to the hu-
man Alzheimer’s disease condition is questionable.

Although FAD-associated mutations are known to 
cause Alzheimer’s disease, there is no evidence that the 
proteins from these mutant genes are overexpressed in 
humans. In addition, it is difficult to separate the con-
tributions of transgenes and normal aging to the cogni-
tive deficits seen in these mice. Furthermore, transgene 
expression or gene deletions may affect behavior of the 
animals. Other confounding factors, such as genetic 
background [see next Owen et al. (1997)] linkage dis-
equilibrium (Crusio, 1996; Gerlai, 1996) and the role of 
disease modifier genes (Kent et al., 1997) should also be 
taken into account. The use of nontransgenic littermates 
is required to better discern any pathogenic effects of 
mutations over those due to transgene overexpression. 
Furthermore, most transgenic systems use heterologous 
promoters. Consequently, the resulting pathology fol-
lows the spatial and temporal pattern of the expression 
of the transgene, which is often different to the progres-
sion of pathology seen in humans (Epis et al., 2010).

The expression of the transgene also influences ex-
perimental design. For example, insufficient randomiza-
tion or numbers among experimental groups can lead 
to false-positive/-negative results, since the expression 
levels of transgenes can vary greatly between individual 
animals due to the differences in gender, generation, and 
genetic background. Loss of transgene copies can occur 
over generations and this can ameliorate the phenotype 
of later generations. Outbreeding with mice of different 
genetic backgrounds can also alter the susceptibility of a 
line to the transgene. These variables add further com-
plexity to experimental design but cannot be ignored.

The genetic background of transgenic mice may also 
influence pathology and behavior, as became evident 
with some of the first transgenic lines which were cre-
ated on a FVB/N background. This background was 
later discovered to be unsuitable for learning experi-
ments due to their background visual and learning im-
pairments. This necessitated crossing the transgene into 
other wild-type backgrounds (i.e., C57Bl6) or generating 
transgenic mice in genetic strains more suitable for be-
havioral assessments (Chapman et al., 1999; Johnstone 
et al., 1991; Moechars et al., 1999).

Overexpressing the APP Swedish mutation in mice 
of different genetic background has been shown to re-
sult in different levels of APP-CTF and Aβ levels, de-
spite similar levels of the APP holoprotein. This indi-
cates that genetic background significantly influences 
Aβ metabolism (Lehman et al., 2003a). Here, it should 
be considered that transgenic mice contain endogenous 
APP and APP-processing enzymes that may interfere 
with the production of different Aβ species. Another 
example is the R1.40 transgenic mouse that expresses 
the APPswe mutation. Despite similar levels of the APP 
holoprotein, the levels of APP C-terminal fragments and 
Aβ were found to be altered in the R1.40 mouse when it 
was backcrossed into three different inbred strains. As 
a result, the age at which Aβ deposition occurs varies 
between these three lines (Lehman et al., 2003a). The ef-
fect of genetic background on the onset of cerebral amy-
loidosis has also been reported in other transgenic lines, 
including Tg2567 (Carlson et al., 1997) and TgCRND8 
(Chishti et al., 2001). Genetic background has also been 
reported to affect vulnerability to excitotoxins, which 
may contribute to observed variations in pathology on-
set and development (Schauwecker, 2002; Shuttleworth 
and Connor, 2001).

Another example of the complexity involved with 
interpretation of mouse models of Alzheimer’s disease 
is the interaction between rodent and human forms of 
Aβ accumulating in transgenic animals overexpressing 
human mutant APP and a PSEN1 transgene (van Groen 
et al., 2006). Rodent Aβ was associated with human Aβ 
with its localization in dystrophic neurons surrounding 
plaques containing human Aβ. Why this occurs is un-
certain and it may reflect a situation in which human Aβ 
acts as a seed for aggregation of rodent Aβ, or increased 
human Aβ saturates the clearance mechanisms for hu-
man (and rodent) Aβ leading to accumulation of both 
(Howlett and Richardson, 2009). However, the potential 
problems associated with the presence of endogenous 
APP and Aβ is somewhat negated with the recent cre-
ation of APP KI mice (Saito et al., 2014).

Problems have also occurred with replication of data 
where experimental results using the same transgenic 
lines cannot be replicated between different labs. For ex-
ample, two independent groups, Chen et al. (2000) and 
Dodart et al. (1999), have characterized the behavior of 
PDAPP mice. Although both groups observed age-in-
dependent behavioral impairments, Dodart et al. (1999) 
reported impairment of object recognition memory per-
formance, which was not observed by Chen et al. (2000) 
even in old aged mice. These differences in results may 
occur due to the genetic background of the mice used or 
the design of the particular behavioral assessments.

The complexity that occurs with the majority of mouse 
models and their questionable relevance to Alzheimer’s 
disease, (particularly the sporadic forms where there 
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is mixed etiology) has prompted investigation of pos-
sible nontransgenic mammalian models of Alzheimer’s 
disease.

4.2 Nontransgenic Animal Models

Alzheimer’s disease studies using most nontransgenic 
mammalian models are focused on the highly conserved 
human APP sequence and, in particular, the complete se-
quence identity that humans and many other mammals 
show within their Aβ domains (Beck et al., 1997). Mam-
mals as diverged as polar bears and dolphins share se-
quence identity with human Aβ but NHPs, dogs, rabbits, 
and guinea pigs are more commonly used in Alzheim-
er’s disease research. Later, we outline the literature that 
describes the characterization of Alzheimer’s disease 
pathology in these nontransgenic animals. We examine 
their role in providing insight into Alzheimer’s disease 
pathogenesis and, in particular, how they may provide 
better models for sporadic Alzheimer’s disease than 
transgenic rodents (Lecanu and Papadopoulos, 2013; 
Sarasa and Pesini, 2009; Stephan and Phillips, 2005).

4.2.1 Nonhuman Primates
NHPs have great value in Alzheimer’s disease re-

search since they share relatively close common ancestry 
(and thus genetics) with humans. Therefore, they have 
comparable brain structures and cognitive capabili-
ties. Age-related cerebral amyloidosis has been demon-
strated in a few species of monkey and great ape (Beck 
et al., 1997; Gearing et al., 1994, 1997; Price et al., 1991; 
Selkoe et al., 1987). In aged great apes, Aβ deposition can 
be detected in cerebral blood vessels (as CAA), and in 
cortex and hippocampus (as diffuse plaques), resembling 
the pathology observed at early stages of the human Al-
zheimer’s disease condition (Gearing et al., 1994). Dense 
neuritic amyloid plaques are seldom seen but have been 
reported in old rhesus monkeys (Gearing et al., 1994). As 
in humans, the deposition of Aβ within plaques colocal-
izes with APOE. However, the deposition of various Aβ 
species (Aβ40 and Aβ42) within plaques is notably distinct 
between humans and other primates. For example, in 
the human Alzheimer’s disease brain, Aβ42 is the pre-
dominant component of amyloid plaques, and is depos-
ited early, while deposition of Aβ40 protein occurs at later 
stages of the disease. In aged orangutans, chimpanzees, 
and rhesus monkeys, Aβ40 is the major species even from 
a relatively early stage of cerebral amyloidosis to form 
diffuse plaques (Gearing et al., 1994, 1997). The reason 
for the differences in Aβ species profile in plaques ob-
served in aged primates and humans is not clear. One 
possibility may relate to APOE-Aβ metabolism. In both 
rhesus monkey and chimpanzees, the APOE gene is 
ε4-like (Gearing et al., 1994; Morelli et al., 1996; Poduri 
et al., 1994). Genetic-association studies have shown that 

APOE4 may contribute to the increase of Aβ40-positive 
plaques (Gearing et al., 1996; Schmechel et al., 1993).

Tau hyperphosphorylation and formation of NFTs has 
only been detected in a few species of NHPs, despite the 
high homology of their MAPT gene with that of humans 
(e.g., 100% identity in chimpanzees, 99.5% in gorillas, 
and 96.7% in rhesus monkey). Formation of tau paired 
helical filaments has been reported in one 41-year-old 
chimpanzee, but their distribution was mainly within 
cortical neurons and only rarely in hippocampus, which 
is distinct from the pattern observed in human Alzheim-
er’s disease (Rosen et al., 2008). Additionally, tau pathol-
ogies have also been observed in baboons in neurons 
and glial cells (Schultz et al., 2000). Similar to amyloid 
deposition, accumulation of tau is age related, increas-
ing from 31% at 11–20 years to 91% in 26- to 30-year-
old baboons (Schultz et al., 2000). In grey mouse lemurs, 
Alzheimer’s disease-like tau pathology was observed 
in association with brain atrophy, abundant amyloid 
plaque deposition, and cholinergic neurons loss (Kiati-
pattanasakul et al., 2000).

Consistent with the age-related cognitive and memo-
ry impairment observed in aged humans, aged NHPs ex-
hibit deficits in visuospatial learning (Petrides and Ivers-
en, 1979), recognition memory (Herndon et al., 1997; 
Moss et al., 1988; Presty et al., 1987), and cognitive pro-
cesses, such as reversal learning (Bachevalier et al., 1991; 
Lai et al., 1995; Rapp and Amaral, 1989), working mem-
ory, and set-shifting (Moore et al., 2003, 2006). These 
impairments indicate a decline in function of the frontal 
cortex and hippocampus and are associated with pathol-
ogy present in these regions, similar to that shown in hu-
man Alzheimer’s disease brain (Braak and Braak, 1997; 
Braak et al., 1998).

The evidence to date indicates that NHPs may rep-
resent the closest natural animal model for human Al-
zheimer’s disease. Although they have been utilized in 
Alzheimer’s disease studies, particularly in the evalua-
tion of anti-Alzheimer’s disease drugs [reviewed in De 
Felice and Munoz (2016)], the high cost of maintaining 
NHPs, their relatively long life span, and limited access 
to these experimental animals restrict their wider use as 
Alzheimer’s disease models.

4.2.2 Dogs
Similar to NHPs, aged dogs have proven to be useful 

models for human Alzheimer’s disease since they show 
age-related cognitive decline and amyloid plaques. 
However, dogs are much more widely available, cheap-
er, and easier to maintain than primates. The relevance 
of aged dogs to modeling of sporadic, late-onset human 
Alzheimer’s disease, makes them useful to assess non-
pharmacological strategies, dietary and environmental 
risk factors, and for validating the efficacy of pharmaco-
logical treatments.
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The most commonly used dog in laboratories is the 
beagle, which has a median life span of 12–14 years and 
is considered aged when older than 9 years (equivalent 
to >68 years in a human (Albert et al., 1994; Lowseth 
et al., 1990; Patronek et al., 1997). Similar to humans, the 
cognitive function of aged beagles varies significantly be-
tween individuals and can be categorized into “success-
ful aging,” “mildly impaired,” and “severely impaired,” 
equivalent to cognitively normal, MCI, and dementia in 
humans (Adams et al., 2000a,b). Similar to humans, the 
visuospatial (Chan et al., 2002; Studzinski et al., 2006) 
and executive functions (Callahan et al., 2000; Milgram 
et al., 2002; Tapp et al., 2003) of dogs are most vulnerable 
in age-related cognitive decline, while, simple rule-based 
learning and procedural learning are largely preserved 
(Milgram et al., 1994).

The Aβ sequence of dog is identical to that of humans 
(Johnstone et al., 1991; Selkoe et al., 1987), and the pat-
tern of amyloidosis during aging is similar (but not ex-
actly same) to that observed in the human Alzheimer’s 
disease brain, where accumulation of Aβ is initiated 
in the prefrontal cortex and spreads to the entorhinal 
and parietal cortices. (Cummings et al., 1996a; Head 
et al., 2000). The amyloid deposits are predominantly 
the diffused subtype composed mainly of Aβ42 (Cum-
mings et al., 1996b) (and so are distinct from those seen 
in NHPs where, as mentioned previously, the major Aβ 
species is Aβ40). Accumulation of Aβ within the cere-
bral blood vessels in the form of CAA has also been ob-
served (Ishihara et al., 1991; Uchida et al., 1990; Yoshino 
et al., 1996) and is distributed in a similar spatial pattern 
to that seen in the Alzheimer’s disease brain (Attems 
et al., 2005). In addition, in aged dogs accumulation of 
cerebral Aβ correlates with cortical atrophy (Gonzalez-
Soriano et al., 2001; Kimotsuki et al., 2005), reduced cor-
tex volume (Tapp et al., 2004), neuronal loss (Siwak-Tapp 
et al., 2008), and cognitive decline (Colle et al., 2000; 
Cummings et al., 1996a; Head et al., 1998) similar to the 
human Alzheimer’s disease brain.

Aged dogs model sporadic Alzheimer’s disease-like 
pathology and thus have been a valuable model in as-
sessing nonpharmacological and pharmacological inter-
ventions for Alzheimer’s disease. Being more genetically 
and physiologically similar to humans than mice and 
rats, dogs appeared to be better predictors for negative 
outcomes in preclinical trials. For example, the potential 
Alzheimer’s disease drugs, amapkine (an AMPA recep-
tor), and selegiline (an irreversible monoamine oxidase 
B inhibitor) showed beneficial effects on cognitive func-
tion in rodent models. However, evaluating these agents 
in dogs revealed similar findings to those in human 
clinical trials for Alzheimer’s disease, where cognitive 
functioning was not significantly improved. (Studzinski 
et al., 2005). Furthermore, the outcomes of active immu-
nization trials in dogs were similar to those in human 

clinical trials. Despite immunization therapy having suc-
cess in improving learning and memory in transgenic 
mouse models exhibiting amyloid pathology (Dodart 
et al., 2002; Hartman et al., 2005; Kotilinek et al., 2002) 
improvements were not observed when Aβ immuniza-
tion was administered to dogs. In aged dogs (8.4–12.4 
years old), no improvements in complex learning, spa-
tial memory, and attention were detected in response 
to the Aβ immunization treatment, although Aβ plaque 
load was reduced (Head et al., 2008). On the basis of the 
benefits shown with active immunization in mouse mod-
els, commencement of the first human trials (AN1792) 
showed some now well-documented unwanted side ef-
fects, such as increased CAA, serious signs of CNS in-
flammation including increased T lymphocyte infiltra-
tion in the brain and leukoencephalopathy in 18 of 300 
patients (6%) which led to the termination of phase II tri-
als [Gilman et al. (2005), reviewed in Foster et al. (2009)]. 
Twelve of the patients recovered, while 6 suffered from 
disabling cognitive and neurological deficits. However, 
as with the mouse models, dogs also failed to reveal the 
adverse autoimmune responses that occurred in human 
patients (Head et al., 2008). Aged dogs have also been 
useful for assessing the impact of nonpharmacological 
interventions including the benefits of dietary antioxi-
dants and behavioral enrichment in delaying cognitive 
decline and dementia (Milgram et al., 2002, 2004, 2005; 
Nippak et al., 2007; Opii et al., 2008; Siwak et al., 2005).

4.2.3 Sheep
Sheep have also been used in studies of neuropatholo-

gy including the neurodegenerative prion disease scrapie 
(Hunter, 2007) and as a model for the effect of traumatic 
brain injury on APP expression (Anderson et al., 2003). 
Sheep are one of the few animals that, during normal 
aging, develop NFTs closely resembling those seen in the 
Alzheimer’s disease brain (Braak et al., 1994; Nelson and 
Saper, 1995; Nelson et al., 1993, 1994). This makes them 
useful for the study of tau neuropathology. Additionally, 
there is high homology between sheep and human forms 
of apolipoprotein (APOE) (Komatsu et al., 1998), unlike 
rodent APOE. In humans, polymorphisms of APOE 
are recognized as an important risk factor for the de-
velopment of Alzheimer’s disease (Corder et al., 1993). 
Whereas no similar polymorphisms have been found in 
sheep APOE (Komatsu et al., 1998), the high homology 
between sheep and human APOE makes research easier 
to translate between the species. In addition, the sheep 
Aβ sequence is identical to that of humans (Johnstone 
et al., 1991). ThioS-positive neuritic plaques have been 
identified in the brains of sheep (Nelson et al., 1994) 
and soluble levels can be detected by ELISA (Barron 
et al., 2009).

Similarities between sheep reproduction and human 
reproduction have provided the opportunity to assess 
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the impact on Alzheimer’s disease-related pathology of 
the Alzheimer’s disease risk factor age and the related 
reductions in sex hormones. Sheep have proven very 
useful as a model for human reproduction and metabo-
lism due to similarities in estrus periodicity, breeding, 
and metabolic rate. The sheep estrus cycle lasts approxi-
mately 17 days, more closely approximating the length 
of the human menstrual cycle than rodents, which have 
an estrus cycle lasting approximately 4 days. Further-
more, sheep, like humans, are generally limited to one or 
two offspring, unlike other mammals, such as rodents or 
dogs that are prolific breeders. As such, sheep are thought 
to better reflect hormonal regulatory mechanisms of 
ovulation than prolific breeders. Ovariectomy of sheep 
has been a very successful model for the study of meno-
pausal symptoms and conditions including hot flushes 
(MacLeay et al., 2003), heart disease (Gaynor et al., 2000), 
bone density loss (Newton et al., 2004), and arthritic 
changes (Cake et al., 2005). On the basis that ovariecto-
mized sheep are a relevant model of human menopause, 
a study investigated the impact of estrogen depletion 
and supplementation on Aβ accumulation and oxidative 
stress in sheep brain (Barron et al., 2009). Neither deple-
tion nor supplementation of estrogen impacted on levels 
of Aβ or oxidative stress. Evidence from rodent animal 
studies indicate that, under certain conditions, treatment 
with supraphysiological concentrations of estrogen can 
modulate Aβ levels (Levin-Allerhand et al., 2002; Zheng 
et al., 2002). However, the circumstances necessary to 
elicit these effects and their relevance to the clinical set-
ting remain unclear.

4.2.4 Guinea Pigs and Rabbits
Guinea pigs and rabbits are small-sized mammalian 

models that show greater conservation in important 
Alzheimer’s disease-related genes than mice or rats. 
They are also experimentally more amenable compared 
to large-sized mammal models, such as primates and 
dogs. Guinea pig APP protein is 97% identical to hu-
man APP and exhibits a similar pattern of transcrip-
tional splicing (Beck et al., 1997). Notably, the Aβ se-
quence of guinea pigs is identical to that of human (Beck 
et al., 1997; Sharman et al., 2013). Furthermore, guinea 
pig Aβ has a demonstrated capacity to form higher or-
der molecular structures, such as oligomers, widely con-
sidered to be the principal contributor to neurotoxicity 
in Alzheimer’s disease pathogenesis (Beck et al., 2000). 
Guinea pigs also share sequence similarities with other 
Alzheimer’s disease-related human genes, such as the 
presenilins. Indeed, the formation of the PSEN2 trunca-
tion, PS2V, which is upregulated in human Alzheimer’s 
disease brains and in neurons under hypoxic conditions, 
was identified in guinea pig brain and shown to be up-
regulated in brains from cholesterol-fed animals (Shar-
man et al., 2013). Intriguingly, the PS2V isoform is not 

produced by the PSEN genes of mice or rats (Moussavi 
Nik et al., 2015). In addition, similar to normal aging in 
humans, aging in wild-type guinea pigs leads to hyper-
phosphorylation of Tau in discreet brain regions includ-
ing the hippocampus. Traumatic brain injury increases 
the vulnerability of the hippocampus and dysregulation 
of Alzheimer’s disease-related proteins, similar to what 
is observed in humans (Bates et al., 2014).

Guinea pigs are the only small animal model known 
to mimic closely human lipoprotein and cholesterol me-
tabolism (Fernandez, 2001) (see later). As such they have 
been demonstrated to be an excellent nontransgenic 
model for studies attempting to elucidate the effect of 
cardiovascular risk factors and drug interventions on 
the development of Alzheimer’s disease. They are also 
an excellent model for evaluation of dietary interven-
tions as they show aortic plaque accumulation when 
challenged with a hypercholesterolemic diet (Sharman 
et al., 2008; Torres-Gonzalez et al., 2008).

High-cholesterol diets have been shown to increase 
the risk of Alzheimer’s disease and the correlation be-
tween cholesterol metabolism and amyloidogenesis has 
been explored in transgenic and nontransgenic animal 
models (George et al., 2004; Refolo et al., 2000; Sparks 
et al., 1994; Umeda et al., 2012). However, most of the 
commonly used rodents and other species have distinct 
cholesterol profiles compared to humans. For example, 
rabbits are deficient in hepatic lipase and carry the ma-
jority of their cholesterol as VLDL (Badimon et al., 1990). 
Rats and mice lack plasma cholesterol ester transfer 
protein and use HDL as the major cholesterol carrier 
(Moghadasian, 2002). In comparison, the majority of 
cholesterol in guinea pigs is transported via LDL as in 
humans (Fernandez, 2001). Therefore, guinea pigs may 
be a more appropriate model compared to other rodents 
to study the relationship between cholesterol metabo-
lism and Alzheimer’s disease in a physiological context. 
It is therefore rather surprising that the guinea pig has 
not been widely used to assess the impact of such dietary 
interventions on Alzheimer’s disease-related pathol-
ogy, such as Aβ accumulation. Recent failures of drugs 
in clinical trials indicate that further studies using more 
appropriate animal models are warranted (De Strooper 
and Chavez Gutierrez, 2015). Thus, in recent years, the 
guinea pig has been used to test the efficacy of numerous 
Alzheimer’s disease drug due to its genetic similarity to 
humans (Brodney et al., 2011; Davtyan et al., 2013; Eket-
jall et al., 2013; O’Hare et al., 2014; Pohanka et al., 2012; 
Portelius et al., 2014).

Of course, guinea pigs also have limitations as an 
Alzheimer’s disease model. Compared to rats and 
mice, guinea pigs are considered to be less suitable to 
perform learning and memory tasks (Beck et al., 1997). 
However, a few groups have had success in undertak-
ing behavioral assessments, such as the Morris water 
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maze with guinea pigs (Dringenberg et al., 2001; Lewe-
johann et al., 2010). Other limitations associated with 
the use of guinea pig as a potential model include that 
breeding and maintenance costs remain relatively high 
compared to rats and mice and that less-developed gene 
and protein identification databases are available com-
pared to those for the commonly used rodents. In addi-
tion, whether or not guinea pigs can model NFT forma-
tion remains to be determined. There is a distinct lack of 
knowledge of what tau (MAPT) isoforms exist in guinea 
pigs and whether they are hyperphosphorylated. Only 
one published study has investigated tau isoforms in 
guinea pig brain tissue. Takuma et al. (2003) applied an 
antibody produced against human tau to examine tau 
isoforms in guinea pig brain and only detected the 1N 
isoform. They also identified differences in amino-termi-
nal inserts in tau between mice and rats where 1N and 
2N insert types are dominant in rats, while 0N and 1N 
are dominant in mice. The reasons for these species dif-
ferences in tau amino-terminal isoforms (and indeed the 
function of these isoforms) remain unclear. However, the 
dominance of the 1N isoform in humans, mice, rats, and 
guinea pigs suggest a conserved role for tau containing 
this particular N-terminal insert.

Like guinea pigs, rabbits do not develop amyloid de-
position with age. However, Alzheimer’s disease-like 
pathologies, such as cortical Aβ deposition, loss of neu-
rons in frontal cortex, hippocampus, and cerebellum, and 
impairments in learning complex tasks, can be induced 
by a combination of a trace amount of copper and a high-
cholesterol diet in rabbits (Sparks and Schreurs, 2003; 
Woodruff-Pak et al., 2007). This Alzheimer’s disease-
like pathology can be ameliorated by removing choles-
terol from the diet or by cholesterol-lowering treatment 
(Sparks, 2008). These results indicate that rabbits are 
suitable models for assessing copper and high-cholester-
ol intake as risk factors for Alzheimer’s disease. Unlike 
guinea pigs, Alzheimer’s disease-like NFT pathology has 
been identified in rabbits, but only under cholesterol-fed  

conditions. One study showed that administering 1% 
cholesterol for 7 months resulted in Aβ deposition and 
NFT-like changes in female rabbits (Ghribi et al., 2006). 
A more recent study showed that total plasma tau levels 
were increased in cholesterol-fed rabbits and that NFT-
like pathology was greatest in cholesterol-fed animals 
administered distilled water (Sparks et al., 2011). Inter-
estingly, NFT-like pathology was reduced in cholester-
ol-fed rabbits administered water containing copper 
(0.12 ppm) and an even greater reduction was observed 
with tap water (estimated to contain 0.2 ppm copper). 
The inverse was observed for Aβ pathology, indicating 
separate mechanisms by which metals in water alter Al-
zheimer’s disease pathology (Table 40.4).

4.2.5 Hibernating Mammals Provide Insight Into 
tau Phosphorylation in Alzheimer’s Disease

Hibernating mammals, such as the Arctic ground 
squirrel, Syrian hamster, and black bear are interesting 
animal models for investigating tau pathology in Al-
zheimer’s disease. Hyperphosphorylation of tau protein 
and formation of NFTs are found in these animals during 
hibernation and can be reversed after euthermia (Arendt 
et al., 2003; Hartig et al., 2007; Su et al., 2008). The level of 
tau phosphorylation in these animals seems to be related 
both to body temperature and hibernation status (Stieler 
et al., 2011). Higher degrees of phosphorylation were 
demonstrated in animals with lower body temperature 
during hibernation, with the inverse observed under eu-
thermia (Stieler et al., 2011).

Phosphorylation of tau induced by hibernation most-
ly occurs during early stages of torpor and does not pro-
ceed further during the course of torpor. Partial dephos-
phorylation of tau protein has been observed in aroused 
Arctic ground squirrels under conditions of sporadic 
euthermic arousals, but complete dephosphorylation 
only occurred after euthermy (Su et al., 2008). In hiber-
nating animals, phosphorylation of tau occurs at similar 
residues as seen for human tau in Alzheimer’s disease 

TABLE 40.4  Comparison of Mammalian Models

Model  
organisms

Husbandry 
cost

Anatomical 
similarity to 
humans

Molecular 
and genetic 
similarity to 
humans

Similarity of 
pathology to 
humans

Transgenic 
technology

Feasibility of 
large-scale 
experiments

Affordability 
of large-scale 
studies

Availability 
of antibody 
reagents

Mouse $ * * * **** *** ** ****

Rat $ * * * *** *** ** **

Nonhuman 
primates

$$$ **** **** **** * * * **

Dog $$ ** *** **** * * * *

Guinea pig $ * ** ** * ** ** *

Rabbit $ * ** ** * ** ** *

*, Least optimal; **, less optimal; ***, optimal; ****, most optimal.
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patients (T231/S235, T212/S214/T217, S396/404). How-
ever, the kinases involved in hibernation and the devel-
opment of Alzheimer’s disease pathology appeared to be 
distinct. Alzheimer’s disease-associated hyperactivation 
of GSK-3β and SAPK/JNK was not observed in hiber-
nation. In contrast, GSK-3β and SAPK/JNK was largely 
deactivated due to the low body temperature during hi-
bernation, while, cdk5 and ERK1 seemed to play a vital 
role in hyperphosphorylation of tau during hibernation 
(Stieler et al., 2011).

The hyperphosphorylation of tau during hibernation 
has been proposed to be a protective mechanism to re-
duce the demand for energy to maintain basic cellular 
functions during famine (Arendt et al., 2003). Similar hy-
perphosphorylation of tau was reported in animals un-
der starvation, anesthesia, and cold water stress (Okawa 
et al., 2003). Under hibernation, tau hyperphosphory-
lation has been shown to be isolated to the cholinergic 
neurons in the basal forebrain projection system, but not 
the gamma-aminobutyric acid (GABA)-ergic neurons, a 
pattern that is similar to that seen in Alzheimer’s disease 
brain (Hartig et al., 2007).

Neuronal hypometabolism is a feature of Alzheim-
er’s disease and other dementias. It has been suggested 
to occur early in Alzheimer’s disease, possibly prior to 
the onset of symptoms (Reiman et al., 1996, 2004; Small 
et al., 2000) and can be a possible predictor of cognitive 
dysfunction (Devous, 2002; Kim et al., 2005). Stieler et al. 
(2011) have hypothesized that hyperphosphorylation of 
tau may represent a physiological response to hypome-
tabolism, occurring in the early stages of Alzheimer’s 
disease pathogenesis. However, due to the persistence of 
the hypometabolic state of the Alzheimer’s disease brain, 
tau hyperphosphorylation continues resulting in the for-
mation of tangles and eventual neuronal death (Stieler 
et al., 2011). Animals that hibernate may provide a valu-
able platform to investigate the physiological functions, 
molecular pathways, and mechanisms of tau hyperphos-
phorylation, and its relevance to Alzheimer’s disease 
pathogenesis under conditions of neuronal inactivity.

5 CONCLUSIONS

An animal model can never reflect completely the 
pathology of a human disease. This applies particularly 
to modeling of Alzheimer’s disease since this condition 
affects the most complex biological structure in exis-
tence—the human brain. Nevertheless, investigating Al-
zheimer’s disease in animal models, including animals 
highly diverged from humans, such as the invertebrates, 
is very worthwhile because the discovery of conserved 
normal and pathological processes in widely diverged 
organisms indicates the fundamental importance of 
those processes.

The current uncertainty about the cause(s) and pro-
gression of Alzheimer’s disease means that we must be 
particularly cautious in how we interpret information 
we obtain from modeling this condition. A huge amount 
of data has been collected regarding the genes, cellular 
processes, and neurophysiological events that may be 
involved in development of Alzheimer’s disease but 
no consistent, unifying mechanistic explanation has yet 
emerged. The reason for this may lie, in part, in the dom-
inant use of mice and rats for Alzheimer’s disease mod-
eling and the relatively rapid evolution of Alzheimer’s 
disease-related genes in these rodents (family Muridae) 
compared to other rodents and mammals. Alternatively, 
the hypotheses we currently use to guide our experi-
mentation in this area may be inappropriate to a greater 
or lesser degree. We must also remember that, despite 
their apparent common histopathology, the inherited 
and sporadic forms of this disease may be fundamen-
tally different. Since sporadic, late-onset Alzheimer’s 
disease is overwhelmingly more common than the in-
herited, early-onset form; there should be a greater focus 
on analyzing Alzheimer’s disease-like pathologies and 
Alzheimer’s disease risk factors in nontransgenic mam-
mals. Also, the functions of the genes/proteins identified 
as associated with sporadic Alzheimer’s disease (e.g., by 
GWAS) should be analyzed in genetically manipulable 
model organisms including non-Muridae mammals, 
vertebrates, and invertebrates. Hopefully, these and oth-
er strategies will mean that the coming decade produces 
greater advances in understanding, ameliorating, and 
preventing Alzheimer’s disease than the last.
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Abbreviations
AADC L-Amino acid decarboxylase
ADL Activities of daily life
AMPT α-Methyl p-tyrosine
BBB Blood–brain barrier
BDNF Brain-derived neurotrophic factor
Cdk-5 Cyclin-dependent protein kinase 5
[11C]CIT-FP  N-3-Fluoropropyl-2-β-[O-methyl-11C]

carbomethoxy-3-β-(4-iodophenyl)-tropane
COMT Catechol-O-methyl transferase
COX-2 Cyclooxygenase 2
DA Dopamine
DAT Dopamine transporter
DARPP-32  Dopamine- and cAMP-regulated neuronal 

phosphoprotein 32 kDa
DMSO Dimethylsufoxide
DOPAC 3,4-Dihydroxy-phenylacetic acid
l-dopa l-3,4-Dihydroxyphenylalanine
[18F]-DTBZ (AV-133) 9-Fluoropropyl-(+)-dihydrotetrabenazine
ER Endoplasmic reticulum
[18F]FECNT  2β-Carbomethoxy-3β-(4-chlorophenyl)-8-

(2-[18F]-fluoroethyl)-nortropane
FGF-2 Basic fibroblast growth factor 2
GDNF Glial cell line-derived neurotrophic factor
GFAP Glial fibrillary acidic protein
GPe External segment of globus pallidus
GPi Internal segment of globus pallidus
GSH-PX Glutathione peroxidase
HPLC High-performance liquid chromatography
HVA Homovanillic acid
IL-1β Interleukin 1β
IL-6 Interleukin 6
iNOS Inducible nitric oxide synthase
JNK c-Jun N-terminus kinase
LRRK2 Leucine-rich repeat kinase 2
LTF Latency to fall
MAO-B Monoamine oxidase B
MDA Malondialdehyde
MEMRI  Manganese-enhanced magnetic resonance 

imaging
MPP+ 1-Methyl-4-phenyl-pyridinium
MPTP  1-Methyl-4-phenyl-1,2,3,6-

tetrahydropyridine
MSNs Medium spiny neurons
NAT Noradrenaline transporter
NeuN Neural nuclei
NF-kB Nuclear factor-kB
NO Nitric oxide
6-OHDA 6-Hydroxydopamine
PD Parkinson’s disease
PET Positron emission tomography
PINK-1 PTEN-induced putative kinase 1
PQ  1,1’-Dimethyl-4-4’-bipyridinium 

(paraquat)
RNS Reactive nitrogen species
ROS Reactive oxygen species
SNpc Substantia nigra pars compacta
SNr Substantia nigra pars reticulate
SPECT  Single photon emission computerized 

tomography
SOD Superoxide dismutase
STN Subthalamic nuclei
TH Tyrosine hydroxylase
TLR2 Toll-like receptor 2
TNF-α Tumor necrosis factor-α

UPDRS Unified Parkinson’s disease rating scale
VMAT Vesicle monoamine transporter

1 INTRODUCTION

In 1817, a British clinician James Parkinson des cribed his 
six patients as showing shaking palsy (Parkinson, 1817), 
currently known as an extrapyramidal syndrome, and it 
was the first case report of “Parkinson’s disease (PD)” 
later named by a French neurologist Jean-Martin Charcot 
(Chacot, 1880). Tretiakoff (1919) showed PD was associ-
ated with degeneration of the neurons in substantia nigra 
pars compacta (SNpc), and Carlsson (1959) showed the 
neurotransmitter of the nigrostriatal neuron was dopa-
mine (DA). Ehringer and Hornykiewicz (1960) proposed 
PD was caused by a significant decrease of the striatal 
dopamine. Thus, PD can be defined as a common neu-
rodegenerative disorder characterized by a slowly pro-
gressive motor dysfunction associated with loss of the 
nigrostriatal dopaminergic neurons resulting in deple-
tion of the striatal dopamine. It was proposed that PD 
symptoms were expressed when approximately 60% of 
the dopaminergic neurons in SNpc had died (German 
et al., 1989), and approximately 70 ∼ 80% of dopamine in 
the striatum had been lost (Jankovic and Marsden, 1988; 
Ma et al., 2002).

In the striatum, dopaminergic afferent makes syn-
apses to the GABAergic medium spiny neurons (MSNs), 
which receive dopamine with D1 or D2 receptors. The for-
mer excites and the latter inhibits the activity of MSNs, 
respectively. Glutamatergic input from the cortical neu-
rons and cholinergic axons of the striatal interneurons 
also innervate to MSNs, both of which mainly excite 
MSNs. In PD, inhibition via D2 receptor is lost by deple-
tion of dopamine, resulting in hyperactivation of MSNs, 
which strongly inhibits their target neurons in the exter-
nal segment of globus pallidus (GPe) (GPe), which are 
normally innervating to subthalamic nuclei (STN), in-
ternal segment of globus pallidus (GPi), and substantia 
nigra pars reticulata (SNr), respectively (Fig. 41.1). Both 
STN and GPi are known as targets for the electrodes of 
deep-brain stimuli therapy in PD (Krack et al., 2010).

For a pharmaceutical treatment of PD, L-3,4-dihy-
droxyphenylalanine (l-dopa) is most commonly applied 
as a precursor of dopamine together with an inhibitor for 
peripheral aromatic l-amino acid decarboxylase (AADC), 
such as carbidopa. It has been over 40 years since l-dopa in 
combination with AADC were established as a standard 
pharmacotherapy of PD (Rascol et al., 2011) Despite some 
side effects, such as drug-induced dyskinesia (Encarna-
cion and Hauser, 2008), l-dopa is still a gold standard for 
PD treatment because of its powerful efficacy on the mo-
tor dysfunctions in PD patients. The following drugs are 
also applicable, although some of them are restricted to 
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apply together with l-dopa: dopamine agonists (mainly 
for D2 receptor), such as bromocriptine, pergolide, tali-
pexole, cabergoline, pramipexole, ropinirole, and roti-
gotine; selegiline, an inhibitor for monoamine oxidase B 
(MAO-B); entacapone, an inhibitor for catechol-O-methyl 
transferase (COMT); amantadine, originally developed 
as an antiinfluenza therapeutic, increases synaptic release 
of endogenous dopamine and inhibits NMDA receptor; 
anticholinergic drugs, such as trihexyphenidyl, biper-
iden, profenamine, and metixene; zonisamide, originally 
developed as an antiepileptic agent, is proposed to have 
multiple therapeutic actions; istradefyline, adenosine 
A2A receptor inhibitor. In Fig. 41.2, we summarize some 
typical therapeutic agents and their proposed pharmaco-
logical targets.

Animal models for PD are essential to understand 
the detailed pathophysiological mechanisms of PD, and 
to develop novel therapeutics including pharmaceuti-
cal treatments. These models can also be utilized for 
screening effective substances having therapeutic and/
or neuroprotective (disease modifying) effects on PD-re-
lated neuronal system, such as the nigrostriatal neurons 
(Fig. 41.3, based on the molecular pathophysiology of PD 
discussed later on). In general, favorable animal models 
should satisfy the following three validities with hu-
man PD: face, constructive, and predictive (Trivedi and 
Jarbe, 2011). Although it is difficult to establish such a 
model satisfying all of these validities, various animals as 
PD models have been used to date: nonhuman primates 
from big monkeys, such as baboons (Kishima et al., 2004) 

and macaques (Saiki et al., 2010) to small ones, such as 
common marmosets (Choudhury et al., 2010), rodents es-
pecially rats and mice, rabbits (Ghiribi et al., 2003), dogs 
(Choi et al., 2011), cats (Schneider and Rothblat, 1991), 
frogs (Barbeau et al., 1985) and nonvertebrates, such as 
drosophila (Park et al., 2005) and nematode (Braungert 
et al., 2004). Among them, nonhuman primates are 
especially valuable because of their genetic, anatomical, 
and functional similarities to humans, although there 
are some difficulties regarding availability, habitation, 
handling, and experimental techniques. The most fre-
quently used animals are rats and mice as they are read-
ily available and easy to handle. Considering these facts, 
in this chapter, we focus on the mouse as a rodent and 
the common marmoset as a nonhuman primate model, 
respectively, since both of them are relatively easy to 
handle for their size and availability.

To establish an appropriate animal model, several 
chemicals/neurotoxins inducing PD-like symptoms are 
often used, also with increasing use of the transgenic and 
knockout mice models of specific genes related to familial 
PD, such as mutated α-synuclein, parkin, PTEN-induced 
putative kinase 1 (PINK-1), DJ-1, leucine-rich repeat 
kinase 2 (LRRK2), and so on (Crabtree and Zhang, 2012). 
Among them, a neurotoxin 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP) is commonly used since it 
causes a selective loss of dopaminergic neurons and in-
duces typical PD-like symptoms in rodents, amphibians, 
nonhuman primates, and humans (Barbeau et al., 1985; 
Blandini and Armentero, 2012; Langston et al., 1983). 

FIGURE 41.1 Schematic diagrams of the neuronal circuit related to Parkinson’s disease (PD). (A) In normal condition. (B) In PD state. 
Arrows indicate the neurons as follows: black, glutamatergic; gray, GABAergic; brown, dopaminergic; pink, cholinergic; broken, decreased; enlarged, 
hyperactivated, respectively. ACh, Acetylcholine; DA, dopamine; GPe, external section of globus paridus; GPi, internal section of globus paridus; 
mAChR, muscarinic acetylcholine receptor; MSNs, medium spiny neurons; SNpc, substantia nigra pars compacta; SNr, substantia nigra pars re-
ticulare; STN, subthalamic nuclei; Th, thalamus.
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FIGURE 41.3 Possible pharmacological targets in SNpc and the striatum to screen future protective (disease modifying) and therapeutic 
substances in PD models. DA, Dopamine; GPe, external section of globus paridus; GPi, internal section of globus paridus; MSNs, medium spiny 
neurons; RNS, reactive nitrogen species; ROS, reactive oxygen species; SNpc, substantia nigra pars compacta; STN, subthalamic nuclei.

FIGURE 41.2 Schematic diagrams of some typical therapeutic agents for PD and their pharmacological targets. A2AR, Adenosine A2A 
receptor; AADC, aromatic amino acid decarboxylase; BBB, blood–brain barrier; COMT, catechol-O-methyl transferase; DA, dopamine; DAT, 
dopamine transporter; DOPAC, 3,4-dihydroxyphenylacetic acid; DRs, dopamine receptors; HVA, homovanillic acid; l-dopa, l-3,4-dihydroxyphe-
nylalanine; mAChR, muscarinic acetylcholine receptor; MAO-B, monoamine oxidase B; MSN, medium spiny neuron; 3-OMD, 3-O-methyldopa; 
VMAT2, vesicle monoamine transporter 2.
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Using MPTP, the authors have studied the molecular 
details of PD and actions of some therapeutic/neuro-
protective drugs in mice and in common marmosets 
(Araki et al., 2001; Choudhury et al., 2010; Kadoguchi 
et al., 2014; Kikuta et al., 2015; Muramatsu et al., 2002; 
Nomoto et al., 1998; Tanabe et al., 2014; Yamamura 
et al., 2013; Yokoyama et al., 2010a,b).

In this chapter, we first overview the clinical symp-
toms and characteristics observed in PD patients and in 
animal models, followed by summarizing the neurotox-
ins used to establish PD models. Then we describe the 
practical experimental methods and applications with 
some results relevant to PD both in mice and in common 
marmosets.

2 CLINICAL CHARACTERISTICS OF PD 
AND THEIR RELEVANT SYMPTOMS IN 

ANIMAL MODELS

To evaluate the animal models of human disease, it is 
important to understand the clinical characteristics and 
symptoms of the disease. In this section, we summarize 
the epidemiological and clinical characteristics of PD 
briefly, comparing with behavioral and molecular char-
acteristics of animal models for PD.

2.1 Epidemiological Background

PD is the second most common neurodegenera-
tive disorder after Alzheimer’s disease (de Lau and  
Breteler, 2006). The prevalence of PD is about 0.3% of the 
whole population in first world countries. PD is more 
common in the elderly and prevalence rises from 1% in 
those over 60 years of age to 4% of the population over 
80 (de Lau and Breteler, 2006). The mean age of onset 
is around 60 years, although 5%–10% of cases, classi-
fied as young onset, begin between the ages of 20 and 
50 (Samii et al., 2004). Based on these facts, the use of 
adult animals rather than juvenile ones for PD models 
sounds reasonable. Some studies have proposed that PD 
is more common in men than women, but others failed 
to detect any differences between the two sexes (de Lau 
and Breteler, 2006).

Many risk factors and protective factors have been 
proposed, sometimes in relation to theories concerning 
possible mechanisms of the disease, however, none have 
been conclusively related to PD by empirical evidence. 
When epidemiological studies have been carried out 
in order to test the relationship between a given factor 
and PD, they have often been flawed and their results 
have in some cases been contradictory (de Lau and Bre-
teler, 2006). The most frequently replicated relationships 
are an increased risk of PD in those exposed to pesticides, 
such as rotenone, paraquat, and maneb (de Lau and 

Breteler, 2006). Exposure to these pesticides can double 
the risk of PD, and indirect measures of exposure, such 
as living in rural environments, have also been found to 
increase the risk of PD. As we describe later, in fact, these 
pesticides are successfully used to produce a PD model 
in experimental animals.

On the other hand, it was reported that the risk of PD 
was reduced in smokers down to a third when compared 
to nonsmokers (de Lau and Breteler, 2006). The basis 
for this effect is not known, but possibilities include an 
effect of nicotine as a dopamine stimulant (de Lau and 
Breteler, 2006; Quik et al., 2009). Tobacco smoke contains 
compounds that act as MAO inhibitors that also might 
contribute to this effect (Castagnoli and Murugesan, 2004). 
Other substances reported to reduce PD risk were caffeine 
(Bankiewicz et al., 1999), estrogens, antiinflammatory 
drugs, and so on (de Lau and Breteler, 2006).

2.2 Clinical Stages of PD

Although clinical experts describe symptoms and 
stages of PD differently, it sometimes is classified based 
on the daily-life disabilities with three stages as early, 
moderate, or advanced: Early, the stage when a person 
has a mild tremor or stiffness but is able to continue work 
or other normal daily activities. This often refers to a per-
son who has been newly diagnosed with PD; Moderate, 
the stage when a person begins to experience limited 
movement. A person with moderate PD may have a mild 
to moderate tremor with slow movement; Advanced, the 
stage when a person is significantly limited in his or her 
activity, despite treatment. Daily fluctuations in symp-
toms, medicinal side effects that limit treatment, and loss 
of independence in activities of daily living are common. 
A person with advanced PD may have significant and 
frequent changes in posture and movement with speech 
difficulties.

The severity of PD may also fall into the following 
five stages known as Hoehn and Yahr’s scale: Stage I, 
symptoms affect only one side of the body; Stage II, both 
sides of the body are affected, but posture remains nor-
mal; Stage III, both sides of the body are affected, and 
there is a mild imbalance during standing or walking. 
But the person remains independent; Stage IV, both sides 
of the body are affected, and there is disabling instabil-
ity while standing or walking. The person in this stage 
requires substantial help; Stage V, severe, fully devel-
oped disease is present. The person is restricted to a bed 
or chair. Dementia is also observed in 20 ∼ 30% of PD 
patients, although it only appears in the later stage.

Further detailed ratings established in 1987 known 
as Unified Parkinson’s Disease Rating Scale (UPDRS), a 
worldwide standard scale of PD, evaluates both motor 
and nonmotor symptoms subdivided into total 42 sub-
jects, rating each of them with 5 stages. UPDRS consists 
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of five parts: I, evaluation of mentation, behavior, and 
mood; II, self evaluation of the activities of daily life 
(ADL), such as speech, swallowing, handwriting, dress-
ing, hygiene, falling, salivating, turning in bed, walking, 
cutting food; III, evaluation of motor function scored 
by clinician; IV, Hoehn and Yahr’s scaling of PD sever-
ity; V, ADL scaling of Schwab and England. Although it 
takes time for scoring all the subjects, it is also utilized 
to evaluate drugs in clinical trial or the result of surgery.

2.3 Clinical Symptoms in PD Patients

The most common symptoms in PD include the fol-
lowing four: (1) bradykinesia which is a slowness of 
voluntary movement and associated with reduction 
in automatic movement, such as swinging of the arms 
during walking, is the most disabling feature. The voice 
is hypophonic and poorly modulated, which is called 
monotonous speech. A reduction of the facial muscles 
movements and blinking lead to the characteristic ex-
pressionless masked face; (2) Resting Tremor, the 4–6-Hz 
“Pill rolling,” is typically the most characteristic sign and 
seen in 60% of the patients with PD. Initially, the tremor 
may appear in just one arm or leg or only on one side of 
the body. The tremor may also affect the chin, lips, and 
tongue. Emotional and physical stresses tend to make the 
tremor more noticeable. Sleep, complete relaxation, and 
intentional movement or action usually reduce or dimin-
ish the tremor; (3) Rigidity, is defined as an increase in 
muscle tone of passive movement responding to applied 
force. PD patients mostly express the lead-pipe type of 
rigidity and cogwheel type occasionally. Rigidity is used 
as an indicator to determine the efficacy of the medica-
tions; (4) Difficulty with walking (gait disturbance) and 
balance (postural instability). A person with PD is likely 
to take small steps and shuffle with his or her feet close 
together, bend forward slightly at the waist (stooped 
posture), and have trouble turning around. Balance and 
posture problems may result in frequent falls. But these 
problems usually do not develop until later in the course 
of the disease.

2.4 Symptoms in Nonhuman Primates

Many clinical symptoms described earlier can be 
reproduced in the experimental nonhuman primates 
probably because they are in the same species with us. 
Parameters to be analyzed are: tremor, freezing, locomo-
tion, fine motor skills, akinesia, balance, posture, startle 
response, gross motor skills, and so on (Bankiewicz 
et al., 1999). They are usually classified from 0 (normal) 
to 3 ∼ 5 subclasses according to the severity. Alterna-
tively, a scale of clinical rating ranged from 0 to 32 are 
also applicable (Swanson et al., 2011). In some cases, fine 
motor skills are evaluated with computerized touch-

panel systems (Swanson et al., 2011). Detailed examples 
of MPTP-treated common marmoset will be described in 
the later section.

2.5 Symptoms in Rodents

Although it is well known that rodent models for hu-
man diseases are favorable with genetic, biochemical, 
and anatomical studies, it does not always reflect exact 
behavioral parameters with symptoms of the disease, be-
cause of the differential anatomy, biochemistry, and func-
tions with human. Despite this discrepancy, researchers 
have developed many useful paradigms to assess motor 
dysfunctions of rodents as we describe in the later sec-
tion. It is important to be aware that one experimental 
paradigm does not always reflect one specific parameter 
of human exactly. For this reason, multiple paradigms 
are recommended to examine in each experimental  
project.

After administrating neurotoxins or chemicals 
described later, animals show akinesia- and/or brady-
kinesia-like symptoms, such as freezing, and abnormal 
movement of limbs with tremor, slowness, rigidity, and 
so on. Behavioral tasks to analyze these motor dysfunc-
tions will be described later.

3 MOLECULAR  
PATHOPHYSIOLOGY OF PD

As we mentioned in the previous sections, PD is 
associated with degeneration of the nigrostriatal dopa-
minergic neurons. It means a significant reduction of 
the striatal dopamine with its metabolites and molecu-
lar markers for dopaminergic neurons, such as tyrosine 
hydroxylase (TH) are observed with anatomical and/
or biochemical analysis (Nagatsu and Sawada, 2007). 
It is also known that formation of the acidophilic in-
clusions called Lewy body with a high amount of α-
synuclein and ubiquitin proteins are observed in the 
cytoplasm of the remaining but degenerated neurons, 
together with some characteristic small projections 
called Lewy neurites (Forno, 1996). In fact, increasing 
evidence suggested impaired proteolytic systems of 
ubiquitne-proteasome and/or lysosome contributed to 
the accumulation of α-synuclein, causing endoplasmic 
reticulum (ER)-stress with progression of the dopa-
minergic cell death (Cox and Cachón-González, 2012; 
Wang and Takahashi, 2007). Parkin, a ubiquitin E3 li-
gase, and its upstream protein kinase PINK1 are known 
to be involved in the removal of damaged mitochondria 
by ubiquitinating various substrate proteins in the de-
polarized mitochondria, and its genetic deficiency is 
correlated to PD occurrence (Kitada et al., 1998; Matsu-
da et al., 2010). Parkin is also phosphorylated by c-Abl 
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tyrosine kinase at tyrosine 143 residue to be inactivated 
(Ko et al., 2010) and a c-Abl inhibitor nilotinib protected 
dopaminergic neurons in MPTP mice (Karuppagounder 
et al., 2014). Thus inhibitors of c-Abl are suggested to be 
possible disease-modifying agents for PD. Mitochon-
drial dysfunctions and impaired calcium homeostasis 
are also related to the apoptotic cell death of dopaminer-
gic neurons (Calí et al., 2011), generating free radicals, 
reactive oxygen and nitrogen species (ROS/RNS), which 
in turn cause oxidative stress to neurons. Furthermore, 
inflammatory and immunological reactions mediated by 
activated glial cells are strongly suggested to participate 
in the progression of dopaminergic cell death (Collins 
et al., 2012). In the activated astrocytes, upregulation of 
inflammatory cytokines, such as tumor necrosis factor-α 
(TNF-α) occurs, which triggers the apoptotic signaling 
of dopaminergic neurons by activation of TNF receptor. 
In the activated microglia, upregulation of inducible ni-
tric oxide synthase (iNOS) occurs with increasing NO, 
which also contribute to generate highly toxic radicals, 
such as ONOO− (Tieu et al., 2003). Involvement of cy-
clooxygenase 2 (COX-2) facilitating inflammatory rea-
ctions is also known (Minghetti, 2004). Overall, each 
of these molecular events contributing to aggression of 
the PD pathology will be a possible protective (disease 
modifying) and/or therapeutic target of PD (Fig. 41.3), 
although most of the therapeutic drugs in clinical use 
today target for the synapse between nigrostriatal dopa-
minergic neurons and MSNs in the striatum, and none of 
the protective (disease modifying) drugs inhibiting the 
progression of PD are practically used yet. In the later 
section, we discuss the relevancy of these pathophysio-
logical details of human PD and those of MPTP-induced 
animal model on a molecular level.

4 NEUROTOXINS FOR MAKING 
PD MODELS

All the agents used to prepare PD models ultimately 
result in the depletion of the striatal dopamine to express 
PD-like dysfunctions. In this section, we overview some 
typical neurotoxins and chemicals for PD models includ-
ing MPTP in experimental animals.

4.1 6-OHDA

The first neurotoxin for PD model introduced by 
 Ungerstedt (1968) was a hydroxylated analog of DA, 
6-hydroxydopamine (6-OHDA). Using Sprague-Dawley 
rats, he reported a unilateral application of 6-OHDA 
into the nucleus caudatus putamen or the substantia 
nigra caused loss of monoaminergic terminals and do-
paminergic cell bodies, respectively, with a marked mo-
tor asymmetry known as hemi-Parkinsonism, typically 

 characterized by a rotational behavior to the impaired side 
(Ungerstedt and Arbuthnott, 1970). To date, the 6-OHDA 
model has been utilized by many researchers to examine 
pathophysiological hypothesis and possible novel treat-
ment of PD and dyskinesia. Because of low permeability 
to blood–brain barrier (BBB), however, 6-OHDA must be 
applied directly into specific region of brain (typically in 
substantia nigra, medial forebrain bundle, or striatum) 
using stereotactic apparatus. For this reason, rats are 
most frequently used and less applied in nonhuman pri-
mates (Betarbet et al., 2002). It also requires pretreatment 
with an inhibitor for noradrenaline transporter (NAT), 
such as desipramine when selective loss of dopaminer-
gic neurons is desired, because 6-OHDA is effectively 
incorporated into catecholamine neurons through 
NAT in addition to dopamine transporter (DAT) (Duty 
and Jenner, 2011). Furthermore, 6-OHDA can easily be 
degraded by MAO-B, so pretreatment with an MAO-B 
inhibitor, such as pargyline is also required to protect 
6-OHDA from the oxidative breakdown. Once incor-
porated into catecholamine neurons, 6-OHDA rapidly 
gives oxidative stress to form ROS and/or RNS (Duty 
and Jenner, 2011), and also inhibits mitochondrial respi-
ratory chain by interacting directly with complexes I and 
IV (Duty and Jenner, 2011). These events are thought to 
induce the catecholaminergic neurons to die. Although 
it is one popular experimental model for PD, 6-OHDA 
does not satisfy all the characteristics of the disease, such 
as progression of PD and formation of cytoplasmic Lewy 
body-like inclusions with increased α-synuclein protein 
(Duty and Jenner, 2011).

4.2 MPTP

The potency of MPTP to utilize in PD-model was found 
by chance when a synthesized heroin analog meperidine, 
containing a high amount of MPTP as a by-product, was 
administrated intravenously by seven individuals. They 
showed PD-like symptoms, such as akinetic rigidity, and 
were recovered by l-dopa (Langston et al., 1983). Fur-
ther studies showed systemic administration of MPTP 
into nonhuman primates (Langston et al., 1984) and mice 
(Ricaurte et al., 1987) caused an irreversible and selective 
degeneration of dopaminergic neurons in the substantia 
nigra, and elicited PD-like symptoms. Because MPTP is 
a highly lipophilic molecule, it can easily cross BBB and 
be converted into the hydrophilic metabolite 1-methyl-
4-phenyl-pyridinium (MPP+) by MAO-B expressed 
in astrocytes (Figs. 41.4 and 41.5). MPP+ is selectively 
incorporated into dopaminergic neurons via DAT, and 
is taken up into mitochondria, inhibiting complex I of 
the respiratory electron transfer chain. This leads to 
impairment of ATP production, elevated intracellular 
Ca2+ levels, and generation of ROS/RNS, eliciting apop-
totic cell death of the dopaminergic neurons (Fig. 41.5). 
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Thus, MPP+ is primarily a mitochondrial toxin to spe-
cifically disrupt the respiratory system of dopaminer-
gic neurons (Yokoyama et al., 2011a). MPP+ also trig-
gers inflammatory reactions starting from activation 
and proliferation of astrocyte and microglia (Yokoyama 
et al., 2011b). It facilitates synthesis and secretion of 
inflammation-related molecules including cytokines, 
such as TNF-α, interleukin 1β (IL-1β) and IL-6, chemo-
kines, and prostagrandines. In microglia, upregulation 
of iNOS also occurs, resulting in increase and release of 
NO, which attacks neurons with generating toxic ROS 
and RNS. These events are well consistent with what 
happened in the brain of PD patients mentioned earlier.

To date, a wide variety of animals including nema-
todes (Wang et al., 2007), frogs (Barbeau et al., 1985), 
mice (Sunderström et al., 1990), rats (Laret et al., 2002), 
rabbits (Ghiribi et al., 2003), cats (Schneider and 
Rothblat, 1991), dogs (Choi et al., 2011), and nonhu-
man primates (Nomoto et al., 1998) were demonstrated 
to have sensitivity to MPTP. Among them, nonhuman 
primates with the highest MPTP sensitivity are ideal 
to use, though rodents are still the most widely used 
because of convenience. Mice are more favorably used 
than rats because the latter show a relatively high pe-
ripheral MAO activity (Kakaria et al., 1987) causing 
conversion of MPTP to MPP+ before crossing BBB, fail-
ing to enter brain. If a researcher prefers to use MPTP in 
rats, it is necessary to inject MPTP or MPP+ directly into 
the brain with a stereotactic apparatus as like 6-OHDA 
(Heikkila et al., 1985). Alternatively, intranasal admin-
istration of MPTP has developed recently (Predinger 
et al., 2012), though its efficiency and specificity should 
be examined more.

It should be noted that one significant difference of 
MPTP model with human PD is absence of Lewy body. 
Even by examining three different schedules of MPTP 
administration (acute, semichronic, and chronic), none 
of the obvious Lewy body-like inclusions were found 

FIGURE 41.4 Chemical structures of MPTP and its toxic metabo-
lite MPP+.

FIGURE 41.5 Schematic diagram of action of MPTP in SNpc. BBB, Blood–brain barrier; DAT, dopamine transporter; IL, interleukin; iNOS, 
inducible nitric oxide synthase; MAO-B, monoamine oxidase; NO, nitric oxide; ROS, reactive oxygen species; RNS, reactive nitrogen species; TNF, 
tumor necrosis factor.
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in mice brain (Shimoji et al., 2005). It was also reported 
in a study that using two monkeys which survived over 
10 years demonstrating severe PD-like symptoms after 
MPTP treatment in their youth had no Lewy body-like in-
clusions in brain, even though expression of α-synuclein 
protein was increased significantly (Halliday et al., 2009). 
We will discuss this discrepancy in the later section.

4.3 Pesticides

As we described in the previous section, exposure to 
pesticides, such as rotenone, paraquat, and maneb was 
shown to have a positive correlation to the risk of PD. 
Rotenone is one of the lipophilic phenylpropanoid com-
pounds. Because of its selective inhibitory effect on the 
mitochondrial respiratory complex I similar to MPP+ 
(but have no cell-type specificity), it was expected to be 
utilized as a chemical for PD model. In fact, chronic, but 
not acute, systemic administration of rotenone in rats 
with 2.5 mg/kg/day for 7 ∼ 33 days caused a loss of the 
nigrostriatal dopaminergic neurons, appearance of the 
cytoplasmic inclusions reminiscent to Lewy body which 
contained α-synuclein and ubiquitin proteins, and mo-
tor dysfunctions including hypokinesis, hunched pos-
ture, rigidity, and tremor (Betarbet et al., 2000). This is 
quite an attractive model with matching face and con-
structive validities with human PD, however, rotenone 
also has cardiovascular and other systemic toxicities 
in addition to the toxicity for central neurons, prob-
ably because of its cell-type nonspecific inhibition of 
mitochondrial complex I, resulting in a relatively high 
rate of mortality (∼30%) where the results tend to vary 
(Duty and Jenner, 2011).

Different from rotenone, paraquat (1,1’-dimethyl-4-4’-
bipyridinium: PQ) does not cross BBB. It is  transported 
into the brain by a neutral amino acid transporter, and 
incorporated into dopaminergic neurons with a sodi-
um-dependent uptake system (Shimizu et al., 2001). As 
its chemical structure resembles MPP+, it is thought to 
inhibit mitochondrial respiratory complex I, resulting in 
a mild loss of the nigrostriatal dopaminergic neurons, 
although paraquat was reported to have no specificity 
to DAT (Richardson et al., 2005). On the other hand, 
however, a recent report showed that paraquat could 
be incorporated via DAT when it was converted to a 
monovalent cation PQ(+) rather than a native divalent 
cation state PQ(2+) (Rappold et al., 2011). This and fur-
ther studies are expected to clarify a precise mechanism 
of the selective toxicity of paraquat on dopaminergic 
neurons.

Manganese ethylene-bis-dithiocarbamate, also called 
maneb, is known to inhibit mitochondrial respiratory 
complex III (Zhang et al., 2003). It is frequently used 
in geographically overlapping areas with paraquat, 
and it was reported that combined administration of 

them enhanced the toxicity than the cases of sole use, 
in fact (Thiruchelvam et al., 2000). In addition, 30 mg/
kg of maneb was reported to enhance the neurotox-
icity induced by 50 mg/kg MPTP in mice examined 
with locomotor activities and catalepsy test (Takahashi 
et al., 1989). Thus, it can be considered that combina-
tion of neurotoxins usually enhance the expression and 
progression of PD-like symptoms with degenerating 
the nigrostriatal dopaminergic neurons, although an 
exception was also reported (Aoki et al., 2010).

4.4 Others

Chemicals other than neurotoxins listed earlier—
mainly interacting with molecules for dopaminergic 
neurotransmission, biosynthesis, and metabolism—are 
also used for PD models, although many of their effects 
are transient and do not cause a selective degeneration 
of dopaminergic neurons: Reserpine, an inhibitor for 
vesicle monoamine transporter (VMAT), resulting in a 
depletion of synaptic dopamine; Methamphetamine, it 
also causes a depletion of the striatal dopamine at syn-
aptic terminals; Haloperidol, an inhibitor for D2 receptor 
typically causes the antipsychotic drugs-induced extra-
pyramidal syndrome; α-methyl p-tyrosine (AMPT), an 
inhibitor for TH.

5 MPTP-INDUCED MICE MODEL OF PD

Here we describe practical methods to produce 
MPTP-induced PD model of mice and how to analyze 
them with behavioral, immunohistochemical, and bio-
chemical manners. We also discuss the relevance of mo-
lecular details between human PD and this model.

5.1 Animal Selection

Among the strains of mice examined in, such as CD-1, 
C57BL/6, BALB-c, CBA/Ca, NMRI, and Swiss Webster, 
C57BL/6 is now considered to show the highest sensi-
tivity to MPTP (Filipov et al., 2009; Muthane et al., 1994; 
Sedelis et al., 2000; Sunderström et al., 1987, 1990). Some 
researchers tried to explain the reasons for the differential 
sensitivity among the strains with difference of molecular 
details, including the activity of MAO-B (Walsh and 
Wanger, 1989), c-Jun N-terminus kinase (JNK) signaling 
with COX-2 expression (Boyd et al., 2007), glial functions 
(Smeyne et al., 2001), and so on, although no conclusive 
result has been obtained yet.

For the age of mice used, adult ones ranging from 
7 ∼ 8 weeks to much older—up to ∼12 months—are fa-
vored, and older animals showed higher MAO-B activity 
causing their increased sensitivity to MPTP (Walsh and 
Wanger, 1989).
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5.2 Drug Administration

Researchers should carefully handle MPTP in a safety 
cabinet by wearing gloves, a goggle, and a mask to avoid 
unexpected inhalation. MPTP can be dissolved in water 
or saline (150 mM NaCl) with up to 10 mg/mL. It can 
also be dissolved in dimethyl-sufoxide (DMSO). Sub-
cutaneous or intraperitoneal administration of MPTP is 
generally performed using a 1 mL disposable syringe. 
Various schedules and amounts of MPTP administration 
are reported, it may be roughly classified into three cat-
egories: acute, subacute (semichronic), and chronic. Fol-
lowing is the frequently used dosing: 10–20 mg/kg for 4 
times with 1 ∼ 2-h intervals as an acute model; 30 mg/
kg/day for 4 ∼ 5 days as a subacute model; 2 times of 
25 mg/kg with 250 mg/kg of probenecid in a week for 
5 weeks as a chronic model (Shimoji et al., 2005). In fact, 
various substances including clinically approved ones 
were successfully evaluated with this model. Some of the 
typical substances analyzed by us are as follows: l-dopa, 
cabergoline, perindopril, riluzole, 7-nitroindazole, ben-
zamide, zonisamide, imatinib, nilotinib, mirtazapine, 
and so on (Araki et al., 2001; Choudhury et al., 2010; 
Kadoguchi et al., 2014; Kurosaki et al., 2004; Muramat-
su et al., 2002; Nomoto et al., 1998; Tanabe et al., 2014; 
Yamamura et al., 2013; Yokoyama et al., 2010a,b). Acute 
and subacute models are especially favorable for screen-
ing therapeutic substances efficiently with analyzing 
their molecular details of pharmacology. On the other 
hand, subacute and chronic administration of MPTP 
would reflect the processes of PD progression, suitable 
to analyze its molecular pathophysiology and screening 
protective (disease modifying) substances. In case of a 
protective (disease modifying) substance to be applied 
chronically, subacute (semichronic) protocol of MPTP 
administration described earlier is also applicable.

It should be noted that differential dosing results in 
differential effects on behavioral, anatomical, and neu-
rochemical parameters. For example, our previous study 
(Kuroiwa et al., 2010) with various schedules and dosing 
of MPTP to 8 weeks old male C57BL/6N mice resulted 
in differential amounts of the striatal dopamine and its 
metabolites 3,4-dihydroxy-phenylacetic acid (DOPAC) 
and homovanillic acid (HVA), even in the cases of the 
same total 80 mg/kg dosing with four different sched-
ules (Kuroiwa et al., 2010). In this study, we scheduled 
as follows: (1) 4 × 10 mg/kg/day for 2 consecutive 
days; (2) 1 × 20 mg/kg/day for 4 consecutive days; (3) 
2 × 20 mg/kg/day for 2 consecutive days; (4) 4 × 20 mg/
kg in a day. The striata were dissected out in 1, 2, and 3 
weeks after MPTP administration. As a result, reduction 
of the amount of striatal dopamine varied between the 
four groups: (1) showed a constant reduction to ∼40% 
throughout the periods of examination; (2) only de-
creased to ∼70% in 1 week, then recovered to ∼85%; (3) 

decreased to ∼35% in 1 week, but recovered to ∼70% af-
ter 2 weeks; (4) significantly decreased to ∼20%, and the 
effect was sustained throughout the 3 weeks examined. 
The magnitude of reduction was (2) < (3) < (1) < (4), 
showing acute administration with frequent injections 
resulting in the most effective and prolonged reduction 
of the striatal dopamine.

5.3 Behavioral Analysis

After administrating MPTP, evaluations of the func-
tional motor coordination and/or balance are usually 
performed with various behavioral tasks. As we men-
tioned earlier, multiple tasks are recommended to exam-
ine each experimental project.

Generally, behavioral assessments are performed 
from a few hours to days after MPTP treatment. It should 
be noted that MPTP sometimes has an acute inhibitory 
effect on skeletal muscles, probably by inhibiting pe-
ripheral nicotinic acetylcholine receptors in the neuro-
muscular junctions (Hsu et al., 1994). For this reason, it 
is highly recommended to start the analysis at least with 
a 24-h interval after the final MPTP treatment, especially 
when a researcher wants to examine a therapeutic effect 
of a substance or so. We usually perform behavioral 
evaluations on or over 3 days after MPTP administra-
tion (20 mg/kg × 4 times, total 80 mg/kg with 2-h inter-
vals in a day), when we want to examine the therapeutic 
effect of a substance, such as l-dopa, because numbers 
of the nigrostriatal dopaminergic neurons become mini-
mum and those of activated astrocytes and microglia are 
in maximum (Aoki et al., 2009). Also in our case examin-
ing a protective substance, we usually apply MPTP with 
10 mg/kg × 4 times with 1-h intervals (total 40 mg/kg) 
and the substance to be examined is applied 30 min be-
fore and 90 min after the first administration of MPTP, 
then perform behavioral tasks and biochemical exami-
nations on or over the next day of MPTP administra-
tion (Yano et al., 2009). Alternatively, MPTP may be ad-
ministered with 30 mg/kg/day for 4 ∼ 5 days, and the 
substance to be examined would be start to be applied 
1 day before starting MPTP administration, followed 
by daily application until stopping MPTP administra-
tion. Another issue is a behavioral recovery despite sig-
nificant neurodegenerative changes on the nigrostriatal 
dopaminergic neurons. A study showed, the differential 
time course of recovery was seen between the different 
strains of mice (Sedelis et al., 2000). It may also depend 
on which type of behavioral tasks to apply. Thus, re-
searchers should optimize the schedule of dosing, type 
of the tasks applied, and the timing to analyze carefully 
by a pilot experiment. Following behavioral tasks are 
frequently used to evaluate PD-like motor dysfunctions 
in mice. We show some pictures of typical experimental 
apparatuses in Fig. 41.6.
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5.4 Catalepsy Bar Test

It requires a relatively simple apparatus consisting of 
a horizontal bar (typically ranging from 0.2 to 1 cm di-
ameter) made of wood or a stainless steel wire, spanning 
between two pillars with a typical height of 5–20 cm from 
the grounding platform (Fig. 41.6A). The period during 
which the mice keep an immobile posture when putting 
their forepaws on the bar and hind paws on the ground, 
known as catalepsy, is recorded until they quit keeping 
the posture (Watanabe et al., 2008). Similar paradigm 
called grip test is also applicable (Sedelis et al., 2000). 
Usually, naive or vehicle-treated animals show a few 
seconds of catalepsy period, while MPTP-treated mice 
show a typically prolonged period with three- to five-
folds (Watanabe et al., 2008). When the mice quit the im-
mobile posture, some of them may put all their paws on 
the ground, may lift their hind paws up on the bar and 
may move on it. The difficulty of this task is a relatively 
large variation of individuals especially in MPTP-treat-
ed animals which cause a failure to detect significance, 
even though the results show a good tendency. Finally, 
researchers should also note that catalepsy not only 

reflects an extrapyramidal syndrome but also psychotic 
and hypnotic conditions in some cases.

5.5 Pole Test

This paradigm was originally developed to detect 
MPTP-induced bradykinesia in 1987 (Ogawa et al., 1987), 
and was also proven to be effective especially for detecting 
antipsychotic drugs-induced extrapyramidal syndrome 
with D2R inhibition (Ohno et al., 1994). The apparatus used 
consists of a vertical pole fully taped with gauze typically 
40 ∼ 50 cm in height standing on a basement platform 
(Fig. 41.6B). Mice are first settled on the top of the pole 
with their heads looking upward. Mice then turn their 
heads downward within a few seconds, and the latency of 
this is called T-turn. Mice are subsequently moved down 
along with the pole, and the latency to reach to the ground 
platform is called T-total. Although both T-turn and T-total 
can be parameters to evaluate, the latter is more frequently 
used. MPTP prolongs both of the parameters significantly, 
such as 2–3 times longer, and is recovered by a therapeutic 
drug, such as l-dopa (Ogawa et al., 1987).

FIGURE 41.6 Experimental apparatuses to assess motor dysfunctions of mice. (A) Catalepsy bar test. (B) Pole test. (C) Rota-rod test with a 
falling mouse on the right. (D) Beam-walking test. (E) Horizontal wire test. (F) Footprint test.
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5.6 Rota-Rod Test

This is a frequently applied paradigm to assess the 
motor coordination of rodents (Fig. 41.6C) (Kadoguchi 
et al., 2014; Tanabe et al., 2014; Yokoyama et al., 2010b). 
The rota-rod apparatus with constant and/or variable 
speeds can be purchased from many companies selling 
behavioral apparatuses. It consists of a rotating rod with 
a few cm of diameter and usually covered by a rubber on 
its surface, divided into 4 ∼ 5 individual sections so that 
multiple animals can be assessed in one trial. Mice are put 
on the rotating rod with a constant speed, typically rang-
ing from 15 to 32 rpm in a trial session, for an appropriate 
cut off duration, such as 10 min, and the latency to fall on 
the ground (LTF) is recorded. Alternatively, the rotating 
speed may be increased during the session, such as from 
5 to 30 rpm with a constant increment. A well-trained 
mouse without drugs can endure to keep walking on 
the rod for over 10 min even with 32 rpm. MPTP usually 
shorten the LTF significantly to the extent, such as from 
half to one-third of the control. It requires some train-
ing sessions to minimize the variable of individuals. For 
this purpose, 1 ∼ 2 training sessions/day for successive 
2 ∼ 3 days with a relatively lower speed than the trial ses-
sion should be performed before MPTP administration.

5.7 Open-Field Test

It is one of the most popular apparatuses to evaluate 
a locomotor activity and exploratory behavior of rodents 
in an open box surrounded by walls (Sedelis et al., 2000). 
The field is usually ∼2500 cm2 (50 cm × 50 cm) divided 
into 25 areas by drawing lines onto it. There are a wide 
variety of apparatuses and analysis used, though es-
sentially evaluating the spontaneous activity of the ani-
mals with horizontal (distance travelled) and vertical 
(rearing) directions for various durations. Automated 
recording systems using an infrared beam and/or vid-
eo-based tracing are convenient to use. Alternatively, 
just counting numbers of transition between the divided 
areas and of rearing frequencies are also acceptable. To 
minimize the variety of individuals and to exclude an 
exploratory behavior in a novel field, pretrial habita-
tions may be required. When the effect of MPTP in mice 
is fully expressed, both horizontal and vertical activities 
are decreased. This paradigm, however, is highly affect-
ed by emotional biases (Belzung and Griebel, 2001), so 
researchers have to make sure whether the results are 
caused only by alternation of motor functions.

5.8 Wheel Activity Test

This test allows to evaluate spontaneous locomotor 
activity during the active cycle of the mouse using an 
activity wheel (15 cm in diameter). The distance traveled 

is measured by the total number of wheel rotations com-
pleted during an active cycle.

5.9 Elevated Plus Maze

This paradigm is often used for screening anxio-
lytic drugs, such as benzodiazepines (Belzung and 
Griebel, 2001). As with open-field test, it can also be used 
to evaluate spontaneous locomotor and exploratory ac-
tivities, and is highly affected by emotional biases. The 
maze is settled with a height, such as 45 cm with pil-
lars standing from the ground floor. The maze consists of 
four arms of pathways crossing at the center stage with 
a right angle, and the two paths facing each other have 
walls, while the other two have no wall. The numbers 
of arm entry and rearing are convenient indexes of the 
horizontal and vertical activities, respectively. When the 
mouse feels anxiety, it tends to remain in the arm with a 
wall, so the time spent in each arm is also recorded. Fre-
quencies of arm entries decrease in motor impaired mice.

5.10 Beam-Walking Test

The purpose of this test is to measure the traversing 
speed of mice on the horizontal bar (Fig. 41.6D), evalu-
ating a sensorimotor coordination and the integrity of 
the vestibular senses (Dean et al., 1981; Sato et al., 2008). 
The bar with a square or a circular shape, typically 
50 ∼ 60 cm in length, is positioned at a height of 50 cm 
supported by two pillars, having a box at the goal end 
so that the mice can take rest after traversing. It requires 
some training sessions (e.g., 3 trials in a day for 2 suc-
cessive days) before the trial. In the training session, 
the bar with a relatively large diameter or width, such 
as 12 ∼ 16 mm is used. In the trial session after MPTP 
administration, mice are settled at the starting end of the 
bar with a diameter of 6 ∼ 8 mm, and the time required 
to reach the box is measured. The traversing speed of 
MPTP-treated mice tends to delay, and will be recovered 
by administrating a therapeutic drug, such as l-dopa. It 
seems to have a higher sensitivity than other paradigms, 
although some of the mice especially treated with MPTP 
stop traversing in the middle of the bar (freezing) for 
several times, which is also considered to reflect one as-
pect of akinesia.

5.11 Horizontal Wire Test

This test estimates motor coordination and muscle 
relaxation (Burkard et al., 1985; Vanover et al., 1999). 
The testing apparatus consists of a solid wire (typically 
0.1 ∼ 0.2 cm diameter, 20 ∼ 30 cm length) horizontal-
ly stretched 20 ∼ 30 cm above the grounding platform 
(Fig. 41.6E). Mice are lifted by the tail and allowed to 
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grasp the wire with their forepaws, and then are released. 
A mouse passes the task if it grasps the wire with at least 
one hindpaw within a few (3 ∼ 10) seconds. If a mouse 
takes over the prescribed time to grasp the wire with a 
hindpaw, or can’t grasp the wire, it fails. Mice are trained 
to pass the task 2 ∼ 3 times before MPTP administration. 
The parameter determines the rate of mice passing the 
task in each group. The pass rate of control group is ap-
proximately over 75%, while the rate of MPTP-treated 
group decreases to less than half of the control.

5.12 Footprint and Stepping Test

As described earlier in Section 2.3, a PD patient tends 
to have trouble walking and balancing, taking small steps 
with his or her feet close together with abnormal balance. 
Similar symptoms are also observed in MPTP-treated 
mice. Footprint test and a recently developed stepping 
test evaluate these abnormalities (Blume et al., 2009; 
Mohanasundari et al., 2006).

The footprint apparatus consists of a runway, usu-
ally 50 ∼ 60 cm length, with a dark goal-box at the end 
(Fig. 41.6F). Mice are trained to walk straight to the gaol-
box on the white paper before the trial. After adminis-
trating drugs, the forepaws and hindpaws of the mice 
are painted with different colors (e.g., forepaws with red 
and hindpaws with green). Then the mice are made to 
walk on the paper. The footprint patterns are analyzed 
for three parameters (stride length, stride width, and 
overlap). Stride length, usually 5 ∼ 7 cm, is determined 
by measuring the distance between each step of the same 
side of the body. MPTP decrease the length for a half to a 
third compared to the control mice. Stride width, usually 
2 ∼ 2.5 cm, is measured as the distance between the right 
and left footprint, which often increases in MPTP mice. 
Overlap, usually 0.5 ∼ 0.7 cm, is measured as the distance 
between the center of frontpaw and hindpaw footprints 
on the same side, which also increase in MPTP mice.

In the stepping test (Blume et al., 2009), a mouse is al-
lowed to settle at one edge of the table with 1.2 m length, 
typically with all limbs on the table. The experimenter 
would lift the hind legs up by pulling the tail up with 
only the forepaws touching on the table. At a steady pace 
of approximately 1 m in 3 ∼ 4 s (for a total distance of 
1 m), the experimenter pulled the animal backward by 
the tail, down toward the other edge of the table, and 
the number of adjusting steps from both forepaws is 
computed. A significant decrease in this is observed in 
MPTP-treated mice when compared to the saline group.

5.13 Immunohistochemical and Biochemical 
Evaluations With Relevancy to PD

Anatomical and immunohistochemical evaluations 
can be applied after mice have been fixed with 4% para-

formaldehyde, with preparing paraffin-embed, frozen, 
or free-float sections, according to researcher’s choice.

Most of the anatomical studies are performed in SNpc 
and in the striatum where dopaminergic neurons with 
their axons are lost by MPTP treatment. In SNpc, im-
munostaining with antibodies for TH, DAT, or neural 
nuclei (NeuN) reliably detect the significant decrease in 
the number of dopaminergic neurons after MPTP treat-
ment. Our previous study in case of the acute MPTP 
administration with 4 times of 20 mg/kg with 2-h inter-
vals in a day (total 80 mg/kg) resulted in nearly 60% of 
TH-positive neurons being lost within 3 days, although 
around 10% were recovered in 3 weeks after MPTP 
treatment, probably showing a recovery of TH protein 
expression in the remaining neurons (Aoki et al., 2009). 
Similarly in the striatum, the density of TH-positive fibers 
was decreased significantly, indicating a degeneration 
of the dopaminergic axons after MPTP administration 
(Yokoyama et al., 2010b).

The neuronal death in SNpc includes apoptosis be-
cause the immunoreactive neurons to the antibody for 
single-strand DNA, a marker for apoptosis, significantly 
increased within 5 h till 3 days after MPTP treatment 
(Aoki et al., 2009). It was also reported in SNpc that MPTP 
increased the protein expression of cleaved caspase 3, one 
of the critical executers of apoptosis, and the effects of 
MPTP were significantly decreased when the gene cod-
ing caspase 3 was disrupted (Yamada et al., 2010). Many 
other studies also reported MPTP-induced apoptosis of 
the dopaminergic neurons in SNpc, and the apoptotic 
neurons were also found in SNpc of the postmortem 
brain of PD patients (Mochizuki et al., 1996), showing a 
good relevancy between this model and human PD.

MPTP also affects the activation of glial cells. Numbers 
of both astrocytes detected by antiglial fibrillary acidic 
protein (GFAP) or S100β antibodies and microglia detect-
ed by isolectin B4 or anti-Iba-1 antibody were significantly 
increased in the same conditions above (Aoki et al., 2009; 
Himeda et al., 2006; Yokoyama et al., 2010b). These glial 
cells abundantly express cytokines and chemokines, 
such as IL-1β, IL-6, and TNF-α, related to inflammatory 
and immunological reactions, possibly mediating pro-
gression of neurodegeneration both in human and this 
model. Similarity of the time courses of p65 nuclear fac-
tor-kB (NF-kB) expression in the reactive astrocytes and 
ssDNA immunoreactivity in neurons was observed after 
MPTP treatment (Aoki et al., 2009). Because NF-kB ac-
tivation was found in both postmortem PD brains and 
neurotoxin-induced animal models, it is also thought to 
be a key molecule to induce neuronal apoptosis (Ghosh 
et al., 2007; Langston, 2002).

MPTP also elicits oxidative stress which is another 
factor to cause dopaminergic degeneration (Fig. 41.2). 
In fact, activities of superoxide dismutases (SODs) and 
glutathione peroxidase (GSH-PX) were decreased, and 
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malondialdehyde (MDA), the end product of lipid 
peroxidation, was significantly increased after MPTP 
administration (Li and Pu, 2011). Further, reduction of 
lipoamide dehydrogenase and metallothionein in MPTP-
treated mice was reported (Dhanasekaran et al., 2008). 
Involvement of the oxidative stress in PD progression is 
well known as mentioned previously (Calí et al., 2011), 
so this is another relevant factor between animal model 
and human disease, and substances which upregulate 
these antioxidative proteins would be possible disease 
modifying agents to slow down PD progression.

As we described in the previous section, forma-
tion of Lewy body including accumulated α-synuclein 
protein oligomers and ubiquitin probably caused by 
an abnormal ubiquitin-proteasome systems is a char-
acteristic pathology in PD. In contradiction, however, 
many reports denied the formation of a Lewy body-like 
inclusion in MPTP-treated mice (Betarbet et al., 2002; 
Blandini and Armentero, 2012; Halliday et al., 2009;  
Shimoji et al., 2005; Ungerstedt, 1968). In addition, a 
proteasome inhibitor failed to induce or enhance neu-
rotoxicity on the nigrostriatal dopaminergic neurons 
(Kadoguchi et al., 2008a,b). From these results, research-
ers may suspect MPTP can not mimic the steps of pro-
tein degeneration caused by ER-stress in PD. However, 
MPTP, when administered chronically using osmotic 
minipump but not with sporadic administration, was 
reported to form neuronal inclusions containing both 
increased α-synuclein and ubiquitin proteins (Fornai 
et al., 2005). Another report also showed that oligolmer-
ization of α-synuclein mediated by fatty acid-binding 
protein 3 (FABP3) was increased by MPTP treatment  
with 25 mg/kg for 5 days in mice (Shioda et al., 2014). 
Though further examinations will be necessary, these re-
ports would open new insight to support the validity of 
MPTP model reproducing accumulation and oligomer-
ization of α-synuclein, impairment of proteolytic sys-
tem, and ER-stress elicited in PD.

Many researchers are interested in the protective po-
tency of neurotrophic factors including brain derived 
neurotrophic factor (BDNF) (Ding et al., 2011; Hung and 
Lee, 1996; Nagahara and Tuszynski, 2011) and glial cell 
line-derived neurotrophic factor (GDNF) (Rangasamy 
et al., 2010) with their receptors. The mesolimbic do-
paminergic neurons originated from ventral tegmental 
area innervated to nucleus accumbens shows less vul-
nerability to MPTP than the nigrostriatal dopaminergic 
neurons, and expression of mRNA of BDNF was higher 
in the former than the latter pathway, possibly explain-
ing the differential sensitivity to the neurotoxin (Hung 
and Lee, 1996). Furthermore, a study using Fluoro-Jade, 
a fluorescent detector of neurodegeneration, and other 
antibodies showed the neurons expressing both TH 
and TrkB, a receptor of BDNF, were less sensitive to 
MPTP than other TH-positive neurons in SNpc (Ding 

et al., 2011). Mice transplanted bone marrow stem cells 
expressing recombinant GDNF showed resistance to 
MPTP on behavioral, immunohistochemical, and bio-
chemical levels (Biju et al., 2010), demonstrating suc-
cessful delivery of GDNF with macrophage-mediated 
manner had a protective effect on MPTP neurotoxicity. 
Nicotine was reported to upregulate both basic fibro-
blast growth factor 2 (FGF-2) and BDNF in the striatum, 
with protective effects on MPTP-induced neurotoxicity 
(Maggio et al., 1998). It suggests the reason why smok-
ers show lower risk of PD mentioned earlier. All of these 
studies utilized MPTP model, suggesting the possibility 
of future therapeutics using exogenous or endogenous 
neurotrophic factors.

In association with loss of nigrostriatal dopaminer-
gic neurons, amounts of the striatal dopamine and its 
metabolites, DOPAC and HVA, are significantly de-
creased. They are usually quantified by a high-perfor-
mance liquid chromatography (HPLC) (Kadoguchi 
et al., 2014; Kuroiwa et al., 2010; Yokoyama et al., 2010b). 
Turnover rate of dopamine is expressed with dopamine/
(DOPAC + HVA), which can also be regarded as an in-
direct index of the released dopamine (because it is de-
graded after released from synaptic vesicles) (Hollerman 
and Grace, 1990), although inhibition of MAO-B and/
or COMT also increases this value. It is also utilized to 
assess TH activity indirectly. l-dopa could be an indi-
rect index of TH activity under the condition of AADC 
converting l-dopa to DA is inhibited (Perrin et al., 2004). 
NSD-1015A, a BBB-permeable AADC, when applied on 
30 min prior to sacrifice the mice, can inhibit TH in brain, 
thus l-dopa is accumulated. The accumulated l-dopa is 
decreased significantly by MPTP treatment, indicating 
activity of TH was decreased in association with reduc-
tion of TH protein expression (Perrin et al., 2004). HPLC 
is also combined with a microdialysis to quantitate 
dopamine and its metabolites in the extracellular fluids 
of a specific brain region, such as the striatum in living 
animals, which enables researchers to measure the re-
leased dopamine directly (Olive et al., 2000).

Quantification of changes of the protein amount is eas-
ily detected by Western blot analysis with higher sensi-
tivity than histochemical methods. It is frequently used 
to detect the toxicity of MPTP in SNpc and a presynaptic 
component of the striatum with downregulation of mark-
ers for the dopaminergic neurons TH, DAT, and VMAT2, 
together with upregulation of the glial markers, such 
as GFAP and Iba-1 (Yokoyama et al., 2010b), although 
it should be combined with an immunohistochemical 
analysis when the information of cellular and subcellular 
localization of the molecule is also necessary. Finding a 
protein marker reflecting MPTP toxicity in postsynaptic 
MSNs should also be considered because they will be a 
good index for the resulting effects of loss of dopamine 
in the striatum. Moreover, it will be a possible therapeu-
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tic target in MSNs (Fig. 41.3). For example, c-Fos protein 
is one of a product of immediate early genes induced by 
neuronal activity (Chen et al., 2001). We have recently 
found a phosphorylated form of cyclin-dependent pro-
tein kinase 5 (Cdk5) at tyrosine 15 residue (Cdk5-pTyr15) 
by c-Abl was abundantly expressed in the striatal matrix 
compartment (Morigaki et al., 2011), and was negatively 
regulated by D2 receptor activation, as well as acute ad-
ministration of c-Abl inhibitors, such as imatinib (Yama-
mura et al., 2013) and nilotinib (Tanabe et al., 2014), sug-
gesting the possibility of Cdk5-pTyr15 and its substrate 
dopamine- and cAMP-regulated neuronal phosphopro-
tein 32 kDa (DARPP-32) phosphorylated at Thr 75 resi-
due (DARPP32-pThr75) to be pathological protein mark-
ers reflecting activity of MSNs. Other reports suggested 
involvement of of c-Abl in PD progression mentioned 
earlier (Karuppagounder et al., 2014; Ko et al., 2010).  Con-
sidering all of these reports, c-Abl inhibitors may be ap-
plicable both as PD modifying and as therapeutic agents.

Because MPTP affects both sides of brain hemisphere, 
researchers can utilize each hemisphere for different pur-
poses: one side for HPLC and the other side for Western 
blot or RT-PCR, for example.

Thus, MPTP-induced mice model of PD shows most 
of the pathological characteristics with human PD except 
for the formation of Lewy body, and has been frequently 
utilized for drug screening and analysis of pathophysi-
ological and pharmacological mechanisms of PD, its 
protection and therapeutics.

5.14 Functional Imaging in Mice

Recent advances in imaging technologies have en-
abled to apply positron emission tomography (PET) 
to MPTP-treated mice. The first study that applied 
PET in MPTP mouse was reported in 2001 (Ishiwata 
et al., 2001), showing decreased presynaptic ligand-
DAT binding with N-3-fluoropropyl-2-β-[O-methyl-11C]
carbomethoxy-3-β-(4-iodophenyl)-tropane ([11C]CIT-FP) 
and compensatory upregulation of postsynaptic D2 re-
ceptors with [3H]raclopride after MPTP treatment. Since 
then, studies using PET have been gradually increas-
ing, especially within the past few years. It has been 
primarily utilized to visualize the process of progres-
sive degeneration of dopaminergic neurons by MPTP 
treatment with a DAT ligand 2β-carbomethoxy-3β-(4-
chlorophenyl)-8-(2-[18F]-fluoroethyl)-nortropane ([18F]
FECNT) (Honer et al., 2006) and a VMAT2 ligand 9-flu-
oropropyl-(+)-dihydrotetrabenazine ([18F]-DTBZ or AV-
133) (Chao et al., 2012; Toomey et al., 2012). Although its 
application is still limited, PET imaging will be a power-
ful tool to understand the molecular events of PD and 
pharmacology of therapeutics in living animals.

A recent study revealed that manganese-enhanced 
magnetic resonance imaging (MEMRI) was applicable 

on MPTP mice, showing a correlation between the highly 
active area in a brain identified with the manganese ion 
accumulated and severity of nigrostriatal dopaminergic 
neuronal degeneration quantified with TH immunoreac-
tivity (Kikuta et al., 2015). This may also be applicable 
for future PD diagnosis.

Microglial activation during and after MPTP treat-
ment had been visualized using bioluminescence in vivo 
imaging with Toll-like receptor 2-luciferase/green fluo-
rescent protein (TLR2-luc/gfp) reporter mice. This study 
showed a transient activation of TLR2 signaling during 
MPTP administration, returned to the basal level within 
3 h (Drouin-Ouellet et al., 2011). Using such a cell type 
specific signaling molecule as a reporter, bioluminescence 
study will explore further detailed pathophysiological 
mechanisms of PD in a time-dependent manner in vivo.

6 MPTP-INDUCED COMMON  
MARMOSET MODEL FOR PD

6.1 General Information to Use Common 
Marmosets

Common marmoset (Callithrix jacchus) is a nonhu-
man primate belonging to Cebidae Callitrichinae, a fam-
ily of New World monkeys, having a body length of 
approximately 20 cm with a tail of about 25 cm, and an 
adult body weight over 240 g. Because of its size, easi-
ness of handling compared to other monkeys, and good 
reproduction, it is a useful and favorable animal model 
for human diseases. A recent study of gene expression 
analysis comparing 26 genes between mice and com-
mon marmosets distinguished some shared and differ-
ent molecules expressed during developmental stages of 
brain (Mashiko et al., 2012), possibly causing structural 
and functional differences between them.

6.2 Housing and MPTP Administration

Animals should be purchased from a reliable dealer 
of experimental animals. In general, both male and fe-
male animals with ages 2 ∼ 4 years, 240 ∼ 400 g weight 
are used for experiments. Usually two animals per cage 
are housed under controlled temperature (28 ± 1°C) 
and humidity (50 ± 5%) with a 12-h light/dark cycle. 
Before starting MPTP treatment, the animals are main-
tained with free access to food and water. After MPTP 
treatment, each animal must be fed with milk artificially 
twice daily when they are unable to voluntarily ingest 
sufficient food. After MPTP administration, the behav-
ioral studies of Parkinsonism usually are performed by 
close observation with video camera. MPTP administra-
tion is usually done with a variety of doses by a sub-
cutaneous injection. Repeated administration with 24-h 
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intervals is usually performed. According to the doses 
injected, the following symptoms are observed.

6.3 Progression of Abnormal Symptoms

The acute effects of MPTP include abnormal move-
ments and alterations of motor behavior and posture. 
These effects may be observed by the systemic or local 
administration of MPTP and several dosing regimens 
(Table 41.1) have been used in many studies (Choudhury 
et al., 2010; Fox et al., 2002; Jenner et al., 1984; Philippens 
et al., 2013; Rose et al., 1993). The abnormalities become 
more striking after each successive dose. They occur 
within 5 min of drug administration and, initially, may 
last for 15 ∼ 30 min. After four or five doses, some of the 
acute motor effects may persist. The first motor signs to 
appear, usually after the third dose, will be intermittent 
eyelid closure, a decrease in spontaneous movements, 
including loss of facial expression, and postural tremor. 
The animals will be awake, however, and may respond 
to loud noises by opening their eyes, looking at the 
examiner, and making weak threatening movements. 
The tremor will be intermittently present, moderate 
in amplitude, and slow in frequency, and involve the 
proximal muscles of the extremities. A postural tremor 
of the head or jaw may be observed in some animals. 
These acute motor effects may last up to 30 min. Motor 
signs that appear only after four or five doses include 
abnormal facial movements and changes in posture, 
muscle tone, and deglutition. Twitching of the facial 
muscles and facial grimacing may be prominent effects 
seen in all of the animals. Extension of the head, rigid-
ity of the upper and lower extremities may be demon-
strated by passive range-of-motion testing and may be 
sustained (turning to one side were observed in some 
of the animals). Some animals may also have difficulty 
swallowing, as may be evidenced by drooling and the 
accumulation of food biscuits in their mouth pouches. 
Rotatory movements of the eyes may be observed in 
some animals. In all of the animals, eyelid closure, de-
creased spontaneous motor activity, rigidity, postural 
tremor, and difficulty swallowing may persist with a 
cumulative dose of about 1.7 mg/kg. Abnormal facial 
movements, head extension, and rotatory eye move-
ments, however, may be observed only during the 
30 min immediately after drug administration. After 
the 5-day period of drug administration, other signs of 
motor impairment may appear. These include general 
slowness of movement, a flexed posture, loss of hand 
dexterity, and “freezing” episodes. The animals remain 
seated, with marked flexion of the neck, thoracic spine, 
and upper and lower extremities. There may be evident 
difficulty in picking up food biscuits, which may be 
subsequently dropped while being carried to the ani-
mal’s mouth. Episodes of “freezing” or stopping in the 

middle of a motion may be observed in some animals. 
Motor function deficits may appear to increase during 
the initial 2-week period after the last dose of the drug 
(Burns et al., 1983). In Table 41.2, we summarized PD-
related symptoms observed in marmosets after MPTP 
treatment referred from two reports (Ando et al., 2008; 
Pearce et al., 1999).

When a researcher wants to get a short-term maxi-
mal effect of MPTP, it will be administered at a dose of 
2.5 mg/kg subcutaneously with 3 times at intervals of 

TABLE 41.1  MPTP Regimens for the Common Marmoset 
in PD Model

MPTP
Dose Duration Site References

1 mg/kg 8 days SC Philippens et al. (2013)

2 mg/kg 4 days IP Jenner et al. (1984)

2 mg/kg 5 days SC Fox et al. (2002)

2-2-3-3-3 mg/kg 5 days IP Rose et al. (1993)

2.5 mg/kg 3 days SC Choudhury et al. 
(2010)

IP, Intraperitoneal; SC, subcutaneous.

TABLE 41.2  Overview of PD-Related Symptoms of Marmoset 
With MPTP Treatments

Reference (Ando et al., 2008) Reference (Pearce et al., 1999)

Staying on the floor Alertness

Hypoactivity Reaction

Abnormal limb position Blinking

Abnormal body position Checking movement

Bent tail Posture

Dirty fur Motility

Excessive eye-blinking Vocalization

Lack of stimulus tracking Tremor

No biting Fur condition

Lack of facial expression

No squeaking

Resting tremor

Moving tremor

Nonsmooth movement

Immobility

Catalepsy

No food approach

No food taking

No food eating
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24 h (Choudhury et al., 2010). In Fig. 41.7, we show a pic-
ture of normal and MPTP-treated common marmosets.

6.4 Locomotor Activity

Evaluation is usually performed in a monitoring cage 
unit for locomotor activity with multiple infrared beams 
covering the inside of the entire cage to automatically de-
tect spontaneous activity of the animal. After a habituation 
period of ∼1 h, an interruption of an infrared beam by a 
moving marmoset was automatically recorded as a single 
locomotor count, accumulated over 10 min for up to 8 h.

6.5 Scoring of Severity

The akinesia-like symptom develops, which can be 
classified with 0 ∼ 5: 0 = The animal shows normal be-
havior; 1 = The animal appears quiet but shows a normal 
repertoire of movements; 2 = The animal can move free-
ly, but is clumsy when making complicated movements; 
3 = The animal makes few slower movements and is 
obviously clumsy in executing complex movement; 4 
= The animal makes few movements unless disturbed, 
and then movement is slow and limited to a small region 
of the cage; 5 = The animal is akinetic and does not move 
even when disturbed (Rose et al., 1993). A well-trained 
observer scores while the locomotor activity is recorded 
through a one-way mirror. Besides this, many reports 
(Annett et al., 1994; Eslamboli et al., 2005; Henderson 
et al., 1998; Montoya et al., 1990; Palmér et al., 2012; 
Philippens et al., 2000; Przybyszewski et al., 2006; Rob-
erts et al., 1994; Verhave et al., 2009; Yamane et al., 2010) 
have been published describing several behavioral tests 
for this model (Table 41.3).

FIGURE 41.7 Common marmosets. (A) Normal condition. (B) 14 days after MPTP-treatment at a dose of 2.5 mg/kg subcutaneously  
with 3 times at intervals of 24 h.

TABLE 41.3  Overview of Several Behavioral Tests in PD  
Model

Behavioral test References

Locomotor activity  
assessment

Roberts et al. (1994)

Cylinder test Przybyszewski et al.  
(2006)

Object retrieval task Eslamboli et al. (2005)

Tower test Verhave et al. (2009)

Palmér et al. (2012)

Bungalow test Philippens et al. (2000)

Hand-eye coordination test Philippens et al. (2000)

Fear-potentiated startle  
response

Philippens et al. (2000)

Rotation test Annett et al. (1994)

Henderson et al. (1998)

Conveyor belt test Annett et al. (1994)

Adhesive labels Annett et al. (1994)

Reaching into tubes Annett et al. (1994)

Henderson et al. (1998)

Staircase Eslamboli et al. (2005)

Henderson et al. (1998)

Montoya et al. (1990)

Montoya et al. (1990)

Hourglass test Verhave et al. (2009)

Bar grip power Yamane et al. (2010)

Treadmill test Yamane et al. (2010)
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6.6 Immunohistochemical, Biochemical Analysis

Basically the same protocols as mice can be applied 
for immunohistochemical and biochemical analysis. 
Namely, immunostaining, HPLC, western blot, RT-PCR, 
and so on.

6.7 Functional Imaging in Common Marmosets

Although PET and single photon emission computed 
tomography (SPECT) studies using MPTP on nonhuman 
primates have been reported (Ashkan et al., 2007; 
Ballanger et al., 2016; Doudet et al., 1989; Eberling 
et al., 1999; Hantraye et al., 1986), any functional imag-
ing study on MPTP-treated common marmosets has yet 
to be reported except for the one by Ando et al. (2012). 
As various radiolabeled analogs interacting with mol-
ecules of dopaminergic systems have been developed 
(Minuzzi et al., 2006), they will be examined in common 
marmosets in the near future.

7 CONCLUDING REMARKS

Here we have described the characteristics and 
methodological details of MPTP-induced mouse and 
common marmoset models of PD. As we have seen, 
these reliable models have a lot of merits compared to 
other models with well satisfying the face, constructive, 
and predictive validities of human PD. As a face valid-
ity, bilateral motor dysfunctions related to extrapyra-
midal syndrome have been well reproduced especially 
in nonhuman primates including common marmoset, 
and many behavioral tasks for mice have also been 
developed. As constructive validities, following char-
acteristics observed in human PD are well reproduced: 
specific cell death of nigrostriatal dopaminergic neu-
rons; decrease of the striatal dopamine and its metabo-
lites; activation of astrocytes and microglia; oxidative 
stress caused both by mitochondrial dysfunction and 
activated glial cells; inflammatory reactions. Although 
only one exception that does not match to human PD 
in MPTP model is the formation of Lewy-like inclusion 
bodies containing α-synuclein and ubiquitin proteins, 
it may also be reproduced under a certain condition of 
MPTP administration, probably by continuous deliv-
ery with osmotic minipump or by longer administra-
tion for at least 5 days. As a predictive validity, many 
of the drugs in clinical use for PD are also effective in 
the MPTP model. To understand pathophysiological 
and pharmacological details, to develop novel thera-
peutics, and to screen possible substances for protective 
(disease modifying) and therapeutic drugs of PD, its ap-
plications including functional imaging will continue to 
expand further.
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1 INTRODUCTION

Neurodegenerative diseases are a major cause of dis-
ability and premature death among older people world-
wide and result from the progressive death of neurons, 
which over time leads to movement and/or cognitive 
impairment (Bird et al., 2003; Huisman et al., 2011; Savica 
et al., 2013). The majority of neurodegenerative diseases 
are clinically heterogeneous and genetically complex. 
This is especially true for the two most common neuro-
degenerative diseases, that is, Alzheimer’s disease (AD) 
and Parkinson’s disease (PD), in which >90% of cases 
are not linked to a single mutation. It is worth mention-
ing that Huntington’s disease (HD) is a purely genetic 
disorder (Lansbury, 2004).

Despite the diversity of clinical phenotypes, neurode-
generative disorders share common features including 

clinical course and molecular mechanisms of patho-
genesis. Preferential subsets of neurons are affected in 
neurodegenerative diseases which arise insidiously, 
progress endlessly, and are frequently age related (Byrne 
et al., 2011). Neurodegenerative diseases also share 
some pathological hallmarks: accumulation of charac-
teristic proteins into insoluble aggregates within and/or 
between neurons along with synaptic loss and neuronal 
death (Fig. 42.1). These proteins includes α-synuclein 
(α-syn) of Lewy bodies (LBs) and Lewy neurites in PD, 
β-amyloid (Aβ) of senile plaques, and tau of neurofi-
brillary tangles (NFTs) in AD, polyglutamine (polyQ)-
rich huntingtin inclusions in HD, TDP-43 aggregates 
in amyotrophic lateral sclerosis (ALS) and TDP-43 ag-
gregates and tau in frontotemporal dementia (FTD) 
(Guo and Lee, 2014). Proteins aggregate due to their 
altered conformation which may result from a primitive 
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mutation in the coding gene or from an injury as in-
duced, for instance, by excitatory neurotransmitters, cy-
tokines, or environmental toxins (Vidoni et al., 2016). For 
instance, oxidized protein aggregates may accumulate 
progressively over time as a consequence of chronic ex-
posure to prooxidative neurotoxins, such as pesticides 
(e.g., rotenone), herbicides (e.g., paraquat), or recreation-
al drugs (e.g., amphetamine) (Janda et al., 2012, 2015).

So far, there are no treatments capable of modifying 
the course of neurodegenerative diseases. The identifi-
cation of effective drugs depends on the understanding 
of the pathophysiological mechanisms underlying each 
disease (Ribeiro et al., 2013). One step into this direction 
depends on the availability of animal models that can 
mimic the neuropathological and clinical features of each 
neurodegenerative disease (Duyckaerts et al., 2008). In 
the current chapter we will provide an overview of the 
main animal models of AD, PD, HD, ALS, and FTD.

2 PARKINSON’S DISEASE

PD is the second most common neurodegenerative 
disease and the main cause of parkinsonism, a clinical 
syndrome characterized by bradykinesia, rigidity, pos-
tural instability, and resting tremor. Its prevalence varies 
from 1% to 4% in people over 60 years (de Rijk et al., 1997; 
Wright Willis et al., 2010). The neuropathological hall-
marks of PD are the loss of dopaminergic neurons in the 
substantia nigra pars compacta (SNpc) and the formation 
of intraneuronal proteinaceous inclusions called LBs in 

affected brain areas. LBs are composed of unbranched 
α-synuclein (α-syn) filaments and ubiquitin, and most 
likely result from ineffective protein degradation (Braak 
et al., 2000, 2003a). Postmortem analyses have shown 
that α-syn inclusions emerge in a predictable order in 
different parts of the brain and might be linked to the 
progressive clinical stages of PD (Braak et al., 2004). As 
the disease advances, neuronal loss is observed in other 
brain regions, such as the cholinergic nucleus basalis of 
Meynert, thalamus, amygdala, and the serotoninergic 
neurons of the raphe nucleus (Braak et al., 2000, 2003b; 
Jellinger, 1991). Interestingly, clinical studies have shown 
that nonmotor symptoms may antedate the onset of typi-
cal motor signs in PD, stressing the need for understand-
ing the molecular pathways that may trigger the related 
neurodegenerative process (Obeso et al., 2010).

The etiopathogenesis of PD is rather complex, involving 
environmental and genetic factors. However, clear genetic 
factors respond to only a small proportion of cases, the so-
called genetic parkinsonism. Point mutations affecting the 
ubiquitin–proteasome pathway proteins are implicated in 
these cases (McNaught et al., 2001). Other genetic factors 
related to mitochondria function and oxidative stress may 
influence sporadic cases (Palacino et al., 2004; Winklhofer 
and Haass, 2010). Neuroinflammation is also considered 
to play a role in PD pathogenesis, and increase levels of 
inflammatory cytokines are detected in postmortem speci-
mens, cerebrospinal fluid, and blood from patients with 
PD (Mogi et al., 1994; Scalzo et al., 2009).

Therapeutic strategy for PD is based on dopamine 
analogs, dopamine-degrading enzyme inhibitors, and 

FIGURE 42.1 Neurodegenerative diseases share common pathological hallmarks: accumulation of characteristic proteins into insoluble 
aggregates within and/or between neurons, along with cell dysfunction and neuronal death.
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deep brain stimulation, all aiming at the improvement 
of motor symptoms secondary to dopaminergic impair-
ment, but no strategy so far is able to halt the progressive 
neuronal death (Lees et al., 2009).

2.1 Animal Models of Parkinson’s Disease

There are genetic and neurotoxin-based models of PD. 
Either toxic- or genetic-based models have their own ad-
vantages and disadvantages. Indeed, the use of the two 
in combination would be quite interesting. Accordingly, 
a multigene modulated transgenic model in combination 
with a reliable and effective neurotoxin might allow a 
better modeling PD phenotype. In coming years, we ex-
pect to see better models for basic understanding of PD 
and also for improved high-throughput drug discovery.

2.1.1 Genetic Models
The genetic basis for several forms of PD and related 

parkinsonian disorders has been elucidated in the past 
2 decades. Although the great majority of PD cases can-
not be explained by a single mutation, the identification 
of risk loci, genes, and mutations in PD has provided 
new insights into disease pathogenesis and indicated 
new study approaches (Lee et al., 2012).

Genetic models of a disease usually can be made of a 
mutant gene involved in the development of the disease 
or a gene that might not be validated in the disease but 
can recapitulate some key features of the disease in the 
model system (Jagmag et al., 2015). Five genes are fre-
quently targeted as disease model for PD and they all 
have been associated with familial PD.

2.1.1.1 α-SYNUCLEIN MODELS

The α-synuclein gene (SNCA gene, designated as 
PARK1) is linked to a dominant type of familial early- 
onset PD. The α-syn is the main component of LB 
 observed in the brains of PD patients (Iwatsubo, 2003). 
Mutations in five locations (A30P, A53T, S129D, S87, 
E46K) have been identified in familial PD to date. The 
severity and age of onset of disease depend on the 
 promoter and levels of transgene expression.

Aiming to further investigate the role of α-syn in 
the pathogenesis of PD, transgenic mice overexpress-
ing human α-syn were generated (Masliah et al., 2000). 
These models are instructive for studying the molecular 
mechanisms by which α-syn aggregation as well as neu-
rodegeneration occurs in vivo. However, most of these 
models failed to show loss of dopaminergic neurons, the 
key pathological feature of PD, although there are subtle 
functional abnormalities in the nigrostriatal system and 
neurodegeneration in other anatomical circuits (Fernagut 
and Chesselet, 2004; Oliveras-Salva et al., 2013). Also, α-
syn transgenic mice overexpressing human α-syn display 
mitochondrial abnormalities in degenerating neurons 

(St Martin et al., 2007). The mechanism of α-syn-induced 
mitochondrial dysfunction might involve sequestration 
of mitochondrial proteins or yet-unidentified pathways 
(Olzscha et al., 2011). In addition to mitochondrial dys-
function, a DNA damage response leading to cell death 
might be one downstream consequence of α-syn ag-
gregation. Although the animal models of PD focused 
on α-syn are useful and validated, the exact function of 
this protein is still a matter of debate. Available data sug-
gests that α-syn might be a presynaptic regulator of do-
pamine release, synthesis, or storage (Maries et al., 2003; 
 Proukakis et al., 2013). Moreover, inflammatory signs 
were observed in a transgenic mouse overexpressing hu-
man α-syn, intracellular accumulation of α-syn within the 
striatum might induce a different immune response com-
pared to other brain regions (Khandelwal et al., 2010).

As there is no loss of dopaminergic neurons in the 
substantia nigra of most α-syn transgenic mice, mecha-
nistic studies of dopaminergic neurons death by α-syn 
have been obtained through the investigation α-syn 
expression following MPTP (1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine) administration (Nieto et al., 2006; 
Song and Jung, 2004). Mitochondrial dysfunction ap-
pears to be sufficient to induce α-syn aggregation and 
downstream toxicity for dopaminergic neurons in MPTP 
mouse models. As expected, dopaminergic neurons of 
α-syn transgenic mice show more sensitivity for mito-
chondrial toxins (Nieto et al., 2006).

2.1.1.2 LEUCINE-RICH-REPEAT-KINASE 2 (LRRK2) 
MODELS

Mutations in the leucine-rich-repeat-kinase 2 (LRRK2) 
gene (PARK8) are the most common genetic causes of 
both familial and sporadic PD (Funayama et al., 2002; 
 Paisan-Ruiz et al., 2013). Structurally, LRRK2 is a very in-
teresting protein which has GTPase and kinase domains 
in addition to leucine-rich repeat domains, forming a large 
protein kinase. In addition, LRRK2 has several functional 
motifs and has been implicated in a variety of cellular 
processes including mitochondrial function, signal trans-
duction, cell death pathways, vesicle trafficking, neurite 
outgrowth, autophagy, and cytoskeleton assembly (Tsika 
and Moore, 2012). Several groups have generated LRRK2-
related PD mouse models expressing LRRK2 wild-type or 
PD-associated mutant LRRK2 to simulate aberrant kinase 
activity (Dawson et al., 2010). Overexpression of wild-
type LRRK2 in transgenic mice causes an enhancement 
of DA release from the striatum and motor hyperactivity 
owing to this excess DA. On the other hand, overexpres-
sion of mutant LRRK2G2019S mice decreases the release 
and uptake of DA, thereby suggesting a role for LRRK2 
in DA transmission (Li et al., 2009). Transgenic mice over-
expressing mutant LRRK2R1441G show progressive and 
age-dependent motor deficits that progress to immobility 
that can be reversed by levodopa or apomorphine, similar 
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to what happens in PD (Kumar and Cookson, 2011). Qing 
Xu et al. generated human bacterial artificial chromosome 
(BAC)-mediated transgenic mouse models expressing 
mutant LRRK2 that robustly recapitulate pathological fea-
tures of PD. These animals develop an age-dependent de-
crease in motor activity that is progressive and responds 
to treatment with levodopa. Pathologically, the most sa-
lient phenotype is premature axonopathy of nigrostriatal 
dopaminergic neurons accompanied by hyperphosphor-
ylated tau. These mice also exhibit a consistent dopamine 
transmission deficit in acute brain slices and live freely 
moving animals (Xu et al., 2012).

2.1.1.3 PARKIN MODELS

Parkin (PARK2) mutations have been seen in cases of fa-
milial early-onset PD (autosomal recessive inheritance). Par-
kin is an integral ligase protein in the ubiquitin–proteasome 
system and it is widely expressed in most tissues includ-
ing the brain (Lucking et al., 2000). Most parkin transgenic 
rodents, that is, Parkin KO animals, do not exhibit loss of 
dopaminergic neurons in the SNpc (Goldberg et al., 2003; 
Itier et al., 2003; Palacino et al., 2004). Nevertheless, some 
recently developed transgenic rodent models have dem-
onstrated modest loss of dopaminergic neurons (Dave 
et al., 2014; Kitada et al., 2009; Van Rompuy et al., 2014). The 
transgenic parkin mice overexpressing the protein exhibit 
deficits in behavioral tasks previously shown to be sensi-
tive to nigrostriatal dysfunction. In addition, proteomic 
studies using parkin-null mice showed marked reduction 
of mitochondrial respiratory chain proteins and stress re-
sponse proteins when compared with littermate controls. 
Surprisingly, MPTP intoxication in parkin-null mice caused 
a similar level of dopaminergic neuronal toxicity compared 
with wild-type mice, although parkin overexpression pro-
vides protection against MPTP (Paterna et al., 2007; Perez 
et al., 2005; Thomas et al., 2007). A compensatory remod-
eling in parkin deficient dopaminergic neurons may have 
complemented parkin-related protective roles against mito-
chondrial dysfunction. Moreover, studies have shown that 
parkin deficiency in mice increases the risk of inflamma-
tion and neuronal death loss, suggesting a specific role for 
parkin in neuroprotection against inflammation-induced 
degeneration (Frank-Cannon et al., 2008).

2.1.1.4 DJ-1 MODELS

DJ-1 is molecular chaperone that, under an oxidative 
environment, plays a role in inhibition of α-syn aggregate 
formation (Shendelman et al., 2004). DJ-1 (PARK7) muta-
tions are linked to autosomal recessive and early-onset PD. 
DJ-1 KO models present decreased dopamine release in the 
striatum but no loss of dopaminergic neurons in the SNpc, 
and a hypoactivity upon amphetamine challenge (Andres-
Mateos et al., 2007; Goldberg et al., 2005). Dopaminergic 
neurons from DJ-1 KO mice exhibited elevated mitochon-
drial oxidant stress due to compromised uncoupling of 

mitochondria following basal pacemaker potential (Guzman 
et al., 2010). In a Drosophila homozygous mutant model, 
severe defects in locomotor ability without loss of dopami-
nergic neurons were observed, consistent with studies in 
DJ-1 KO mice (Goldberg et al., 2005). A new model, the DJ1-
C57 mouse, shows promise with significant unilateral loss 
of dopaminergic (DA) neurons in the SNc that progresses 
to bilateral degeneration of the nigrostriatal axis with aging 
and mild motor behavior deficits (Rousseaux et al., 2012). 
Still, consistent with DJ-1 protective role against stress, do-
paminergic neurons with DJ-1 deletion present increased 
susceptibility to MPTP toxicity. However, DJ-1 KO mice do 
not present increased vulnerability to inflammation-related 
nigral degeneration (Nguyen et al., 2013).

2.1.1.5 PINK1 MODELS

Mutations in the PTEN-induced putative kinase 1 
(PINK1) gene (PARK6) result in early-onset PD (auto-
somal recessive inheritance). PINK1 codes for a mito-
chondrial kinase which recruits parkin from the cytosol 
to the mitochondria, increases the ubiquitination activ-
ity of parkin, and induces parkin-mediated mitophagy 
(Lazarou et al., 2013). The phenotypes of PINK1 and Par-
kin KO mice are very similar as PINK1 and parkin are in 
the same pathway. Animals present reduced locomotion, 
but no change on rotarod performance. In addition, nei-
ther dopaminergic neurons abnormalities nor LB forma-
tion have been observed in PINK1 KO mice. However, 
they present mitochondrial functional defects and in-
creased sensitivity to oxidative stress (Kitada et al., 2007). 
A recently developed PINK1 KO rat exhibiting dopami-
nergic neurons loss and motor impairment mimics more 
closely the PD phenotype (Dave et al., 2014).

2.1.2 Neurotoxic Models
The called neurotoxin-based models of PD are the 

most effective in reproducing dopamine deficit in pri-
mates and rodents. The most widely used compounds 
for animals models of PD are MPTP, rotenone, and 
6-OHDA (6-hydroxy-dopamine).

2.1.2.1 MPTP

MPTP is a neurotoxin precursor of 1-methyl-
4-phenylpyridinium (MPP+) which causes damage to the 
nigrostriatal pathway with a significant loss of dopami-
nergic neurons in the striatum and SNpc, similar to what 
it is seen in PD. MPP+ has a high affinity for the mem-
brane dopamine transporter with comparatively lower 
affinities for the norepinephrine and serotonin transport-
ers (Javitch et al., 1985). Furthermore, MPP+ interacts 
with the mitochondrial complexes I–III–IV, inhibiting the 
electron transport chain and inducing ATP depletion and 
oxidative stress (Bezard and Przedborski, 2011). MPP+ is 
also linked to impairment of glutamate uptake by astro-
cytes and neuronal apoptosis (Hazell et al., 1997).
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MPTP model on primates presents the most closely 
pathological features of PD. In this model, motor symp-
toms are very similar to those observed in humans (bra-
dykinesia, rigidity, and postural abnormalities), except 
for resting tremor. Although no typical LBs are observed 
in this model, α-syn immunoreactivity is enhanced in the 
nigrostriatal system and in other brain areas, such as the 
striatum and caudate nucleus (Purisai et al., 2005). Symp-
toms are also reversible by dopaminergic drugs known 
to be effective in PD. This model has been widely used 
to investigate new pharmacological treatments for PD as 
well as strategies to avoid treatment-related dyskinesias.

MPTP is more often used in mice models than in 
primates largely due to its very high cost in the latter. 
Primate models are preferred for testing drug treat-
ment protocols just before human studies (Antzoula-
tos et al., 2010; Verhave et al., 2012). Mice treated with 
MPTP do not show typical PD behavior; however, motor 
alterations are observed when significant dopaminergic  
neuron loss is present (Jackson-Lewis and  Przedborski, 
2007). Rats have proven to be resistant to MPTP-induced 
toxicity (Riachi et al., 1990). The reason for this resistance 
has been speculated to be due to its differential MPP+ 
sequestration (Schmidt and Ferger, 2001).

MPTP is mainly administered via systemic route 
through subcutaneous, intravenous, or intracarotid in-
jections. As MPTP is lipophilic, it can cross the blood–
brain barrier, allowing greater ease in administration. 
However, it is very toxic, posing significant concerns 
with his manipulation and/or administration.

2.1.2.2 ROTENONE

Rotenone is a compound that occurs naturally in sev-
eral plants and it has been used as abroad spectrum insec-
ticide and pesticide. Rotenone blocks the mitochondrial 
electron transport chain through the inhibition of complex 
I, as seen in MPTP. Rotenone is highly lipophilic and eas-
ily crosses the blood–brain barrier (Talpade et al., 2000). 
Rotenone cytotoxicity is based on oxidative stress 
and reactive oxygen species (ROS) production (Sherer 
et al., 2003). High doses of rotenone can induce general-
ized neurodegeneration, so studies have been directed to 
chronic low-dose regimen in systemic administration of 
this compound in rodents. In this condition, α-syn positive 
LBs are observed in the nigrostriatal system (Tieu, 2011). 
Despite demonstrating slow and specific loss of dopami-
nergic neurons, this model is difficult to replicate due to 
the high mortality observed in animals treated with rote-
none (Fleming et al., 2004). The route of administration 
of rotenone can vary. Chronic systemic (intravenous) ex-
posure induces nigrostriatal dopaminergic neurodegen-
eration. Bilateral stereotaxic injection of rotenone into the 
medial forebrain bundle of rats causes a depletion of do-
pamine in the nigrostriatal system with associated rigid-
ity and decreased motor activity, which can be reversed 

by levodopa therapy (Alam et al., 2004). Rotenone has 
also been tested in mice through chronic intragastric ad-
ministration, which is able to induce α-syn accumulation 
in the enteric nervous system, the dorsal motor nucleus 
of the vagus, the intermediolateral nucleus of the spinal 
cord, and the SNpc (Pan-Montojo et al., 2010).

2.1.2.3 6-OHDA

6-OHDA is a selective neurotoxin that was first re-
ported to cause lesions in nigrostriatal dopaminergic 
neurons in rats (Ungerstedt, 1968), but it has been sub-
sequently shown to work in other animals, such as mice. 
6-OHDA does not cross the blood–brain barrier and it 
needs to be injected into the brain. 6-OHDA is taken up 
by dopaminergic neurons due to its high affinity to dopa-
mine transporter. Once inside neurons, 6-OHDA is read-
ily oxidized in ROS leading to electron transport chain 
inhibition and oxidative stress (Mazzio et al., 2004). 
6-OHDA is usually injected unilaterally in the SNpc or in 
the striatum. The unilateral injection causes neuron cell 
death and molecular changes in the lesion hemisphere 
compared with the intact hemisphere. In addition, sys-
temic administration of apomorphine or amphetamine-
induced rotations in unilateral lesioned in the animals. 
This model has been used to evaluate motor deficits and 
behavioral symptoms. However, neither LB nor olfac-
tory deficits were observed in 6-OHDA treated animals 
(Duty and Jenner, 2011). Furthermore, this model has 
been useful to study glial involvement in the neurode-
generative process. For instance, studies have shown 
that microglia activated by overexpression or aberrant 
expression of α-syn secretes inflammatory cytokines and 
reactivates oxygen species that contribute to neurode-
generation (Saura et al., 2003). Despite its limitations, the 
6-OHDA lesion is a highly reproducible model and has 
been to test new therapeutic strategies in PD.

3 ALZHEIMER’S DISEASE

AD is the main neurodegenerative disease and the most 
common cause of dementia, accounting for approximately 
two thirds of all dementia cases and afflicting more than 
35 million individuals worldwide (Querfurth and LaFerla, 
2010). AD affects mainly people over 60 years old and its 
initial presentation is usually memory impairment, but 
later symptoms include visuospatial, language, and ex-
ecutive dysfunctions (Querfurth and LaFerla, 2010). The 
vast majority of AD cases is sporadic, and whose causes 
remain unknown. The histopathological hallmark of AD 
is the accumulation of NFTs and amyloid plaques in addi-
tion to widespread synaptic loss, inflammation, oxidative 
damage, and neuronal death (Esch et al., 1990; Querfurth 
and LaFerla, 2010). NFTs are formed by aggregates of hy-
perphosphorylated tau protein. Extracellular amyloid 
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plaques are formed from β-amyloid peptides (Aβ), which 
are fragments formed by cleavage of amyloid precursor 
protein (APP) (Esch et al., 1990). APP can be processed 
by α-and γ-secretases, generating a nonamyloidogenic 
product, or by β- and γ-secretases, generating Aβ peptides, 
which are amyloidogenic and are likely to form plaques. 
There is no direct correlation between the number of corti-
cal plaques and cognitive deficit in AD patients, and many 
individuals have amyloid plaques without cognitive im-
pairment or dementia (Duyckaerts et al., 2009). Further-
more, the quantity and the structure of the senile plaques 
are not correlated with the severity of dementia, and the 
amyloid deposition seems to remain stable during the 
progression of the disease (Jack et al., 2010). While clini-
cal progression of AD symptoms does not correspond to 
the progression of the amyloid deposition in the human 
brain, it seems closely related to the progression of tau 
pathology (Hyman, 2011). Accordingly, factors other than 
amyloid deposits might have a role in disease progression 
(Terry et al., 1991). Aβ is a potent mitochondrial poison, es-
pecially affecting the synaptic pool (Mungarro-Menchaca  
et al., 2002). In a transgenic mice model with overex-
pression of mutant human APP, exposure to Aβ inhib-
its  mitochondrial enzymes in the brain and in isolated 
mitochondria (Hauptmann et al., 2006; Reddy and 
Beal, 2008), and cytochrome c oxidase is specifically sus-
ceptible (Caspersen et al., 2005). As a consequence, elec-
tron transport, ATP production, oxygen consumption, and 
 mitochondrial membrane potential all become impaired.

Although the hypotheses concerning mechanisms 
underlying AD pathogenesis led to the development of 
drugs that have been tested in large clinical trials, the 
results of the trials completed so far are disappointing 
(Reitz, 2016). At present, there is no effective disease-
modifying strategy in AD, and the available drugs are 
indicated to improve cognitive and behavioral symp-
toms (Querfurth and LaFerla, 2010).

3.1 Animal Models of Alzheimer’s Disease

Animal models have significantly advanced the un-
derstanding of AD pathogenesis, but gaps in the knowl-
edge regarding the causes of AD turn difficult to devel-
op a model that recapitulates all aspects of the disease 
(Ribeiro et al., 2013). To date, animal models used in pre-
clinical studies can be distinguished in: (1) transgenic 
models of AD consisting in single or multitransgenic 
animals overexpressing APP, PS (Presenilin) and/or Tau 
mutations; (2) nontransgenic models obtained by toxins 
injection in the brain, including direct injection of Aβ or 
tau, and models of aging (Puzzo et al., 2015).

3.1.1 Transgenic Models
The first transgenic animal built to mimic AD was 

based on the amyloid hypothesis, thus reproducing the 
deposits of Aβ in the brain by overexpressing the isoform 

β-APP751 (Higgins et al., 1994; Quon et al., 1991). This 
model is a good model of Aβ hyperproduction, but the 
animals do not exhibit other features of AD, such as neu-
ronal and/or synaptic loss (Lamb et al., 1993). These are 
excellent models to better understand the pathophysio-
logic role of Aβ in AD or to test drugs expected to modu-
late or reduce Aβ levels.

In 1995, Games et al. created the PDAPP mouse ex-
pressing high levels of human APP cDNA with a FAD-
associated mutation (substitution of valine at position 
717 with phenylalanine). Those animals expressed high 
levels of APP and developed several characteristics of hu-
man AD, such as extracellular amyloid fibrils organized 
in plaques, apoptosis, dystrophic neuritis subcellular, de-
generative changes, synaptic loss, and gliosis that spread 
progressively from hippocampus to cortex (Games 
et al., 1995). More importantly, PDAPP mice had memory 
impairment, the main clinical feature of AD. One year 
later, Hsiao et al. (1996) created another transgenic mouse 
model of AD, the Tg2576 line, carrying the double Swed-
ish mutation (K670N and M671L). These mice have in-
creased APP production with consequent overproduction 
of Aβ40 and Aβ42, and plaques formation in different re-
gions of the brain. Also, hyperphosphorylated tau occurs 
at old age when animals are around 11–13 months. Con-
versely, they did not present significant cognitive impair-
ment (King and Arendash, 2002). This model has some 
advantages that consist in a well-characterized model and 
the relatively simple management of the colony. The dis-
advantage is that the AD phenotype occurs late. Indeed, 
it is usually necessary to wait 2 months to perform experi-
ments to be sure that animals present both synaptic and 
memory dysfunction (Puzzo et al., 2015).

A model containing three different mutations—3XTg—
such as APPSwe, PS1 M146V, and hyperphosphorylated 
tau (tauP301L) have been generated in mice (Oddo 
et al., 2003). This model is the only one to exhibit both 
Aβ and tau pathology that is characteristic of the human 
form. These animals exhibited Aβ pathology at 6 months 
of age (increased Aβ40 and Aβ42 levels, intracellular ac-
cumulation of Aβ, and amyloid plaques) that preceded 
tau pathology with NFTs formation at about 1 year old 
of age. Memory impairment was also evident (Billings 
et al., 2005; Kazim et al., 2014; Oddo et al., 2003). In ad-
dition, this model showed an increase of inflammatory 
mediators in the hippocampus (Cantarella et al., 2015).

3.1.2 Nontransgenic Models
Nontransgenic models for studying AD are mainly 

obtained by injecting Aβ or tau directly into the brain via 
intracerebroventricular (i.c.v.) or intrahippocampal injec-
tions (Balducci and Forloni, 2014; Puzzo et al., 2014). The 
advantages of the use of nontransgenic models include 
the possibility of (1) investigating Aβ and tau effects 
in animals different than mice or for which transgenic 
models are not available, (2) excluding the confounding 
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effects of overexpression of APP and its fragments, (3) 
investigating the different role of Aβ and tau species 
(monomers vs. oligomers vs. insoluble) at different con-
centrations, (4) investigating the difference between an 
acute or a chronic administration, and to clarify aspects 
of the molecular mechanisms underlying Aβ and tau 
pathology that cannot be investigated using transgenic 
models (Puzzo et al., 2015). However, acute models do 
not reproduce the gradual increase in Aβ deposition or 
tau pathology throughout the years as in humans.

It is worth mentioning that both transgenic and 
nontransgenic models do not reproduce the entire 
clinical features of human AD, but we have a number 
of very interesting tools to study AD. Although with 
their limitations, both models allow investigating 
memory, synaptic plasticity, histopathological chang-
es, and molecular mechanisms underlying the disease. 
They represent an important tool to better understand 
the pathophysiology of the disease and to establish 
therapeutic strategies.

4 HUNTINGTON’S DISEASE

HD is an autosomal dominant genetic disorder 
characterized by progressive motor dysfunction, cog-
nitive decline, and behavioral symptoms (Novak and 
Tabrizi, 2011; Ready et al., 2008). HD has a prevalence 
of 5–10 per 100,000 in South America, North America, 
Australia, and most European countries and countries 
of European descent, being significantly less preva-
lent in Africa and Asia with an estimated number of 
0.5:100,000 in Japan and China (Walker, 2007). HD af-
fects males and females at the same frequency, and the 
mean age of onset is around 40 years, although it can 
be as early as 4 and as late as 80 years of age. In the 
United States alone, there are about 30,000 patients 
with HD and there are about 150,000 people at risk 
of developing the disease (Margolis and Ross, 2003; 
Walker, 2007).

HD is caused by an expanded CAG repeat in the exon 
1 of the Huntingtin gene which encodes an expanded 
polyglutamine stretch near the N-terminus of the 350 kDa 
huntingtin protein (Htt) (Consortium, 2012). The presence 
of more than 40 CAGs invariably causes the disease with-
in a normal lifespan, and longer repeats accelerate disease 
onset (Langbehn et al., 2010). Although the primary factor 
that determines whether and when a person will develop 
HD is the length of the expanded CAG tract, the precise 
clinical manifestations, and onset of the disease are, to 
some extent, also influenced by environmental and ge-
netic modifiers. While it is commonly acknowledged that 
the correlation of repeat size accounts for about 70% of the 
variation in age of onset (Gusella and MacDonald, 2009), 
there is higher variation in age of onset among patients 
with repeat lengths below 55 (Myers, 2004).

Mutant Htt is widely expressed, and believed to 
induce neurodegeneration through abnormal interac-
tions with other proteins. This leads to several cellu-
lar alterations, including abnormal vesicle recycling, 
loss of signaling by brain-derived neurotrophic factor 
(BDNF), excitotoxicity, perturbation of Ca2+ signaling, 
decrease in intracellular ATP levels, alteration of gene 
transcription, inhibition of protein clearance pathways, 
mitochondrial and metabolic disturbances, and ul-
timately cell death (Zuccato et al., 2010). In addition, 
microglial activation and the associated neuroinflamma-
tion appear to be a prominent pathological feature of 
HD (Tai et al., 2007). Activated microglia are increased 
in cortex, striatum, and globus pallidus from patients 
with HD, and their frequency increases with neuronal 
loss (Pavese et al., 2006; Sapp et al., 2001). Similarly, the 
expression of inflammatory mediators is increased spe-
cifically in the striatum in HD, presumably in activated 
microglia, but not in cortex or cerebellum (Silvestroni 
et al., 2009).

Although the onset of HD is clinically diagnosed 
on the basis of motor performance, symptoms of psy-
chiatric disorders, such as anxiety, irritability, impul-
sivity, aggression, apathy, and depressed mood are 
prevalent among HD gene carriers and patients with 
HD (Rosenblatt, 2007). Around 40%–50% of patients 
with HD are found to experience depression (Duff 
et al., 2007). Also, suicide is four- to sixfold more com-
mon in patients with HD than in the general popula-
tion (Schoenfeld et al., 1984).

Despite the fact that the HD gene was identified over 
20 years ago, there is no effective disease-modifying 
therapy for HD to date. Current pharmacological 
therapeutics are exclusively symptomatic, aiming at 
improving motor, cognitive and psychiatric symptoms.

4.1 Animal Models of Huntington’s Disease

HD is a genetic disease caused by a single gene mutation. 
Accordingly, it is highly feasible to develop animal models 
with genetic manipulations that closely recapitulate HD 
pathology. Rodents are by far the most commonly used an-
imals for modeling HD. These models include transgenic 
mice and knock-in (KI) mice. Mouse is the most commonly 
used mammalian genetic model due to its efficiency, econ-
omy, and ease of manipulation. These animal models have 
been important tools to investigate the pathogenesis of the 
disease and to try develop therapeutic strategies.

4.1.1 Transgenic Mouse Models
4.1.1.1 R6/1/R6/2

R6/1 (116 CAG repeats) and R6/2 (144 CAG repeats) 
mice were the first HD mouse models to be developed 
expressing the exon 1 of human Htt under the control 
of 1 kb human Htt promoter (Mangiarini et al., 1996). 
Importantly, all transgenic models also express the two 
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normal alleles of the murine Huntingtin gene. R6/2 is 
the most extensively studied rodent model of HD, ex-
hibiting a robust phenotype and severe neurological 
symptoms, including motor deficits, such as lack of mo-
tor coordination, abnormal walk, and learning impair-
ment (Carter et al., 1999; Mangiarini et al., 1996). Motor 
changes start at 4 weeks, and R6/2 mice only survive 
for 12–13 weeks (Mangiarini et al., 1996). Depression-
like behavior has been demonstrated in female R6/2 
mice using the forced swimming test (Pang et al., 2009). 
R6/2 mice also exhibit an increase in anxiety-like behav-
ior (Menalled et al., 2009). Procedural learning deficits 
have been shown in this model (Cayzac et al., 2011), 
as well a muscle atrophy (Ribchester et al., 2004). This 
model is vastly used for drug testing due to its rapid 
onset. Aggregate formation is very pronounced in this 
model and intranuclear inclusions are very similar to 
those observed in biopsy from HD patients and hap-
pening prior to the development of symptoms (Davies 
et al., 1997). However, nuclear Htt aggregates are widely 
distributed in several brain substrates of R6/2 mice, in-
cluding the hippocampus and cerebellum, two regions 
that are relatively spared in HD (Li et al., 2001). Finally, 
aberrant peripheral immune system activation has been 
demonstrated in this model. Despite of its robust phe-
notype, R6/2 mice do not represent a precise model of 
HD, as this model only expresses the amino-terminal 
region of the Htt protein, which is mainly composed of 
polyglutamines. In this regard, R6/2 mice can also be 
used as a model of polyglutamine diseases including ge-
netic ataxias and spinobulbar muscular atrophy (Ribeiro 
et al., 2013).

4.1.1.2 YAC128/BACHD

YAC128 and BACHD are transgenic HD mouse mod-
els that express full-length human Htt containing 128 
and 97 polyglutamines, respectively (Gray et al., 2008; 
Slow et al., 2003). These mice were created using yeast 
artificial chromosome (YAC) and BAC technology. 
BACHD and YAC128 exhibit milder clinical deficit and 
slower progression compared to R6/2 (Menalled and 
Chesselet, 2002). Notably, these mice develop selective 
striatal and cortical atrophy at the age of 12 months, thus 
recapitulating to some extent the regional selectivity of 
adult-onset HD. These mice also present electrophysi-
ological abnormalities suggestive of an alteration at glu-
tamatergic synapses (Hodgson et al., 1999). Although 
BACHD and YAC128 exhibit similar phenotype, there 
are some differences between them. For instance, the 
BACHD CAG tract is half CAG and half CAC, providing 
resistance to polyQ expansions and contractions (Gray 
et al., 2008). On the other hand, only 7% of the YAC128 
CAG tract is CAC (Pouladi et al., 2012b). Moreover, 
the mRNA levels of DARPP-32, enkephalin, dopamine 
receptors D1 and D2, and cannabinoid receptor 1 are 

significantly decreased in YAC128, but not in BACHD 
mice (Pouladi et al., 2012b). BACHD mice exhibit re-
duced levels of Htt aggregates as compared to YAC128 
(Gray et al., 2008; Pouladi et al., 2009), but Htt aggre-
gates can be clearly detected in the cortex and striatum 
of BACHD mice (Gray et al., 2008). BACHD and YAC128 
mice develop progressive motor and cognitive and be-
havioral deficits (Gray et al., 2008; Pouladi et al., 2009; 
Van Raamsdonk et al., 2005). Deficits in learning and 
memory have been assessed using a number of sensitive 
behavioral paradigms, which include tests of procedural 
learning, spatial learning, associative and nonassociative 
(habituation) learning, discrimination, episodic learning, 
and strategy shifting. Deficits in motor learning have 
been demonstrated during the training phases of the 
running wheel and rotarod tasks (Pouladi et al., 2012a; 
Van Raamsdonk et al., 2005). Increases in anxiety-like 
behavior have been shown in YAC128 and in BACHD 
mice using the open-field test (Menalled et al., 2009). 
Furthermore, peripheral immune system activation has 
been demonstrated in YAC128 mice and impaired mac-
rophage migration has been shown in BACHD mice 
(Kwan et al., 2012).

4.1.2 HD Knock-In Mouse Models
KI models should be optimal to reproduce human 

pathology because they are the most faithful reproduc-
tion of the genetic mutation and do not overexpress Htt 
or disrupt endogenous genes by deleterious integra-
tions into the genome (Menalled and Chesselet, 2002). 
Several KI models with expanded CAG repeats or hu-
man mutant Htt exon 1 replacing the corresponding 
sequences in the endogenous murine Htt gene locus 
have been generated (Heng et al., 2008; Shelbourne 
et al., 1999; Wheeler et al., 2000). The most studied mu-
tant Htt-KI models include HdhQ111, CAG140, and 
HdhQ150 mice, which are suitable for studying HD 
pathogenesis and testing therapies. All these HD KI 
mice showed late-onset phenotype and progressive, 
but mild pathology (Shelbourne et al., 1999; Wheeler 
et al., 2000). Behavioral abnormalities in this KI model 
were similar but milder than transgenic mouse models 
(Woodman et al., 2007). For instance, HdhQ150 mice 
exhibit late-onset motor changes, including motor task 
deficit and gait abnormalities (Woodman et al., 2007). 
These animal present deficits in the novel objection rec-
ognition test of episodic memory (Giralt et al., 2012). 
Depression-like behavior and anxiety-like behavior 
have also been demonstrated (Orvoen et al., 2012). Al-
though HD KI mice do not develop a phenotypes as ro-
bust as those in transgenic mice expressing N-terminal 
mutant Htt, they recapitulate an important pathologi-
cal change seen in the brain of the HD patient, which is 
the preferential accumulation of mutant Htt in striatal 
neurons (Wheeler et al., 2000).
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4.1.3 Transgenic Large Animal Models of HD
Research using large animal models of HD has been 

very limited. The potential use of large animal models in 
HD research has been refocused recently with the devel-
opment of three transgenic large animal models of HD, 
a nonhuman primate model (rhesus monkey) (Macaca 
mulatta) (Yang et al., 2008), a sheep model (Ovis aries) 
(Jacobsen et al., 2010), and a Tibetan miniature pig model 
(Yang et al., 2010). The rhesus macaque and pig models 
were generated using fragments of human HTT that in-
cluded a CAG repeat expansion. By contrast, the sheep 
model used the full-length human coding sequence of 
HTT that is expressed from a transgene. The symptoms 
exhibited by each species of HD animal reflect the trans-
gene construct used. HD transgenic monkeys with 84Q 
can die postnatally, and this early death is associated 
with the levels of mutant Htt (Yang et al., 2008). Despite 
their early death, some transgenic monkeys developed 
key clinical HD features including dystonia, chorea, and 
seizures (Yang et al., 2008), which have not been replicat-
ed by mouse models or other small animal models. Stud-
ies of transgenic large animals also showed that smaller 
N-terminal mutant Htt is more toxic. Transgenic pigs 
(Baxa et al., 2013) and sheep (Jacobsen et al., 2010) that ex-
press much larger Htt fragments develop nondetectable 
or very mild phenotypes. Thus, even in large animals, 
expression of small N-terminal mutant Htt fragments 
appears to be necessary to facilitate disease progression.

5 AMYOTROPHIC LATERAL SCLEROSIS

ALS is a fatal late-onset neurodegenerative disorder 
that is characterized by a progressive loss of motor neu-
rons of the CNS leading to muscle weakness, wasting, 
and spasticity (Robberecht and Philips, 2013). Patients 
with ALS develop progressive muscle weakness along 
with fasciculation, hyperreflexia, and muscle. Patients 
with ALS usually die within 3–5 years after the diagno-
sis (Cudkowicz et al., 1997). For a long time, ALS was 
regarded as a motor neuron-specific disease. It is now 
clear that mild cognitive deficits and FTD are common 
in ALS (Therrien et al., 2016).

There is no familial history of ALS in the majority of 
cases which are classified as sporadic ALS (sALS). A clear 
familial history of the disease is present in approximate-
ly 10% of patients whose cases are known as familial 
ALS (fALS). Familial cases of ALS are usually inherited 
in an autosomal dominant way, although there are some 
autosomal recessive and X-linked forms. Mutations in 
more than 10 different genes have been identified to date 
(Renton et al., 2014). The most common mutations are 
found in the genes encoding superoxide dismutase 1 
(SOD1), fused in sarcoma (FUS), and TDP-43 (TARDBP). 

Recently, a hexanucleotide repeat expansion (GGGGCC) 
in the C9ORF72 gene was identified as the most frequent 
cause of fALS (around 40%) in the Western population 
(DeJesus-Hernandez et al., 2011; Renton et al., 2011). 
Besides genetic factors, environmental factors seem to 
play a role in disease pathogenesis, such as toxins, but 
the evidence comes primarily from experimental models 
(Ingre et al., 2015).

ALS is a heterogeneous disease not only genetically, but 
also clinically. The age of onset, the rate of progression, 
and the presence of cognitive dysfunction are variable. 
In some patients, neurons in the prefrontal and temporal 
cortex are affected, leading to cognitive and/or behavior-
al problems. FTD is present in about 15% of patients with 
ALS (Lillo and Hodges, 2009; Ringholz et al., 2005). Con-
versely, 15% of FTD patients show signs of motor neuron 
disease (Burrell et al., 2011; Lomen-Hoerth et al., 2002).

Different mechanisms have already been suggested 
to play a role in the pathogenesis of ALS. These include 
astrocytosis, neuroinflammation, mitochondrial dys-
function, deregulated autophagy, and axonal transport 
dysfunction and retraction. Modulating these different 
disease processes could have a positive effect on disease 
progression, and modifying these pathological mecha-
nisms could be translated into therapeutic strategies.

In 1995, riluzole was approved by the US Food and 
Drug Administration (FDA) for the treatment of ALS 
(Bensimon et al., 1994). Two decades later, this drug re-
mains the only approved treatment for ALS. Riluzole 
increases the life span of the patients by an average of 
2–3 months (Miller et al., 2007, 2012). Several preclinical 
studies have been performed in rodent models of ALS 
to prevent, reverse, or modulate the disease process. So 
far, none of these therapeutic strategies has been success-
fully replicated in clinical trials. As a consequence, be-
sides riluzole, only symptomatic treatments are applied 
to improve the quality of life of ALS patients.

5.1 Animal Models of Amyotrophic 
Lateral Sclerosis

The identification of the genetic causes of ALS was crit-
ical for advancing the understanding of the pathophysiol-
ogy of this disorder since these mutations form the basis 
of the development of experimental models for the dis-
ease. There are different mouse models for ALS, such as 
transgenic and KO mice (Mancuso and Navarro, 2015).

5.1.1 SOD1 Models
Mutations in the SOD1 gene on chromosome 21 were 

the first identified causes of autosomal dominant fALS 
(Rosen, 1993). SOD1 is a ubiquitous cytoplasmic and mi-
tochondrial enzyme which functions in a dimeric state 
to catalyze the breakdown of damaging ROS, preventing 
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oxidative stress. Due to the harmful effects of ROS and 
their association with neurodegenerative diseases, it 
was originally proposed that pathogenic mutations in 
SOD1 could cause ALS as a result of a loss of dismutase 
activity (Rosen, 1993). Subsequent investigation failed 
to associate mutant SOD1 activity with pathogenic-
ity (Borchelt et al., 1995) and in SOD1 KO mice do not 
present motor dysfunction, at least up to 6 months of 
age (Reaume et al., 1996). More recent characterization 
of the SOD1 KO mice has revealed that although they 
do not exhibit any motor neuron loss, they have signifi-
cant distal motor axonopathy, indicating a major role of 
SOD1 in normal neuronal function (Fischer et al., 2011).

Transgenic mouse model (SOD1G93A) of SOD1–ALS 
was initially developed expressing approximately 20–24 
copies of the human coding sequence with the G93A 
mutation under control of the human SOD1 promoter 
(Gurney, 1994). Since the development of this model, over 
20 other SOD1 models have been proposed, and SOD1 
transgenic mice have been used as the primary rodent 
models of ALS. Mutant SOD1 transgenic mice recapitulate 
many features of ALS, including axonal and mitochondri-
al dysfunction, progressive neuromuscular dysfunction, 
gliosis, and motor neuron loss (Bruijn et al., 1997; Chang-
Hong et al., 2005; Gurney, 1994). Transgenic SOD1 rodent 
models may vary the age of disease onset and rates of 
disease progression. Development of ALS-like symptoms 
in these mice is known to be mainly dependent of specific 
factors, including: SOD1 mutation; transgene expression 
level; gender, and genetic background (Heiman-Patterson 
et al., 2011; Mancuso et al., 2012).

In order to rule out the possibility that the disease phe-
notype may be the result of overexpression of SOD1 per 
se, lines of transgenic mice overexpressing the human 
wild-type protein have also been created. This so-called 
wt-hSOD1 mouse model might cause progressive mo-
tor neuron degeneration. Homozygous expression of a 
human wild-type SOD1 transgene resulted in a reduced 
lifespan, with a median survival of 367 days, accompa-
nied by slow weight gain after birth and more significant 
weight loss in older male mice (Graffmo et al., 2013). 
Also, these animals developed an ataxic staggering gait 
with abnormal hind limb reflexes (Graffmo et al., 2013). 
Gliosis and misfolded SOD1 were detected in the spi-
nal cord at 100 days of age, as well as signs of vacuol-
ization and axonal damage which are typical of SOD1 
overexpression (Jaarsma, 2006; Jaarsma et al., 2000). By 
end stage, around 40% of motor neurons in the thoracic 
spinal cord had been lost (Graffmo et al., 2013).

5.1.2 TDP-43 Models
TDP-43 is a 43 kDa nuclear protein originally discov-

ered due to its effects on human immunodeficiency virus 
transcription (Bento-Abreu et al., 2010). It is encoded 
by the TARDBP gene on chromosome 1, and contains 

a nuclear-localization signal, two RNA-binding motifs, 
and a glycine-rich region, which contains a “prion-like” 
domain and mediates protein and heterogeneous nuclear 
ribonucleoproteins (hnRNP) interactions. It is within this 
glycine-rich domain that the majority of pathogenic mu-
tations for ALS have been identified (Kabashi et al., 2008; 
Sreedharan et al., 2008). In vitro and in vivo studies have 
identified a variety of aberrant cellular dysfunctions 
caused by mutant TDP-43, including abnormal neuronal 
function and synaptic defects (Godena et al., 2011), del-
eterious effects on mitochondria (Braun et al., 2011; Shan 
et al., 2010), and proteasome dysfunction. Although it 
remains unclear how mutations in TARDBP cause ALS, 
both loss and gain of function mechanisms have been 
proposed (Tsao et al., 2012). The development of dis-
ease phenotypes in the model TDP-43-ALS in rodents is 
highly dependent upon the promoter used and the level 
of transgene expression. However, these models display 
mostly axonal damage with relatively mild motor neu-
ron cell death. In marked contrast to SOD1 transgenic 
mice, overexpression of human wild-type TDP-43 has 
been shown to cause significant neurodegeneration (Mc-
Goldrick et al., 2013).

5.1.3 FUS Models
FUS was identified because of its oncogenic properties 

following a chromosomal translocation resulting in the 
fusion of truncated FUS protein with the transcription 
factor CHOP (Crozat et al., 1993; Rabbitts et al., 1993). 
The FUS gene is located at 16p11.2 and comprises 15 ex-
ons encoding a multifunctional 526 amino-acid protein 
(Prasad et al., 1994) with a complex domain structure. 
FUS is ubiquitously expressed in all cells. Some rodent 
data suggest that expression outside the CNS decreases 
with age, being absent in mouse skeletal muscle, liver, 
and kidney from 80 days of age (Huang et al., 2010). FUS 
binds DNA and RNA, and presents primarily a nuclear 
localization (Bosco and Landers, 2010; Gal et al., 2011).

Mutations in FUS have been described as contributing 
in similar proportion of fALS cases (FUS-ALS) as TDP-
43 mutations. FUS may function downstream TDP-43 
and in parallel to other RNA-binding proteins (Kabashi 
et al., 2011). Developing models of FUS-ALS is essential 
to clarify the mechanisms by which mutations in this 
protein cause ALS and how aberrant RNA metabolism 
may lead to neurodegeneration.

There are four transgenic rodent lines overexpress-
ing FUS: transgenic mice which overexpress HA-tagged 
human wild-type FUS under control of the mouse prion 
promoter (Mitchell et al., 2013); somatic brain transgenic 
mice expressing V5-tagged human wild-type FUS, mu-
tant R521C and FUS lacking its nuclear localization sig-
nal (D14) (Verbeeck et al., 2012); transgenic rats which 
conditionally express human wild-type or mutant FUS 
under the tetracycline response element system TRE 
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(Huang et al., 2011); and transgenic rats which express 
mutant FUS under the CaMKIIa promoter with a TRE 
(Huang et al., 2012). These models display different phe-
notypic manifestations ranging from different levels of 
motor involvement with muscle denervation, axonopa-
thy, and spinal degeneration, to cognitive deficits with 
memory impairment and hippocampal neuronal death.

5.1.4 C9ORF72 Models
Since the discovery of C9ORF72 hexanucleotide ex-

pansions as one of the most frequent causes of ALS, sig-
nificant efforts has been dedicated for developing animal 
models based on this mutation. C9ORF72 was modeled 
in zebra fish by knocking down the zC9ORF72. Loss of 
function of the zC9ORF72 transcripts causes both be-
havioral and cellular deficits related to locomotion but 
without major morphological abnormalities (Ciura 
et al., 2013). More recently, C9ORF72 transgenic mice 
have been developed by expressing the abnormal hexa-
nucleotide expansion (G4C2)66, throughout the nervous 
system by means of somatic brain transgenesis mediated 
by an adeno-associated virus. Resulting mice presented 
neuronal nuclear inclusions of poly(Gly-Pro), poly(Gly-
Ala), and poly(Gly-Arg) dipeptide repeat proteins, as 
well as TDP-43 pathology and neuronal loss. Transgenic 
mice developed behavioral changes resembling those of 
c9FTD/ALS patients, including hyperactivity, anxiety, 
antisocial behavior, and motor deficits (Chew et al., 2015).

5.1.5 VCP Models
The identification of mutations in the valosin-containing 

protein (VCP) as contributing for ALS (Shaw, 2010) and 
inclusion body myositis with Paget’s disease of bone and 
frontotemporal lobar degeneration (IBMPFD) (Mehta 
et al., 2013) has led to the development of mouse models 
of these diseases (Badadani et al., 2010; Custer et al., 2010). 
VCP is an AAA-ATPase which has a range of cellular func-
tions (Meyer et al., 2012; Yamanaka et al., 2012). Studies 
have examined whether KI of the R155H mutation in VCP, 
which causes ALS (Shaw, 2010), could cause motor neuron 
degeneration in heterozygosity or homozygosity (Nalban-
dian et al., 2012; Yin et al., 2012). In heterozygote KI mice, 
the R155H mutation in VCP did not affect lifespan (Yin 
et al., 2012). However, these mice developed progressive 
weakness from 9 months of age and showed significant 
weight loss by 24 months of age (Yin et al., 2012). Consis-
tent with this motor neuron degeneration, electromyog-
raphy of hind limb muscles at 24 months of age showed 
evidence of denervation and neurogenic changes (Yin 
et al., 2012). Pathological analysis of the spinal cord re-
vealed gliosis, oxidative stress, and cytoplasmic accumu-
lation of mitochondria in motor neurons (Yin et al., 2012). 
Compared to the heterozygous KI mice, homozygous ex-
pression of human mutant VCP resulted in a much more 
aggressive phenotype, with early lethality and very few 

pups surviving to 21 days of age (Nalbandian et al., 2012). 
Although mutations in VCP have complex effects and 
phenotypes in transgenic mice may not be exclusively due 
to motor neuron degeneration, study of VCP models has 
clearly shown the deleterious effects of mutant VCP on 
motor neuron survival.

6 FRONTOTEMPORAL DEMENTIA

FTD is the third most common form of dementia 
across all ages, after AD and vascular dementia, and is 
a leading cause of early-onset dementia. FTD is char-
acterized by progressive deficits in executive function, 
behavior, and language (Vieira et al., 2013). Due to the 
similarity of behavioral changes in patients with FDT to 
those seen in patients with major psychiatric disorders, 
diagnosis is frequently challenging.

The estimate is that FTD rates will double every 
20 years, reaching 115.4 million in 2050. In a metaanal-
ysis of 73 articles of early-onset dementia (patient age 
<65 years), FTD is the third most prevalent dementia 
subtype in most studies, with a prevalence ranging from 
3% to 26% (Vieira et al., 2013). Also, FTD is still misdiag-
nosed, and most numbers probably underestimated the 
true incidence. FTD is classified into three clinical vari-
ants: behavioral-variant FTD, which is associated with 
behavioral and executive deficits; nonfluent variant pri-
mary progressive aphasia, with progressive deficits in 
speech, grammar, and word output; and semantic variant 
primary progressive aphasia, which is a progressive disor-
der of semantic knowledge and naming (Gorno-Tempini 
et al., 2011; Rascovsky et al., 2011). When FTD progresses 
and the initially focal degeneration becomes more diffuse, 
affecting larger regions in the frontal and temporal lobes, 
the symptoms of the three clinical variants can converge. 
Over time, patients develop global cognitive impairment 
and motor deficits, and may include parkinsonism and 
motor neuron disease in some patients. Individuals with 
end-stage disease have difficulty in eating, moving, and 
swallowing. Death usually happens about 8 years after 
the onset and is typically caused by pneumonia or other 
secondary infections (Bang et al., 2015).

Until 2004, tau was the only molecule known to ac-
cumulate in the brain of patients with FTD, and muta-
tions in the Microtubule Associated Protein Tau (MAPT) 
gene were the only known genetic cause of FTD. Since 
then, two new neuropathological substrates (TDP-43 
and FUS) and six new FTD genes (GRN, C9ORF72, VCP, 
FUS, CHMP2B, and TARDBP, the gene for TDP-43) have 
been identified. These advances have created new op-
portunities to study FTD using rodent models, and to 
use this important tool for studying pathophysiology of 
neurodegenerative disorders and new targets for treat-
ment (Roberson, 2011).
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No approved disease-modifying drugs are available for 
the treatment of FTD. Treatment is mainly focused on man-
agement of behavioral symptoms. For instance, agitation, 
aggressiveness, impulsivity, and aberrant eating behavior 
can improve with the use of selective serotonin reuptake 
inhibitors (Lebert et al., 2004) and/or low doses of atypical 
antipsychotics (Asmal et al., 2013). Cholinesterase inhibi-
tors and memantine, drugs use for the treatment of AD, 
are not beneficial and can even worsen behavioral abnor-
malities seen in patients with FTD (Mendez et al., 2007).

6.1 Animal Models of Frontotemporal Dementia

Different FTD models have been developed in the 
past few years. Here, we review recent progress with 
mouse models based on tau, TDP-43, progranulin, VCP, 
and CHMP2B.

6.1.1 Tau Models
Tau was the first molecule linked to FTD, both by 

neuropathology and by genetics. More than 25 lines of 
transgenic mice have been created that express human 
tau with mutations linked to FTD. Tau transgenic mice 
have provided important insights and raised new ques-
tions about mechanisms of tau-mediated neurotoxicity.

The first models showed that expressing mutant tau 
was sufficient to cause both aggregated tau pathology 
and neuronal death. In both the rTg4510 and hTau lines, 
neuronal tau aggregates are formed, but neurons with-
out aggregates are more susceptible to death. (Andorfer 
et al., 2005; Santacruz et al., 2005). Both aggregated tau pa-
thology and neuronal death have been dissociated from 
the functional deficits in tau mouse models. Another inter-
esting lesson from tau models was that the synapse is not 
just a target for tau, but a likely site of spreading pathol-
ogy. It has been proposed that the propensity of neurode-
generative diseases to target large-scale networks is most 
likely due to transneuronal spread (Zhou et al., 2008).

Not all lineages display the pronounced neurodegen-
eration seen in the human disease, but among those that 
do, deficits in synaptic plasticity, and cognitive dysfunc-
tion precede neurodegeneration (Yoshiyama et al., 2007). 
Studies in mice have shown that neurodegeneration and 
cognitive deficits can be dissociated from neurofibrillary 
tangle pathology (Santacruz et al., 2005). These find-
ings point to the importance of identifying the species 
of tau responsible for synaptotoxicity and neurotoxicity 
in mice and determining whether these tau species also 
occur in human neurodegenerative diseases.

6.1.2 TDP-43 Models
TDP-43 is connected to FTD by both neuropathology 

and genetics, but the neuropathologic link is much stron-
ger. TDP-43 is a multifunctional nuclear protein that binds 
to DNA and RNA (Barmada et al., 2010). Models with 

deletion of TDP-43 are embryonic lethal early in gesta-
tion (Sephton et al., 2010; Wu et al., 2010). Heterozygous 
mice have normal TDP-43 protein levels and no evident 
neuropathology, limiting their utility (Sephton et al., 2010; 
Wu et al., 2010). The first models used heterologous pro-
moters to drive human TDP-43 expression throughout the 
nervous system developed a sever phenotype marked by 
significant motor impairment leading to death in weeks to 
months (Wegorzewska et al., 2009; Wils et al., 2010). In each 
of these TDP-43 lines, in which brain pathology was exam-
ined, frontal cortex was selectively vulnerable to develop-
ment of ubiquitinated neuronal inclusions, astrogliosis, and 
neuron loss (Wegorzewska et al., 2009; Wils et al., 2010). 
Subsequent models were engineered with more restricted 
promoters to better isolate the forebrain effects of TDP-43 
from the motor phenotypes seen in pan-neuronal lines.

Some neuronal populations were more vulnerable 
than others. In a line expressing wild-type human TDP-
43 around 75% of dentate granule neurons were lost, 
whereas CA1 pyramidal neurons were resistant, and 
deep cortical layers were more affected than superfi-
cial layers (Igaz et al., 2011). When wild-type or mutant 
TDP-43 was expressed, astrocytosis developed before 
5 months of age, and learning/memory and motor defi-
cits developed around 7 months.

6.1.3 Progranulin Models
Mutations in the progranulin gene (GRN) have recent-

ly been identified as a cause of about 5% of all FTD, in-
cluding some sporadic cases. Recent studies using mouse 
models has defined the expression of PGRN in the brain 
(Petkau et al., 2010). PGRN is expressed late in neurode-
velopment, localizing with markers of mature neurons. 
PGRN is expressed in neurons in most brain regions, with 
highest expression in the thalamus, hippocampus, and 
cortex. Microglia cells also express progranulin, and the 
level of expression is upregulated by microglial activation.

Around 70 different GRN mutations have been iden-
tified in FTD and all reduce progranulin levels or result 
in loss of progranulin function. Several different lines of 
progranulin KO mice have been developed. Each had 
early abnormalities in social behavior without impair-
ment in overall health or motor function (Kayasuga 
et al., 2007). Evidence for protein mishandling in mice 
includes accumulation of ubiquitinated protein, lipo-
fuscin, and phosphorylated TDP-43 (Ahmed et al., 2010; 
Kayasuga et al., 2007). The evidence for neuroinflamma-
tion is even stronger with all lines showing high levels of 
astrogliosis and microgliosis (Ahmed et al., 2010; Kaya-
suga et al., 2007). The foremost task is to establish the 
mechanistic basis of the FTD-related behavioral deficits 
in progranulin-deficient mice, including testing whether 
the observed protein mishandling or neuroinflammation 
phenotypes are causally related to neuronal dysfunction, 
and/or whether other mechanisms are in play.
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6.1.4 VCP Models
Mutations in VCP which encodes VCP (VCP in hu-

mans or p97 in mouse) can cause pure FTD, but more 
commonly cause a syndrome with muscle and bone 
diseases. This rare disorder is called inclusion body 
myopathy with Paget’s disease of bone and frontotem-
poral dementia (IBMPFD) (Watts et al., 2004). VCP/
p97 has numerous functions, including regulating 
protein degradation through the ubiquitin–protea-
some system, endoplasmic reticulum-associated deg-
radation, and autophagy. The clinical presentation of 
FTD in IBMPFD includes both bvFTD and semantic 
variant-type progressive aphasia with an age of onset 
in the mid to late 50s. (Kim et al., 2012; van der Zee 
et al., 2009). Neuropathologically, FTD caused by VCP 
mutations is associated with FTLD-TDP type D, a dis-
tinct subtype that is not seen in sporadic FTD or with 
other mutations.

Two transgenic and one KI line are available as mod-
els of VCP-related FTD. The transgenic models express 
human VCP with either the R155H or A232E mutation 
from a ubiquitous promoter at levels two- to threefold 
higher than the endogenous gene (Custer et al., 2010). 
Each of these models exhibits age-dependent muscle, 
bone, and brain disease related to human. Neuronal 
dysfunction in the transgenic lines includes increased 
anxiety-related behavior and impaired novel object rec-
ognition (Custer et al., 2010). On postmortem examina-
tion, all three models had age-dependent gliosis and 
loss of nuclear TDP-43 with accumulation of ubiquiti-
nated TDP-43 in the cytoplasm (Badadani et al., 2010; 
Custer et al., 2010).

6.1.5 CHMP2B Models
Mutations in CHMP2B are the rarest cause of FTD, 

with four proven pathogenic mutations identified in 
five families to date. In addition, the neuropathology is 
unique, representing a small cluster of FTD cases with 

ubiquitinated neuronal cytoplasmic inclusions that do 
not contain tau, TDP-43, or FUS. (Holm et al., 2009). 
CHMP2B encodes charged multivesicular protein 2B, 
which is involved in trafficking endosomes to degrada-
tion in lysosomes. Mice expressing CHMP2B Intron pro-
moter develop inclusions of ubiquitinated proteins that 
are negative for TDP-43 and FUS, as in the FTLD-UPS pa-
thology in patients with CHMP2B mutations (Skibinski 
et al., 2005). The mice also develop axonal swellings and 
have reduced survival (Fig. 42.2).

7 CONCLUSIONS

Although the pathophysiology of different neurode-
generative disease shares common mechanisms, espe-
cially pathological protein aggregation, these disorders 
present significant clinical and genetic heterogeneity. 
Several fundamental issues remain unanswered. What 
is responsible for triggering the generation of misfolded 
proteins that initiate disease-related cascades? Why do 
only certain proteins aggregate in a disease-specific man-
ner if the common final pathway is the impairment of 
protein homeostasis? What is the factor underlying the 
selective vulnerability of different brain regions? What is 
the role played by glial cells in the transmission of pro-
tein aggregates? The precise nature of each one of these 
proteins in the aggregation pathway and their relevance 
for discrete human diseases require further studies. In 
this regard, animal models have provided significant 
contribution to the understanding of the pathophysiol-
ogy of neurodegenerative diseases. Nevertheless, animal 
models only recapitulate part of the complex and het-
erogeneous nature of neurodegenerative diseases. There 
is still a great challenge ahead to establish new animal 
models that can truly contribute to the development 
of preventive and/or disease-modifying therapeutic 
strategies (Table 42.1).

FIGURE 42.2 Animal models of neurodegenerative diseases.
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TABLE 42.1  Main Animal Models of Neurodegenerative Diseases

Disease Models Mechanisms Advantages Disadvantages

Parkinson’s 
disease

α-Synuclein Genetic model: mutation on A30P, A53T, S129D, 
S87, E46K in α-syn gene and KO model

Decreases in striatal DA. Inclusion bodies. Motor 
impairments

Not show loss of dopaminergic 
neurons

LRRK2 Genetic model: mutation on R1441G, G2019S, 
exon 29, 30 in LRRK2 gene, KO model

Enhancement of DA release from the striatum. 
Motor hyperactivity

Different results depending on the 
mutation used

PARKIN Genetic model: transgenic overexpression 
parkin and KO model

Behavioral deficits, mitochondrial dysfunction Not exhibit loss of dopaminergic 
neurons

DJ-1 Genetic model: KO model Defects in locomotor, decreased dopamine release 
in the striatum

Usually, no loss of dopaminergic 
neurons in the SNpc

PINK1 Genetic model: KO model Reduced locomotion, no change on rotarod 
performance, mitochondrial dysfunction

No dopaminergic neurons 
abnormalities and LB formation

MPTP Neurotoxic model: interacts with mitochondrial 
complexes and increase oxidative stress

Reproduce lesion formation, dopaminergic neuron 
loss, systemic administration

No LB formation, typical PD behavior 
not observes, high toxicity

Rotenone Neurotoxic model: increase oxidative stress and 
reactive oxygen species production

Reproduce lesion formation, dopaminergic neuron 
loss, LB formation, systemic administration

Difficult to replicate due to the high 
mortality

6-OHDA Neurotoxic model: 6-OHDA is oxidized in 
reactive oxygen species leading to electron 
transport chain inhibition and oxidative 
stress

Reproduce lesion formation, dopaminergic 
neuron loss

No LB formation. Need inject into 
the brain

Alzheimer’s 
disease

Transgenic 
models

Genetic model: single or multitransgenic 
animals overexpressing APP, PS and/or Tau 
mutations

Usually, mice presented impairment in memory 
and the main feature of a patient with AD

AD phenotype occurs late. Just in mice

Nontransgenic 
models

Neurotoxic model: toxins injection in the brain, 
including Aβ or tau

Use other animals than mice. Investigate the 
difference between an acute or a chronic 
administration

Acute models do not reproduce the 
gradual increase in Aβ occurring in 
many years in humans

Huntington’s 
disease

R6/1 R6/2 Genetic model: R6/1 (116 CAG repeats) and 
R6/2 (144 CAG repeats) mouse models that 
were developed, expressing the exon 1 of 
human Htt under the control of 1 kb human 
Htt promoter

Severe neurological symptoms, rapid onset, 
intranuclear inclusions very similar to those 
observed in biopsy from HD

Only expresses the amino-terminal 
region of the Htt protein nuclear Htt. 
Aggregates are widely distributed in 
several brain substrate

YAC128/
BACHD

Genetic model: mouse express full-length 
human Htt containing 128 and 97 
polyglutamines, respectively

Develop selective striatal and cortical atrophy 
at the age of 12 months. Progressive motor, 
cognitive deficits, psychiatric disturbance 
peripheral immune activation

Milder deficit and slower progression

HD knock-in Genetic model: models with expanded CAG 
repeats or human mutant Htt exon l 
HdhQlll, CAG140, and HdhQ150

Preferential accumulation of mutant Htt in 
striatal neurons that are mostly affected in 
HD. Depression-like behavior and increase in 
anxiety-like behavior

Late-onset phenotype and progressive 
but mild pathology. Not develop 
a phenotypes as robust as those in 
transgenic mice

Amyotrophic 
lateral 
sclerosis

SOD1 Genetic model: KO model and transgenic 
SOD1 models

In KO, significant distal motor axonopathy. In 
transgenic mice many features of ALS, axonal 
and mitochondrial dysfunction, progressive 
neuromuscular dysfunction, gliosis, and motor 
neuron loss

KO does not present motor 
dysfunction, at least up to 6 months 
of age. Transgenic have variable ages 
of disease onset and rates of disease 
progression

TDP-43 Genetic model: remains unclear which TDP-43 
mutations cause ALS

Models display mostly axonal phenotypes with 
relatively mild motor neuron cell death and 
significant neurodegeneration

Phenotypes are highly dependent 
upon the promoter used and the 
level of transgene expression

FUS Genetic model: four transgenic rodent lines 
overexpressing FUS

Motor involvement with muscle denervation, 
axonopathy and spinal degeneration, cognitive 
deficits, memory impairment, and hippocampal 
neurons death

All four models display different 
phenotypic manifestations

C9ORF72 Genetic model: transgenic mice been expressed 
abnormal hexanucleotide expansion 
(G4C2)66 and KO model

Transgenic mice has neuronal nuclear inclusions 
of poly(Gly-Pro), poly(Gly-Ala), and poly(Gly-
Arg) dipeptide repeat protein and neuronal loss

KO mice did not induced 
degeneration, defects in motor 
function, or altered survival

VCP Genetic model: KI of the R155H mutation 
in VCP

In heterozygosity progressive weakness from 
9 months of age and weight loss by 24 months 
of age. Homozygous resulted in a much more 
aggressive phenotype, early lethality

Phenotypes in transgenic mice, may 
not be exclusively due to motor 
neuron degeneration

Frontotemporal 
dementia

Tau Genetic model: 
25 lines of transgenic mice have been created 

that express human tau with mutations

Aggregated tau and neuronal death, deficits in 
synaptic plasticity and cognitive dysfunction 
and neurodegeneration

Not all lines display the pronounced 
neurodegeneration seen in the 
human disease

TDP-43 Genetic model: transgenic and KO model Astrocytosis developed before 5 months of age, 
and learning/memory and motor deficits 
developed around 7 months

None of these features correlates well 
with the presence of functional 
deficits across different lines

Progranulin Genetic model: several different lines of 
progranulin KO mice

Early abnormalities in social behavior without 
impairment in overall health or motor function, 
neuroinflammation

Different results in different lines 
KO model

VCP Genetic model: two transgenic and one KI line 
are available as models of VCP- related

Models exhibit age-dependent muscle, bone, and 
brain disease related to human

Mutation on VCP can cause pure 
FTD but more commonly cause a 
syndrome of FTD with muscle and 
bone disease

CHMP2B Genetic model: expressing CHMP2B Intron 
promoter

Develop axonal swellings and have reduced 
survival

Neuropathology is unique, representing 
the small cluster of FTD cases

AD, Alzheimer’s disease; ALS, amyotrophic lateral sclerosis; APP, amyloid precursor protein; FTD, frontotemporal dementia; FUS, fused in sarcoma; HD, Huntington’s disease; KI, knock-in; LB, Lewy body; 
LRRK2, leucine-rich-repeat-kinase 2; MPTP, 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine; 6-OHDA, 6-hydroxy-dopamine; SNpc, substantia nigra pars compacta; SOD1, superoxide dismutase 1; PS, Presenilin; 
VCP, valosin-containing protein.
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TABLE 42.1  Main Animal Models of Neurodegenerative Diseases

Disease Models Mechanisms Advantages Disadvantages

Parkinson’s 
disease

α-Synuclein Genetic model: mutation on A30P, A53T, S129D, 
S87, E46K in α-syn gene and KO model

Decreases in striatal DA. Inclusion bodies. Motor 
impairments

Not show loss of dopaminergic 
neurons

LRRK2 Genetic model: mutation on R1441G, G2019S, 
exon 29, 30 in LRRK2 gene, KO model

Enhancement of DA release from the striatum. 
Motor hyperactivity

Different results depending on the 
mutation used

PARKIN Genetic model: transgenic overexpression 
parkin and KO model

Behavioral deficits, mitochondrial dysfunction Not exhibit loss of dopaminergic 
neurons

DJ-1 Genetic model: KO model Defects in locomotor, decreased dopamine release 
in the striatum

Usually, no loss of dopaminergic 
neurons in the SNpc

PINK1 Genetic model: KO model Reduced locomotion, no change on rotarod 
performance, mitochondrial dysfunction

No dopaminergic neurons 
abnormalities and LB formation

MPTP Neurotoxic model: interacts with mitochondrial 
complexes and increase oxidative stress

Reproduce lesion formation, dopaminergic neuron 
loss, systemic administration

No LB formation, typical PD behavior 
not observes, high toxicity

Rotenone Neurotoxic model: increase oxidative stress and 
reactive oxygen species production

Reproduce lesion formation, dopaminergic neuron 
loss, LB formation, systemic administration

Difficult to replicate due to the high 
mortality

6-OHDA Neurotoxic model: 6-OHDA is oxidized in 
reactive oxygen species leading to electron 
transport chain inhibition and oxidative 
stress

Reproduce lesion formation, dopaminergic 
neuron loss

No LB formation. Need inject into 
the brain

Alzheimer’s 
disease

Transgenic 
models

Genetic model: single or multitransgenic 
animals overexpressing APP, PS and/or Tau 
mutations

Usually, mice presented impairment in memory 
and the main feature of a patient with AD

AD phenotype occurs late. Just in mice

Nontransgenic 
models

Neurotoxic model: toxins injection in the brain, 
including Aβ or tau

Use other animals than mice. Investigate the 
difference between an acute or a chronic 
administration

Acute models do not reproduce the 
gradual increase in Aβ occurring in 
many years in humans

Huntington’s 
disease

R6/1 R6/2 Genetic model: R6/1 (116 CAG repeats) and 
R6/2 (144 CAG repeats) mouse models that 
were developed, expressing the exon 1 of 
human Htt under the control of 1 kb human 
Htt promoter

Severe neurological symptoms, rapid onset, 
intranuclear inclusions very similar to those 
observed in biopsy from HD

Only expresses the amino-terminal 
region of the Htt protein nuclear Htt. 
Aggregates are widely distributed in 
several brain substrate

YAC128/
BACHD

Genetic model: mouse express full-length 
human Htt containing 128 and 97 
polyglutamines, respectively

Develop selective striatal and cortical atrophy 
at the age of 12 months. Progressive motor, 
cognitive deficits, psychiatric disturbance 
peripheral immune activation

Milder deficit and slower progression

HD knock-in Genetic model: models with expanded CAG 
repeats or human mutant Htt exon l 
HdhQlll, CAG140, and HdhQ150

Preferential accumulation of mutant Htt in 
striatal neurons that are mostly affected in 
HD. Depression-like behavior and increase in 
anxiety-like behavior

Late-onset phenotype and progressive 
but mild pathology. Not develop 
a phenotypes as robust as those in 
transgenic mice

Amyotrophic 
lateral 
sclerosis

SOD1 Genetic model: KO model and transgenic 
SOD1 models

In KO, significant distal motor axonopathy. In 
transgenic mice many features of ALS, axonal 
and mitochondrial dysfunction, progressive 
neuromuscular dysfunction, gliosis, and motor 
neuron loss

KO does not present motor 
dysfunction, at least up to 6 months 
of age. Transgenic have variable ages 
of disease onset and rates of disease 
progression

TDP-43 Genetic model: remains unclear which TDP-43 
mutations cause ALS

Models display mostly axonal phenotypes with 
relatively mild motor neuron cell death and 
significant neurodegeneration

Phenotypes are highly dependent 
upon the promoter used and the 
level of transgene expression

FUS Genetic model: four transgenic rodent lines 
overexpressing FUS

Motor involvement with muscle denervation, 
axonopathy and spinal degeneration, cognitive 
deficits, memory impairment, and hippocampal 
neurons death

All four models display different 
phenotypic manifestations

C9ORF72 Genetic model: transgenic mice been expressed 
abnormal hexanucleotide expansion 
(G4C2)66 and KO model

Transgenic mice has neuronal nuclear inclusions 
of poly(Gly-Pro), poly(Gly-Ala), and poly(Gly-
Arg) dipeptide repeat protein and neuronal loss

KO mice did not induced 
degeneration, defects in motor 
function, or altered survival

VCP Genetic model: KI of the R155H mutation 
in VCP

In heterozygosity progressive weakness from 
9 months of age and weight loss by 24 months 
of age. Homozygous resulted in a much more 
aggressive phenotype, early lethality

Phenotypes in transgenic mice, may 
not be exclusively due to motor 
neuron degeneration

Frontotemporal 
dementia

Tau Genetic model: 
25 lines of transgenic mice have been created 

that express human tau with mutations

Aggregated tau and neuronal death, deficits in 
synaptic plasticity and cognitive dysfunction 
and neurodegeneration

Not all lines display the pronounced 
neurodegeneration seen in the 
human disease

TDP-43 Genetic model: transgenic and KO model Astrocytosis developed before 5 months of age, 
and learning/memory and motor deficits 
developed around 7 months

None of these features correlates well 
with the presence of functional 
deficits across different lines

Progranulin Genetic model: several different lines of 
progranulin KO mice

Early abnormalities in social behavior without 
impairment in overall health or motor function, 
neuroinflammation

Different results in different lines 
KO model

VCP Genetic model: two transgenic and one KI line 
are available as models of VCP- related

Models exhibit age-dependent muscle, bone, and 
brain disease related to human

Mutation on VCP can cause pure 
FTD but more commonly cause a 
syndrome of FTD with muscle and 
bone disease

CHMP2B Genetic model: expressing CHMP2B Intron 
promoter

Develop axonal swellings and have reduced 
survival

Neuropathology is unique, representing 
the small cluster of FTD cases

AD, Alzheimer’s disease; ALS, amyotrophic lateral sclerosis; APP, amyloid precursor protein; FTD, frontotemporal dementia; FUS, fused in sarcoma; HD, Huntington’s disease; KI, knock-in; LB, Lewy body; 
LRRK2, leucine-rich-repeat-kinase 2; MPTP, 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine; 6-OHDA, 6-hydroxy-dopamine; SNpc, substantia nigra pars compacta; SOD1, superoxide dismutase 1; PS, Presenilin; 
VCP, valosin-containing protein.
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1 INTRODUCTION

Bipolar disorder (BD) is a chronic, severe, and dis-
abling psychiatric condition characterized by recur-
rent mood switches, including mania and depression, 
which often increase in severity and frequency over time 
(APA, 2013). The estimated prevalence in general pop-
ulation is 3% with the mean age of first mood episode 
around 20 years old (Bauer et al., 2010; Perlis et al., 2009). 
Apart from the core dysfunction in mood regulation, BD 
is often associated with high rates of medical and psy-
chiatric comorbidities as well as dysfunction in cogni-
tion, endocrine, autonomic, and circadian rhythm, all 
which ultimately related with poor quality of life and 

 premature mortality (Krishnan, 2005; Sierra et al., 2005; 
Swartz and Fagiolini, 2012). Increased risk of suicide has 
been reported in approximately 10%–20% of patients 
with BD (Novick et al., 2010).

Although depressive symptoms tend to overcome 
manic and hypomanic episodes in the long-term course 
of the illness, mania is regarded as the clinical hallmark 
of BD with the cardinal diagnostic feature being the oc-
currence of at least one episode of mania and/or hypo-
mania during the lifetime (Angst et al., 2003). Clinically, 
a manic episode is generally defined by euphoria, hy-
peractivity, impulsivity, increased risk-taking behavior, 
increased reward seeking, and decreased need for sleep. 
The consequences of mania are devastating and include 
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a significant social and economic burden (APA, 2013). 
Recurrent episodes of mania might be associated with 
BD progression, that is, a greater susceptibility for 
subsequent episodes, treatment resistance, cognitive 
and functional decline (Fries et al., 2012; Kapczinski 
et al., 2014). Moreover, there is evidence that effectively 
treating mania and preventing recurrent manic episodes 
might minimize depression burden in part by decreas-
ing the risk of postmanic depressive cycling (Sachs and 
 Gardner-Schuster, 2007; Zarate et al., 2001).

Effective treatments as lithium, anticonvulsants, and 
antipsychotics have improved the prognosis of BD, but 
a significant number of patients does not respond well 
to these drugs. These available pharmacological strate-
gies to treat BD were either discovered via serendip-
ity or resulted from testing drugs previously approved 
for other clinical conditions like the antipsychotics and 
the anticonvulsants (Gould et al., 2004; Maletic and 
 Raison, 2014). The limited understanding of the cellular 
and molecular mechanisms involved in BD pathogenesis 
and physiopathology is a major constraint to the devel-
opment of effective therapies for the illness. However, 
a growing body of studies has aimed to unravel the 
mechanisms underlying the pathophysiology of mania 
and, ultimately, to identify potential therapeutic targets 
for BD.

Animal models are valuable tools for the study of un-
derlying neurobiological mechanism of diseases as well 
as for the assessment of candidate novel strategies in 
preclinical settings (Lipska and Weinberger, 2000). The 
development of appropriate animal models of human 
diseases is a task of major importance and at least three 
criteria must be met: face, construct, and predictive va-
lidities. Face validity is the ability of the model to mimic 
behavioral changes comparable to those in the human 
illness, while for the construct validity the pathophysio-
logical alterations must be the same as, or at least similar 
to, the human condition. Finally, for predictive validity, 
conventional drugs used to prevent and/or reverse the 
behavioral problem in humans should be able to do the 
same in the animal model (Machado-Vieira et al., 2004; 
Robbins and Sahakian, 1980).

To date, there are no ideal animal models for BD, that 
is, a model that covers the full spectrum of the disease 
by mimicking mood/emotional state changes across 
manic and depressive poles. Current experimental mod-
els only allow the independent investigation of manic or 
 depressive-like episodes (Valvassori et al., 2013). More-
over, the available models are not able to emulate the cu-
mulative burden of recurrent spontaneous mood swings, 
even within the same pole. The lack of valid biomarkers 
of the illness, uncertainty regarding the mechanisms of 
action of the existing mood-stabilizing drugs, and the 
highly complex genetic basis of BD have hampered the 
development of BD models (Gould and Einat, 2007).

Over the past decades, pharmacological, environ-
mental, and genetic models have been developed in an 
 attempt to unveil mania pathophysiology and to discov-
er future generation of mood-stabilizing compounds. 
Herein, we will discuss emerging evidence regarding 
animal models of mania, their contributions, and poten-
tial limitations.

2 INSIGHTS FROM PHARMACOLOGICAL 
ANIMAL MODELS OF MANIA

Pharmacological models of mania are usually easy to 
induce and, despite their major limitations, have been re-
petitively employed to investigate mania pathophysiol-
ogy and novel therapeutic targets with potential mood-
stabilizing properties (Einat, 2006; Young et al., 2011). 
Psychostimulants drugs, especially amphetamines (AM-
PHs), are the most used pharmacological model to in-
duce mania. However, other compounds with distinct 
mechanism of actions have also been used to model ma-
nia, including Quinpirole, ouabain, GBR 12909, ketamine 
(Fig. 43.1), and cholera toxin (El- Mallakh et al., 1995; 
Ghedim et al., 2012; Kofman et al., 1998;  Shaldubina 
et al., 2002; Young et al., 2010). These compounds mimic 
hyperactivity, one core facet of mania that can be easily 
measured in behavioral sets. Moreover, psychostimu-
lants may induce reduced sleep and risk-taking behav-
ior that are also important features of mania (Berridge 
and Stalnaker, 2002; Einat et al., 2003). Cognitive de-
cline was reported following amphetamine and Quin-
pirole administration, indicating that these models are 
able to reproduce a different aspect of the illness (Agmo 
et al., 1997; Einat and Szechtman, 1993; Fries et al., 2015). 
Other variables that had been included in the behavioral 
repertoire related to mania are hole exploration by mice 
(Perry et al., 2009; Souza et al., 2016) and appetitive high 
frequency ultrasound vocalization (USV) in rats (Pereira 
et al., 2014).

Other drugs, such as trimethyltin, imidazole, cloni-
dine, testosterone, corticosterone, among others, can 
induce manic symptoms, such as irritability, aggression, 
and increased sexual drive. However, their validity as 
pharmacological models of mania needs to be further 
addressed (for review see Einat, 2006).

2.1 Psychostimulants—Amphetamines

The hypothesis that dopamine (DA) is involved in 
the neurobiology of mania proposed in the 1970s (Serra 
et al., 1979) fostered the development of animal models 
based on pharmacological changes of the dopaminer-
gic neurotransmission. For instance, BD patients pre-
sented modifications in an allele of the DA transporter 
encoder in the substantia nigra, which may contribute to 
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the increase in dopaminergic transmission found in BD 
(Pinsonneault et al., 2011). A significant increase in the 
expression of the dopamine receptor D1 was also found 
in the hippocampus of BD patients, reinforcing the in-
volvement of DA in the pathogenesis of this condition 
(Pantazopoulos et al., 2004). Psychostimulants act on the 
central nervous system (CNS) by increasing DA efflux, 
inhibiting DA reuptake as well as its degradation by the 
enzyme monoamine oxidase. The result of dopaminergic 
hyperactivity following the psychostimulants adminis-
tration in rats is the change in behavior also observed 
in manic episodes in humans, notably hyperlocomotion 
(Fiorino and Phillips, 1999).

A diagnostic criterion of DSM-5 for mania is the in-
creased activity presented in nearly all acute manic states 
(APA, 2013). Although hyperactivity does not reflect the 
full spectrum of mania, it is an essential component of it. 
Pharmacological induction of hyperactivity in rodents, 
usually with psychostimulants such as amphetamine 
(AMPH) and cocaine, is still the most employed model 
to study mania since it can be quickly induced, easily 
measured, and is reliable in its response to the prototypic 
mood stabilizer lithium (Lerer et al., 1984; Smith, 1981) 
and valproate (Kuruvilla and Uretsky, 1981; Post and 
Weiss, 1989; Shaldubina et al., 2002), and antipsychot-
ics (Young et al., 2011). Another important component 
of mania is cognitive dysfunction, that is, impairment 

of attention, memory, and executive functioning that 
can be  easily and reliably rated in laboratory (Burdick 
et al., 2007). There is consistent evidence that psycho-
stimulants are capable of inducing cognitive impairment 
in rodents (Fries et al., 2015). In this line, methylphe-
nidate increases hole exploration in mice submitted to 
holeboard, an effect that was blocked by lithium admin-
istration (Souza et al., 2016). Amphetamine also increas-
es high frequency (50 kHz) USV in rats, which is associ-
ated with increase in positive affect (Pereira et al., 2014; 
Rippberger et al., 2015). This effect of amphetamine in 
50 kHz USV is blocked by lithium and tamoxifen (Pereira 
et al., 2014).

Amphetamine (AMPH) is a psychostimulant drug 
of the phenethylamine class mostly employed and gen-
erally accepted in preclinical settings to model mania 
(O’Donnell and Gould, 2007). AMPH induces release 
of DA from presynaptic nerve terminals in addition to 
inhibiting reuptake (Seiden et al., 1993). DA release in 
response to AMPH occurs by a transporter-mediated 
release mechanism named reverse transport, which 
is impulse-independent and has little calcium depen-
dence (Pierce and Kalivas, 1997a; Sulzer et al., 1995). 
Acute administration of AMPH increases DA levels in 
striatal slices of rat (Paszti-Gere and Jakus, 2013) and 
also induces symptoms, such as enhanced mood, rac-
ing thoughts, high energy, and restlessness in both 

FIGURE 43.1 Proposed mechanisms of action for pharmacological animal models of mania. Pharmacological agents that currently pres-
ent some face, construct, and preditive validities as animal models of mania include: amphetamines (AMPHs), ouabain, GBR 12909, Quinpirole, 
and ketamine. The administration of these compounds often leads to an increase in the dopaminergic neurotransmission. Dopamine presents a 
significant redox potential, and high levels of this neurotransmissor have been associated with oxidative damage to proteins, lipids, and DNA in 
neurons. Besides inducing dopamine release, both AMPHs and ouabain can lead to CNS impairment by increasing oxidative stress, DNA damage, 
inflammation, mitochondrial dysfunction, and decreasing neurotrophic support, all of which implicated in bipolar disorder (BD) pathophysiol-
ogy. Oxidative stress has also been demonstrated in GBR 12909 and ketamine models of mania. Evidence regarding the potential of Quinpirole to 
induce features of BD pathophysiology is still missing, limiting the construct validity of this pharmacological model of mania.
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healthy or  euthymic BD subjects, supporting the use of  
those compounds as a model of BD (Anand et al., 2000; 
Strakowski and Sax, 1998).

In rodent animal models, both AMPH and synthetic 
compounds with a similar structure, known as amphet-
amines (AMPHs) including methamphetamine, dex-
troamphetamine (d-amphetamine), lisdexamfetamine 
dimesylate (LDX), 3,4-methylenedioxymethamphet-
amine (MDMA) share a common dopamine-enhancing 
activity inducing locomotor hyperactivity and psycho-
motor agitation (Berk et al., 2007; Kara and Einat, 2013). 
It has been reported that AMPHs-mediated toxicity and 
behavioral dysfunction involve mesocorticolimbic do-
paminergic neurons, which project from the ventral teg-
mental area (VTA) to the nucleus accumbens (NAc) and 
prefrontal cortex (PFC) (Pierce and Kalivas, 1997b). For 
instance, microinjections of d-amphetamine in the NAc 
and ventral pallidum of adult male Sprague– Dawley rats 
significantly increased locomotor activity and condi-
tioned reward responses (Fletcher et al., 1998). Further-
more, AMPH injected in the NAc also increases 50 kHz 
USV. The mood stabilizer lithium as well as selective do-
pamine antagonists, such as haloperidol and chlorprom-
azine reverse the acute hyperactivity and the increase 
in 50 kHz USV induced by AMPHs (Gould et al., 2001; 
 Rippberger et al., 2015; Tohen et al., 2003; Vieta and 
 Sanchez-Moreno, 2008).

Apart from increased dopaminergic neurotrans-
mission, oxidative stress, mitochondrial dysfunction, 
and DNA damage have also been associated with BD 
pathogenesis (Andreazza et al., 2007, 2008a; Beauvais 
et al., 2011; Konradi et al., 2004). Considering the redox 
potential of DA, increased levels of this neurotransmis-
sor lead to oxidative damage to proteins, lipids, and 
DNA in the neurons (Gluck et al., 2001; Rees et al., 2007). 
Components of oxidative stress, such as the reactive oxy-
gen species (ROS) are mainly produced in the brain by 
mitochondrial complexes of the electron transport chain. 
Thus, an imbalance in the oxidant/antioxidant processes 
may inhibit electron transport chain complexes, leading 
to energy metabolism deregulation including decreases 
in ATP production and ultimately cellular dysfunction 
(Calabrese et al., 2001; Mattiasson et al., 2003).

In this scenario, Gluck et al. (2001) were the first to 
show that methamphetamine administration leads to 
ROS-mediated oxidative stress to proteins and lipid 
peroxidation, as indicated by a significant increase in 
the concentration of thiobarbituric acid reactive species 
(TBARs) and protein carbonyls in the hippocampus and 
striatum of the methamphetamine-treated mice (Gluck 
et al., 2001). Similar findings were also reported follow-
ing acute and repeated exposure to d-amphetamine, 
which were associated with increased locomotor activity 
in the open field test (Frey et al., 2006a). Further, they 
also reported that the oxidative stress induced by acute 

or chronic injections of d-amphetamine might results 
of an imbalance between superoxide dismutase (SOD) 
and catalase (CAT) activities in brain areas like PFC, 
hippocampus, and striatum, disrupting the antioxidant 
defense promoted by those enzymes (Frey et al., 2006b). 
Moreover, an increase of TBARS and superoxide produc-
tion in submitochondrial particles of the PFC and hip-
pocampus following chronic d-amphetamine exposure 
suggests that AMPHs induce oxidative stress through 
mitochondrial ROS generation (Frey et al., 2006c). Im-
portantly, the mood stabilizers lithium and valproate 
reversed and prevented hyperactivity and brain oxida-
tive damage in response to both d-amphetamine and 
methamphetamine administration, supporting a role of 
oxidative stress in the pathophysiology of BD and the 
use of these psychostimulant drugs as validity models of 
mania (Frey et al., 2006d; da-Rosa et al., 2012).

An abnormal cellular energy state affects neuronal 
function, plasticity, and brain circuit ultimately leading 
to mood changes (Angst et al., 2003) and cognitive im-
pairment (Quraishi et al., 2009), important features of 
BD. Mitochondria is the principal source of cellular en-
ergy in form of ATP, indicating a potential involvement 
of this organelle in BD (Kato and Kato, 2000). Acute ad-
ministration of amphetamine leads to a quickly deple-
tion of ATP levels by 20% in the striatum 1.5 h follow-
ing the psychoactive drug administration, which were 
restored within 24 h (Chan et al., 1994). A fast decrease 
of cytochrome oxidase enzymatic activity, a marker for 
alterations in mitochondrial function, was also found 
in rat’s striatum (23%–29%) NAc (29%–30%) and sub-
stantia nigra (31%–43%) 2 h following administration of 
both methamphetamine and MDMA. Similarly to the 
Chan et al. (1994) findings, the reduction in cytochrome 
oxidase activity was transient and returned to control 
levels within 24 h (Burrows et al., 2000). Significant 
dysfunction in CNS energy metabolism as indicated by  
disruption in the activities of Krebs cycle enzymes  
(citrate synthase and succinate dehydrogenase) and 
mitochondrial respiratory chain complexes (I–IV) in 
several brain regions (PFC, amygdala, hippocampus, 
and striatum) following methamphetamine and d-am-
phetamine exposure was also recently reported (Feier 
et al., 2012). Accordingly, impairment of mitochondrial 
complex I activity and oxidative damage to mitochon-
drial proteins were found in postmortem studies of PFC 
of BD patients (Andreazza et al., 2010). Importantly, 
mood stabilizers lithium and valproate reversed and 
prevented AMPHs-induced inhibition of mitochon-
drial respiratory chain activity and brain energetic 
metabolism dysfunction (Feier et al., 2013; Valvassori 
et al., 2010). Altogether, these studies support the hy-
pothesis that disruption in mitochondrial function, 
possibly in response to an increase in DA levels, is in-
volved in BD pathophysiology.
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Oxidative stress and mitochondrial activity impairment 
may directly damage cellular proteins, DNA, and lipids, 
thereby compromising cellular function (Gluck et al., 2001; 
Rees et al., 2007). Indeed, lost in DNA integrity has pre-
viously been reported in patients with BD (Andreazza 
et al., 2007; Frey et al., 2007) in proportion with increased 
oxidative stress in such patients (Andreazza et al., 2007). 
Accordingly, rats that received  d-amphetamine presented 
both peripheral (blood) and hippocampal DNA dam-
age, which correlated positively with lipid peroxidation. 
Lithium and valproate treatments restored the oxidative 
balance and prevented transient damage to the DNA, 
indicating that AMPHs-induced mania might be an inter-
esting model to investigate the role of DNA impairment 
in BD (Andreazza et al., 2008b).

Emerging evidence suggests that inflammation under-
lies BD (Barbosa et al., 2014; van den Ameele et al., 2016). 
High levels of inflammatory mediators like the cy-
tokines TNF, IL-1β, and IL-6 were found in the serum 
(Barbosa et al., 2011a; Modabbernia et al., 2013) as well 
as in the cerebral spinal fluid of BD patients (Söderlund 
et al., 2011). A role for the immune system in BD was 
also supported by postmortem studies that demonstrated 
increased expression of the cytokines IL-1β, its receptor 
(IL-1R), TGF β, as well as astroglial and microglial mark-
ers (glial fibrillary acidic protein, inducible nitric oxide 
synthase, c-fos, and CD11b) in the PFC of BD (Bezchlib-
nyk et al., 2001; Rao et al., 2010). Apart from enhanced 
locomotor activity, treatment with d-amphetamine in-
creased the levels of the cytokines IL-4, IL-6, IL-10, and 
TNF in the frontal cortex, striatum, and serum of male 
Wistar rats. The hyperactivity along with inflammatory 
alterations was reversed by lithium, supporting the in-
volvement of the immune system in the neurobiology of 
mania (Valvassori et al., 2015a).

Neurotrophic factors are proteins that mediate neu-
ronal survival, proliferation, and differentiation, being 
critically involved in mnemonic and emotional pro-
cesses. Particularly, the Brain-derived neurotrophic 
factor (BDNF) is abundantly expressed in the hippo-
campus and cerebral cortex, brain areas thought to be 
critical for the control of mood, emotion, and cognition 
(Chao, 2003). There is growing evidence that decreased 
levels of BDNF are associated with cognitive decline in 
BD patients (Fernandes et al., 2011). Importantly, sig-
nificant decrease in BDNF peripheral levels was found 
during acute episodes of mania, which were prevented 
by lithium treatment (de Sousa et al., 2011; Tramontina 
et al., 2009). Altogether these studies provided evidence 
that peripheral BDNF could be used as a biomarker of 
mood states and progression of BD.

Resembling the findings in clinical studies with BD 
patients, a significant decrease in BDNF levels in several 
brain regions including hippocampus, cortex, amygdala, 
and striatum was also found following d-amphetamine 

exposure (Cechinel-Recco et al., 2012; Frey et al., 2006e; 
Macêdo et al., 2012). BDNF reduction as well as hyper-
activity induced by d-amphetamine was reversed by 
lithium and valproate (Cechinel-Recco et al., 2012; Frey 
et al., 2006e). Cognitive impairment associated with 
BDNF alterations in rat’s hippocampus, PFC, and amyg-
dala was also reported following subchronic (7 days) 
and chronic (35 days) repeated amphetamine injections 
(Fries et al., 2015). The aforementioned studies support 
the role of BDNF in mania and reinforce that AMPHs 
model fulfills adequate face, construct, and predictive 
validity as an animal model of mania.

Behavioral sensitization, a process whereby repeated 
intermittent administration of a psychostimulant in-
creases the behavioral response over time, has also been 
regarded as a classic validated animal model of mania. 
Repeated intermittent administration of AMPHs in ro-
dents gives rise to the behavioral sensitization phenom-
ena argued to have similarities to the sensitization found 
in humans (Post, 2007; Robinson and Berridge, 1993). Be-
havioral sensitization and kindling responses resembling 
mania along with increased vulnerability to recurrence 
following successive episodes were initially described 
by Robert Post following repeated cocaine administra-
tion (Post and Weiss, 1989). Further studies confirmed 
the occurrence of behavioral sensitization following 
repeated injections of amphetamine and methamphet-
amine  (Cappeliez and Moore, 1990; Kuribara and Uchi-
hashi, 1993; Namima et al., 1999). A potential predictive 
validity of AMPH sensitization as a behavioral model of 
mania was proposed as antimanic drugs, such as lith-
ium, valproate, carbamazepine, and lamotrigine were 
able to reverse d-amphetamine sensitization-induced 
hyperactivity in rodents (Dencker and Husum, 2010). 
This behavioral sensitization phenomenon has been pro-
posed as a valuable model to explain the chronicity and 
cyclic course of BD (Post et al., 2001).

Although, psychostimulants are classically employed 
to model mania in preclinical settings and has provid-
ed valuable insights regarding mania pathophysiology 
and potential therapeutic targets, these pharmacological 
models have major limitations. Besides not mimicking 
the full spectrum of the disease, these models are also 
used as models of drug abuse or addiction and schizo-
phrenia. Moreover, their pathophysiological mecha-
nisms overlap with other major mental disorders, such 
as schizophrenia and attention deficit hyperactivity dis-
order, which may compromise their construct validity 
(Young et al., 2011).

2.2 Amphetamine and Chlordiazepoxide Mixture

The combination of the AMPH psychostimulant 
d-amphetamine with the benzodiazepine derivative 
chlordiazepoxide (CDP), which presents anxiolytic and 
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sedative effects, has been proposed as an animal model 
of mania. Despite the biological mechanisms underlying 
the potent effects of the AMPH–CDP mixture remain un-
known, it results in higher levels of hyperactivity com-
pared to levels triggered by either compound alone, sup-
porting a model face validity (Arban et al., 2005; Aylmer 
et al., 1987; Kelly et al., 2009).

Some predictive value was also provided by studies 
showing that acute administration of mood stabilizers, 
such as lithium and valproate reversed AMPH + CDP-
induced hyperactivity (Aylmer et al., 1987; Cao and 
Peng, 1993). However, the predictive validity of this 
model is questionable and remains to be fully estab-
lished. For instance, Arban et al. (2005) conducted a 
study to investigate the effect of several antimanic 
drugs, including lamotrigine and carbamazepine, in 
the hyperactivity caused by AMPH + CDP. Although 
the antimanic agents successfully decreased hyperactiv-
ity, it was unclear whether this effect was due to mood 
stabilizers action or simply reflected a potentiation of 
the activity-suppressant effect of CDP by the antimanic 
drugs (Arban et al., 2005). In an independent study also 
suggested that the AMPH + CDP might not be an ideal 
model to investigate novel putative therapies for mania 
(Kelly et al., 2009). A practical problem with this model is 
the large number of control groups needed to conclude 
about the potential antimanic-like effect of experimental 
drugs (Young et al., 2011).

2.3 Ouabain

In 1983, El-Mallakh first described a potential involve-
ment of the sodium, potassium-activated adenosine tri-
phosphatase (Na+, K+-ATPase) membrane pump in BD 
pathophysiology. A decrease in the activity of the Na+, 
K+-ATPase, a major plasma membrane transporter for 
sodium and potassium that maintains and reestablishes 
the electrochemical gradient of the neuron, was associ-
ated with both phases of BD (El-Mallakh, 1983). Disrup-
tions in Na, K-ATPase activity can lead to both mania 
and depression by increasing membrane excitability and 
decreasing neurotransmitter release, affecting neuronal 
excitability and activity (El-Mallakh and Wyatt, 1995). 
Accordingly, reduction in Na+, K+-ATPase enzymatic ac-
tivity in the blood and in the expression of its α2 isoform 
in the brain temporal cortex of BD patients has been 
reported (Antia et al., 1995; Huff et al., 2010; Li and El-
Mallakh, 2004; Rose et al., 1998).

In this scenario, ouabain (OUA), a potent Na+, K+-
ATPase inhibitor, was proposed as a promise pharmaco-
logical model of mania. Indeed, intracerebroventricular 
(ICV) administration of subconvulsive doses of OUA-in-
duced hyperactivity in rodents (El-Mallakh et al., 1995; 
Li and El-Mallakh, 2004), which were prevented by lith-
ium and valproate, supporting the validity of OUA as a 

pharmacological model of mania (Jornada et al., 2010a; 
Li and El-Mallakh, 2004).

Likely psychostimulants, OUA administration also 
leads to CNS impairment by increasing oxidative stress, 
DNA damage, inflammation, mitochondrial dysfunc-
tion, and decreasing neurotrophic support in several 
brain regions, including hippocampus, frontal cortex, 
striatum, and amygdala (Freitas et al., 2010; Jornada 
et al., 2010b; Riegel et al., 2009, 2010; Tonin et al., 2014; 
Varela et al., 2015). The OUA-induced brain damage 
was also reversed or prevented by the mood stabilizers 
lithium and valproate, reinforcing the predictive valid-
ity of this model (Banerjee et al., 2012; Freitas et al., 2011; 
Jornada et al., 2010a, 2011; Valvassori et al., 2015b; Varela 
et al., 2015).

A recent study showed that ICV injections of OUA 
impair synaptic plasticity and alter DA release in the 
rat medial prefrontal cortex (mPFC), a brain area criti-
cally involved in cognition. OUA-induced changes in 
mPFC were prevented by pretreatment with lithium. 
These findings indicate advantages of this model that, 
besides inducing behavioral changes, also mimics sig-
nificant pathophysiological mechanisms of the disease, 
such as decrease in Na+, K+-ATPase activity and increase 
in extracellular DA (Sui et al., 2013). Although widely 
employed to study mania, as a pharmacological model 
OUA faces some clear limitations. This model cannot 
fully mimic human BD and to date only one facet of the 
manic spectrum, hyperlocomotion, was investigated, 
and future studies are needed to investigate other better 
behaviors, such as sleep, sexual drive, and aggressivity 
(Herman et al., 2007).

2.4 Quinpirole

A potential pharmacological model for mimicking 
mania in animals is the administration of the dopa-
mine D2/D3 receptor agonist, Quinpirole (Einat and 
Szechtman, 1993; Shaldubina et al., 2002). Increase in 
locomotor activity as well as cognitive decline follow-
ing Quinpirole injections has been described (Einat and 
Szechtman, 1993). Quinpirole induces a biphasic loco-
motor response, starting with inhibition and followed by 
excitation, which resembles the oscillating nature of BD 
(Shaldubina et al., 2002). Mood-stabilizing anticonvul-
sants, such as valproate, phenytoin, and carbamazepine 
attenuated Quinpirole-induced hyperactivity without 
effects on the hypoactive phase (Shaldubina et al., 2002), 
providing some predictive validity to the model. Since 
these drugs reversed only the hyperactive state, some 
authors suggested that the Quinpirole model may not  
be more advantageous than the AMPHs-induced  models 
(Shaldubina et al., 2002).

In an extended approach of this model, Quinpirole was 
administered following dopaminergic  supersensitivity 
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 induced by chronic treatment with the antidepres-
sant imipramine to mimic the antidepressant-related 
manic switch. Both lithium and valproate failed to pre-
vent the  development of such behavioral supersensi-
tivity, but carbamazepine was effective in preventing 
imipramine-induced behavioral sensitization (D’Aquila 
et al., 2000, 2006). Since lithium, carbamazepine, and val-
proate are all considered poorly effective in the treatment 
of antidepressant-related mania, the predictive validity of 
this model is debatable, and cannot be based only on the 
carbamazepine results (D’Aquila et al., 2001).

2.5 GBR 12909

Manic episodes in BD are associated with increased 
activation of brain DA systems, which is consistent with 
genetic linkage studies connecting dopamine trans-
porter (DAT) abnormalities to this disorder (Greenwood 
et al., 2001; Hayden and Nurnberger, 2006). For instance, 
genetic modified mice presenting reduced DAT levels 
exhibited significantly increased extracellular DA activ-
ity similarly to BD patients (Vawter et al., 2000; Zhuang 
et al., 2001). Accordingly, the selective DA transporter 
reuptake inhibitor, GBR 12909, has been proposed as a 
potential pharmacological model of mania.

The GBR 12909 administration as a promise candidate 
of an animal model of mania was also based in a reverse-
translational approach. This approach proposed to strat-
ify the complex multifaceted behaviors associated with 
hyperactivity in animals and translated this response 
to human. By employing a behavioral pattern monitor 
(BPM) technique, it was found that BD patients presented 
motor and exploratory behavior pattern very distinctly 
from those observed in schizophrenia patients. The strik-
ing difference between manic BD and schizophrenia pa-
tients in this task highlights the relevance of multivariate 
assessment of behavior, which may improve the diagnos-
tic differentiation between these two conditions that can 
be indistinguishable during acute states (Pini et al., 2004; 
Young et al., 2007). Mice that received AMPH, a mania 
model criticized for sharing pathophysiological features 
with schizophrenia models, presented increased motor 
activity, but reduced exploratory behavior as measured 
by the BPM (Young et al., 2010). Interestingly, methyl-
phenidate, which also blocked DAT, increased mice hole 
exploration in the holeboard test (Souza et al., 2016). 
On the other hand, the administration of GBR 12909 in-
creased activity and exploratory behaviors, a phenotype 
consistent with the behavior of BD patients in the human 
BPM (Perry et al., 2009; Young et al., 2010). The selective 
inhibition of DAT by GBR 12909 was independently of 
the mice strain and presented a long-lasting (3 h) effect, 
supporting the face validity of this model.

A recent study found that a single injection of 
GBR 12909 induced hyperlocomotion and increased 

 exploratory behavior. These behavioral changes were 
associated with decreased levels of the antioxidant en-
zyme glutathione (GSH) and increased lipid peroxida-
tion in the hippocampus and striatum, consistent with 
the oxidative stress role described in BD pathophysiol-
ogy (Queiroz et al., 2015). Further studies are needed to 
better address the involvement of inflammation, DNA, 
and mitochondrial damage, among other factors already 
reported in pharmacological models and often implicat-
ed in BD neurobiology (Fig. 43.1).

Acute administration of valproate and lithium pre-
vented GBR 12909 behavioral and prooxidative al-
terations (Queiroz et al., 2015). Chronic treatment with 
valproate partially attenuated the behavior effects of 
functional decrease of DAT observed in genetic modi-
fied mice and following GBR 12909 acute injections (van 
Enkhuizen et al., 2013). Altogether, these studies provid-
ed evidence of the potential predictive validity of this 
promise model of mania.

In this line, mood stabilizers also blocked methyl-
phenidate-induced hyperlocomotion (Barbosa et al., 2011b;  
Pereira et al., 2011; Souza et al., 2016; Tonelli et al., 2013) 
and hole exploration (Souza et al., 2016).

2.6 Ketamine

Ketamine, an antagonist of N-methyl-d-aspartate 
glutamatergic receptor, is also used as a pharmacologi-
cally based mania model. Ketamine induced hyperlo-
comotion in rodents (Gazal et al., 2014, 2015; Ghedim 
et al., 2012) and there is a case report of manic-like symp-
toms induced by ketamine (Ricke et al., 2011). Ketamine-
induced hyperlocomotion is blocked by lithium and 
valproate (Gazal et al., 2014, 2015; Ghedim et al., 2012), 
showing its predictive validity. Moreover, this effect is 
associated to increase oxidative stress (Gazal et al., 2014, 
2015; Ghedim et al., 2012). However, as other psycho-
stimulant models, ketamine challenge is also used to 
model schizophrenia (Young et al., 2011).

3 INSIGHTS FROM ENVIRONMENTAL 
MODELS

A significant limitation reported for pharmacological 
models is that they reflect only one facet of mania, that 
is, hyperlocomotion, that is also commonly observed 
in other conditions like schizophrenia and drug abuse 
(Young et al., 2011). As mania is a complex disorder in-
fluenced by environmental and genetic factors, it is rea-
sonable to assume that manipulations of these factors 
might induce behaviors in animals that resemble human 
manic states rather than only hyperactivity (Gould and 
Einat, 2007). Moreover, pharmacological models can 
give false results (positive or negative) if a significant 
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pharmacokinetic interaction occurs between induction 
drug and test drug.

Environmental models of mania in rodents include 
sleep deprivation, the resident-intruder test, and the 
dominant–submissive behavior paradigms (Malatynska 
and Knapp, 2005; McClung, 2011; Miczek et al., 2001). The 
rodent sleep deprivation model is based in the circadian 
rhythm changes associated with mania (McClung, 2011). 
This model presents significant relevance regarding face 
validity since sleep disruption is one of the hallmarks of 
mania (Mansell and Pedley, 2008), and sleep depriva-
tion can trigger mania in bipolar patients (Wehr, 1992). 
Moreover, sleep deprivation reproduces several manic-
like behaviors, such as insomnia, hyperactivity, aggres-
sive actions toward other animals, hypersexuality (an 
increase in mounting behavior), and stereotypy (sniffing 
and rearing) (Abrial et al., 2015; Fratta et al., 1987; Gessa 
et al., 1995; Hicks et al., 1979). Increase in protein kinase 
C (PKC) activity in the PFC of sleep-deprived animals 
along with changes in glutamatergic signaling supports 
some construct validity to the model. Furthermore, sleep 
deprivation increases oxidative stress, which correlated 
positively with increase in locomotor activity (Kanazawa 
et al., 2016). Additionally, predictive validity is also sug-
gested since lithium, aripiprazole, and tamoxifen attenu-
ated manic-like behaviors (Abrial et al., 2015; Kanazawa 
et al., 2016; Szabo et al., 2009).

The resident-intruder test models provocative, in-
trusive, or aggressive behaviors frequently observed 
in manic patients (Einat, 2007a). This test consists of 
introducing an intruder rodent into the home cage of an 
isolated mouse or rat, and quantifying both the aggressive 
acts from the resident and the defensive acts and postures 
exhibited by the intruder (Miczek et al., 2001). Manic-like 
behaviors, including biting, threatening postures, and 
tails rattling may be augmented by prolonged isolation 
or exposure to foot shock applied to the resident rodents 
(Miczek and O’Donnell, 1978). Although treatment with 
lithium, valproate, and antipsychotics reduced resident 
aggression toward intruders (Einat, 2007b; O’Donnell 
and Gould, 2007), similar effects have been demonstrated 
following anxiolytics administration (Vassout et al., 2000; 
Yang et al., 2015), indicating limited predictive validity 
and specificity to mania.

The dominant–submissive behavior is a more recent 
proposed environmental model of mania. In this mod-
el, subordinate animals, similar to depressed humans, 
presented increased defensive behavior and reduced 
activity. On the other hand, dominant animals, simi-
lar to manic episodes, exhibited self-confident, asser-
tive and aggressive behavior (Malatynska and Knapp, 
2005). Lithium, valproate, and carbamazepine reversed 
the dominant behavior in a time course similar to that 
observed in BD patients. For instance, lithium and car-
bamazepine treatment reduced rodent dominance after 

2–3 weeks of treatment (Malatynska and Knapp, 2005; 
Malatynska et al., 2007). Similar to the resident-intruder 
test, the dominant–submissive behavior paradigms are 
also sensitive to the effects of anxiolytic and anxiogenic 
drugs limiting its construct and predictive validity as a 
mania model (Vassout et al., 2000).

4 INSIGHTS FROM GENETIC MODELS

BD is a highly heritable disorder that possibly in-
volves multiple genes. In this context, genetic models 
of mania have been proposed to define specific neuro-
biological processes and associated behaviors that are 
involved in the pathways connecting genes and manic 
symptoms (Gould and Einat, 2007). Due to the possibil-
ity of identifying potential behavioral endophenotypes, 
genetic models might present greater construct validity 
compared to pharmacological and environmental mod-
els (Gould and Einat, 2007; Malkesman et al., 2009).

Rodent genetic models of mania include genes coding 
for DAT (Ralph-Williams et al., 2003), circadian locomo-
tor output cycle kaput (CLOCK) (Roybal et al., 2007), 
glutamate receptor 6 (GluR6) (Shaltiel et al., 2008), GSK-
3β (Prickaerts et al., 2006), circadian gene D-box bind-
ing protein (DBP) (Le-Niculescu et al., 2008), pituitary 
adenylate cyclase-activating polypeptide (PACAP) 
 (Hattori et al., 2012), extracellular signal-regulated 
 kinase 1 (ERK1) (Engel et al., 2009), postsynaptic den-
sity protein (PSD) SHANK3 (Han et al., 2013), inositol-
monophosphatase (IMPA)1 (Damri et al., 2015), and 
B-cell lymphoma 2 (Bcl-2) (Lien et al., 2008). Although 
genetic models might be promising to understand the 
neurobiological mechanisms underlying mania and to 
develop potential therapeutic strategies, further studies 
are needed to confirm their face and predictive validities 
(Young et al., 2011).

5 CONCLUSIONS

Pharmacological models of mania have been widely 
employed to investigate mania pathophysiology and 
potential therapeutic agents. Apart from their significant 
limitations, accumulating evidence had supported face, 
predictive, and construct validities. Moreover, these 
models had been useful to investigate potential drugs 
for mania, such as N-acetylcysteine plus deferoxamine, 
curcumin, sulfate magnesium, folic acid, and diphenyl 
diselenide (Arent et al., 2015; Barbosa et al., 2011b; Bro-
cardo et al., 2010; Brüning et al., 2012; Gazal et al., 2014). 
It is worth mentioning that many studies investigated 
the acute effect of antimanic drugs to provide some pre-
dictive validity. Although these studies showed positive 
effects in behavioral pharmacological terms, mania is a 
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long-term condition that requires chronic therapeutic 
approaches. Therefore, studies that investigate chronic 
treatment responses are more likely to exhibit predic-
tive validity for treatment in subjects with BD (Young 
et al., 2011). Anyway, the pharmacological models of 
mania aroused interest in this field and may prompt the 
development of more complex and valid models.

The models based on environmental and genetics 
manipulations, which are less studied and validated, 
are promising and apparently overcome some limita-
tions of pharmacologically based models. Finally, new 
behavioral variables that had been proposed (hole ex-
ploration by mice and high frequency USVs in rats) can 
refine mania models and increase their content validity, 
making possible the assessment of different facets of the 
illness.
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1 INTRODUCTION

Severe stress in humans is a risk factor for ma-
jor depression and anxiety disorders (Charney and 
 Manji, 2004; Duman, 2009; Heim et al., 2010; Krishnan 
and Nestler, 2008). Consequently, deleterious effects of 
stress are commonly considered in mental health re-
search. Far fewer studies have addressed the discovery 
that mild but not minimal nor severe stress exposure 
promotes subsequent coping and emotion regulation 
as described by U-shaped functions (Russo et al., 2012; 
Sapolsky, 2015; Seery et al., 2010). Historical reasons 
for this imbalance in stress research are discussed by 
 Petticrew and Lee (2011).

In addition to the qualities or intensities of stress 
exposure, temporal aspects further contribute to the 
production of stress vulnerability versus resilience 
(Burchfield, 1979). Prolonged chronic stress leads to vul-
nerability (Brosschot, 2010), whereas intermittent stress 
exposures interspersed with undisturbed periods of re-
covery provide repeated opportunities to learn, practice, 
and improve coping with subsequent gains in emotion 

regulation and resilience (Brockhurst et al., 2015; Lee 
et al., 2014; Lyons et al., 2010a,b). Variously described 
in studies of humans as inoculating, steeling, or tough-
ening (Dienstbier, 1989; Garmezy et al., 1984; Russo 
et al., 2012; Rutter, 2006), the notion that learning to cope 
with stress builds resilience is supported by nonhuman 
primate research.

In natural and seminatural conditions, squir-
rel  monkey mothers and other group members pe-
riodically leave newly weaned offspring beginning 
at 3–6 months of age to forage for food on their own 
(Lyons et al., 1998). At this stage of development, off-
spring are approximately half their adult body size. 
Initially, brief mother–infant separations studied in 
controlled experimental conditions elicit distress peep-
calls and increase plasma levels of the stress hormone 
cortisol with partial habituation of these measures 
observed over repeated separations (Coe et al., 1983; 
Hennessy, 1986). Later in life, monkeys exposed to in-
termittent separations show fewer behavioral indica-
tions of anxiety, diminished stress-levels of cortisol, 
and enhanced glucocorticoid feedback regulation of 
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the hypothalamic–pituitary–adrenal (HPA) axis com-
pared to monkeys not exposed to intermittent separa-
tions (Levine and Mody, 2003; Lyons et al., 1999; Lyons 
et al., 2010b; Parker et al., 2004, 2006). Similar examples 
have been reported for human children studied in the 
context of separation stress (Poulton et al., 2001), work-
related stress (Mortimer and Staff, 2004), family stress 
(Hagan et al., 2014), and other diverse stressful life 
events (Boyce and Chesterman, 1990).

Coping with stress is not, of course, limited to criti-
cal or sensitive periods in primate postnatal develop-
ment. Learning to cope in adult monkeys increases 
hippocampal neurogenesis and enhances expression of 
genes involved in cell proliferation and survival (Lyons 
et al., 2010a). Learning to cope also protects adult mon-
keys against subsequent stress-induced deficits in be-
havior on tests of emotionality and diminishes the HPA 
axis neuroendocrine stress response (Lee et al., 2014). 
Adult humans who survive earthquakes or floods sub-
sequently respond to natural disasters with diminished 
anxiety (Norris and Murrell, 1988) and less depressed 
 affect (Knight et al., 2000) compared to inexperienced 
human survivors.

Here we describe new models of stress coping 
and  resilience in mice (Brockhurst et al., 2015; Lee 
et al., 2016). Instead of screening for the presence of 
traits that occur in resilient individuals or the absence 
of vulnerability to stress (Feder et al., 2009; Russo 
et al., 2012), we focus on learning to cope with stress 
and the process of building resilience. Considering 
resilience as a process implies that it can be modified 
and improved in humans with or without preexist-
ing psychopathologies (DiCorcia and Tronick, 2011; 
 Masten, 2001; Waugh and Koster, 2015). Humans may 
more closely resemble various nonhuman primates, 
but the availability of research tools for dissecting 
causal pathways that link behavior and brain are far 
greater in mice compared to monkeys (Gerits and 
 Vanduffel, 2013; Huang and Zeng, 2013). Therefore, 
mouse models offer essential opportunities to bridge 
the gap between basic and applied research in psychia-
try and behavioral neuroscience.

2 LEARNING TO COPE TRAINING

Adult C57BL/6 male mice weighing ∼25 g (range 
22–28 g) are maintained in same-sex groups of 2 or 3 ani-
mals per cage in climate-controlled rooms with an am-
bient temperature of 26°C and lights on from 07:00 to 
19:00 h (Brockhurst et al., 2015). Food and drinking wa-
ter are provided ad libitum. After 2 weeks of acclimation, 
mice are randomized to experimental learning to cope 
sessions of training or a control treatment condition. In 
the control condition, mice remain undisturbed in their 

home cage and receive ordinary animal facility care. 
Age-matched mice in the learning to cope training con-
dition are intermittently exposed to a social stress proto-
col developed by other investigators (Golden et al., 2011) 
and modified as follows.

Every other day for 21 days between 2 and 4 h after 
 onset of lights on, mice in the learning to cope condi-
tion are removed from their home cage and individually 
placed for 15 min behind a mesh-screen barrier in the 
cage of a larger, same-sex, resident Swiss Webster mouse 
breeder (Fig. 44.1). Each subject is repeatedly exposed to 
the same resident stranger with different residents used 
for different subjects to avoid idiosyncratic effects in-
duced by any particular resident. The mesh-screen bar-
rier prevents fighting and physical injury during all 11 
training sessions but allows for noncontact  interaction. 
After each training session, mice are immediately 
 returned to their home cage.

3 LEARNING TO COPE IS STRESSFUL

Plasma levels of the stress hormone corticosterone 
were initially assessed in undisturbed home cage base-
line conditions and then immediately after the 1st, 
3rd, 7th, and 11th learning to cope training  sessions 
(Brockhurst et al., 2015). Corticosterone levels were 
also assessed after restraint stress tests conducted 2, 
6, and 13 days following completion of learning to 
cope and control treatment conditions (Brockhurst 
et al., 2015). Restraint stress tests consisted of confine-
ment for 15 min every other day for seven total sessions 
in plastic conical 50 mL tubes perforated with ventila-
tion holes. Blood samples for corticosterone measures 
were collected via the tail vein (refer to http://www.

FIGURE 44.1 Learning to cope with stress training sessions. Mice 
are removed from the home cage every other day for 21 days and in-
dividually placed for 15 min behind a mesh-screen barrier in the cage 
of a larger, same-sex resident mouse breeder. The mesh-screen barrier 
prevents fighting and physical injury during all 11 training sessions 
but allows for noncontact interaction. Four C57BL/6 mice are depicted 
in the home cages of four Swiss Webster resident mouse breeders.
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nc3rs.org.uk/mouse-tail-vessel-microsampling- non-
surgical) between 2 and 3 h after onset of lights on to 
control for circadian variation. Plasma extracted from 
blood samples was assayed in duplicate for corticoste-
rone using a radioimmunoassay without knowledge of 
the treatment conditions.

Learning to cope training sessions consistently elicited 
robust corticosterone responses (Fig. 44.2) as discerned 
by ANOVA (F(4,28) = 13.19, P < 0.001). Learning to cope 
also diminished subsequent corticosterone responses to 
restraint (Fig. 44.3) as indicated by a treatment main ef-
fect (F1,14) = 15.57, P = 0.001), sample condition main ef-
fect (F(3,42) = 91.33, P < 0.001), and treatment-by-sample 
condition interaction (F(3,42) = 5.33, P = 0.003). Learning 
to cope has previously been reported to diminish sub-
sequent HPA axis stress hormone responses in juvenile 
(Parker et al., 2006) and adult (Lee et al., 2014) monkeys. 
During restraint, we informally noted more struggling 
and less behavioral immobility in mice trained to cope 
compared to controls. Follow-up studies were therefore 
conducted to test this hypothesis in another sample of 
mice to rule out blood sampling effects on measures of 
emotional behavior.

4 LEARNING TO COPE REDUCES 
SUBSEQUENT BEHAVIORAL MEASURES 

OF EMOTIONALITY

After completion of learning to cope and control treat-
ment conditions, we administered tail-suspension tests 
counterbalanced with open-field and object-exploration 
tests to control for test order (Brockhurst et al., 2015). Be-
havioral tests were conducted 2–13 days after completion 
of the learning to cope and control treatment conditions 
between 2 and 3 h after onset of lights on. Video records 

were scored by a trained observer using Noldus Observ-
er XT without knowledge of the treatment conditions.

Tail-suspension tests followed a standard proto-
col (Cryan et al., 2005) with total time spent  immobile 
scored as a measure of behavioral despair. Open-field  
tests were then conducted repeatedly with each mouse 
on two consecutive days according to a modified pro-
tocol as described by Gould et al. (2009). Mice were 
individually placed in a white plastic open-field box 
(40 × 40 × 42 cm) for each daily 10-min test session 
and the box was cleaned after every test session. Time 
spent freezing in the open-field box was scored as the 
absence of all movement except respiration and is con-
sidered a measure of anxiety-like behavior in mice 
(Ahn et al., 2013).

After 2 days of acclimation to the open-field, 
 object-exploration tests were conducted in the same 
open-field box with a familiar white plastic cap that 
was continuously maintained in the home cage and 
a novel black plastic pipe. Both objects were attached 
to the floor of the open field for each 10-min object-
exploration test session. The next day, exploration tests 
were repeated with the location of objects reversed to 
control for place preferences. The open-field box and 
objects were cleaned after every test session. Latencies 
to explore either of the objects were scored when the 
animal’s head was located within 1 cm of the familiar 
or novel object.

Mice trained to cope spent significantly less time 
immobile as a measure of behavioral despair on tail-
suspension tests compared to controls (F(1,21) = 6.38, 
P = 0.021; Fig. 44.4A). Anxiety-like behavior indexed by 
mean freezing scores from two open-field test sessions 
was also diminished by learning to cope training com-
pared to controls (F(1,21) = 5.98, P = 0.023; Fig. 44.4B). 
Learning to cope training has previously been reported 

FIGURE 44.2 Repeated tail vein plasma corticosterone levels in 
undisturbed home cage baseline conditions (Base) and immediately 
after the 1st, 3rd, 7th, and 11th repeated learning to cope training ses-
sions (mean ± SEM, n = 8, *P < 0.01 Fishers protected t-tests relative 
to Base following a repeated measures ANOVA described in the text). 
Source: From Brockhurst, J., Cheleuitte-Nieves, C., Buckmaster, C.L., Schatz-
berg, A.F., Lyons, D.M., 2015. Stress inoculation modeled in mice. Transl. 
Psychiatry 5, e537. Copyright 2015 by Nature Publishing Group.

FIGURE 44.3 Repeated tail vein plasma corticosterone levels 
in undisturbed home cage baseline conditions (Base) and immedi-
ately after the 1st, 3rd, and 7th repeated restraint stress test sessions 
(mean ± SEM, n = 8, *P < 0.01 Fishers protected t-tests following a 
training treatment-by-sample condition interaction described in the 
text). Source: From Brockhurst, J., Cheleuitte-Nieves, C., Buckmaster, C.L., 
Schatzberg, A.F., Lyons, D.M., 2015. Stress inoculation modeled in mice. 
Transl. Psychiatry 5, e537. Copyright 2015 by Nature Publishing Group.
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to diminish anxiety-like behavior (Parker et al., 2004) 
and stress-induced anhedonia (Lee et al., 2014) in 
 monkeys.

During object-exploration tests, object type and treat-
ment main effects were discerned for latency scores 
as depicted in Fig. 44.5. Shorter exploration latencies 
were evident for the familiar compared to novel  object 
(F(1,21) = 9.02, P = 0.007) and mice trained to cope 
explored objects faster than controls (F(1,21) = 6.06, 
P = 0.023). Learning to cope training has previously 
been reported to enhance novel object exploration 
in monkeys (Parker et al., 2007). Although the object 
type-by-training treatment interaction was not signifi-
cant for mice, exploration latencies were significantly 
diminished by learning to cope training compared to 
controls for the novel object (F(1,21) = 6.76, P = 0.017) 
but not the familiar object (Fig. 44.5). Shorter explora-
tion latencies were scored on the first compared to the 
second test day (F(1,21) = 5.06, P = 0.035), but the test 
day-by-training treatment and test day-by-treatment-
by-object type interactions were not significant (data 
not shown).

5 LEARNING TO COPE INCREASES 
ANTERIOR CINGULATE CORTEX 
STARGAZIN GENE EXPRESSION

In an unbiased search for neural markers of learning 
to cope with stress, we discovered increased stargazin 
(also called TARP gamma-2) gene expression in anterior 
cingulate cortex of adult monkeys (Lee et al., 2016). An-
terior cingulate cortex is involved in learning, memory, 
cognitive control, emotion, and HPA axis regulation 
( Etkin et al., 2011; Herman, 2013; Ochsner et al., 2012; 
Wang et al., 2012; Weible, 2013). Stargazin modulates 
glutamate receptor signaling via AMPA receptor traf-
ficking (Chen et al., 2000; Jackson and Nicoll, 2011; 
 Vandenberghe et al., 2005) and plays a role in synaptic 
plasticity (Huganir and Nicoll, 2013) as a mechanism for 
learning considered functionally in terms of behavior 
change. Results from monkeys were subsequently tested 
for reproducibility in mice.

Three days after completion of the behavioral tests 
described previously, brain tissues from mice were col-
lected after onset of lights on to control for circadian 
variation (Lee et al., 2016). Responses attributable to be-
havioral testing were distinguished from prior learning 
to cope training effects by investigating mice that were 
and were not behaviorally tested for emotionality after 
randomization to coping and control treatment condi-
tions. A training treatment main effect (F(1,43) = 6.23, 
P = 0.016) was discerned for anterior cingulate cortex 
stargazin expression in mice but neither the behavioral 
testing main effect nor behavioral testing-by-training 
treatment interaction was significant (Fig. 44.6).

As evidence of learning to cope effects distinct from 
stress exposures per se, increased anterior cingulate 

FIGURE 44.4 Learning to cope training subsequently decreases (A) 
immobility on tail-suspension tests and (B) freezing in the open field 
(mean ± SEM, n = 12, *P < 0.05 Fishers protected t-tests following ANO-
VAs described in the text). Note: different y-axis time scales for each 
graph. Source: Modified from Brockhurst, J., Cheleuitte-Nieves, C., Buckmas-
ter, C.L., Schatzberg, A.F., Lyons, D.M., 2015. Stress inoculation modeled in 
mice. Transl. Psychiatry 5, e537. Copyright 2015 by Nature Publishing Group.

FIGURE 44.5 Learning to cope training subsequently decreases 
novel but not familiar object-exploration latencies (mean ± SEM, 
n = 12, *P = 0.017 Fishers protected t-test following ANOVAs de-
scribed in the text). Note: different y-axis time scales for each graph. 
Source: Modified from  Brockhurst, J., Cheleuitte-Nieves, C., Buckmaster, 
C.L., Schatzberg, A.F., Lyons, D.M., 2015. Stress inoculation modeled in mice. 
Transl. Psychiatry 5, e537. Copyright 2015 by Nature Publishing Group.

FIGURE 44.6 Anterior cingulate cortex stargazin expression 
in mice randomized to learning to cope training sessions versus a 
no-training treatment control. Mice from each training treatment are 
either exposed or not to subsequent behavioral tests of emotionality 
(N = 11–12 per condition; mean ± SEM; *P = 0.016). Source: From Lee, 
A.G., Capanzana, R., Brockhurst, J., Cheng, M.Y., Buckmaster, C.L., Absher, 
D., Schatzberg, A.F., Lyons, D.M., 2016. Learning to cope with stress mod-
ulates anterior cingulate cortex stargazin expression in monkeys and mice. 
Neurobiol. Learn. Mem. 131, 95–100. Copyright 2016 by Elsevier.
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cortex stargazin expression correlated inversely with 
diminished behavioral measures of emotionality in 
mice. Specifically, increased anterior cingulate cortex 
stargazin expression correlated with diminished laten-
cies to explore a novel object (r = −0.53, df 21, P = 0.009) 
and with diminished immobility on tail-suspension tests 
(r = −0.50, df 21, P = 0.016). Increased stargazin expres-
sion in anterior cingulate cortex did not correlate with 
freezing in the open field, and stargazin expression was 
not measured in mice monitored for corticosterone.

Increased stargazin expression induced by cop-
ing in mice was also nearly significant in amygdala 
(F(1,21) = 3.09, P = 0.093) but not hippocampus (data 
not shown). Increased amygdala stargazin expression 
 correlated inversely with diminished tail-suspension 
 immobility (r = −0.42, df 21, P = 0.044) but not novel 
 object-exploration latencies nor freezing in the open field. 
Stargazin expression in hippocampus was not correlated 
with any behavioral measure of emotionality in mice.

6 DISCUSSION

Results demonstrate that learning to cope sessions 
of training acutely stimulate corticosterone and subse-
quently enhance active forms of coping behavior in mice. 
Stargazin gene expression in a brain region involved in 
learning is increased by coping and stargazin expres-
sion correlates inversely with behavioral measures of 
emotionality. Results in mice parallel our findings from 
monkeys and support the hypothesis that an aspect of 
learning to cope with stress is mediated by a common 
neural mechanism.

Convergence in monkeys and mice reduces the risk 
of false positive findings and enhances translational rel-
evance (Ciesielski et al., 2014; Lee et al., 2016). Transla-
tion has commanded considerable attention because of 
recent uncertainties about generalization across different 
species given inevitable biological variation, the use of 
diverse experimental manipulations, and various ways 
to operationalize complex outcomes of interest (Institute 
of Medicine, 2013). Reproducibility across distinct mod-
els that utilize different species may help to ensure that 
observed behavioral and neurobiological effects general-
ize to broader contexts.

Learning to cope training sessions were designed 
on the basis of evidence that mild but not minimal nor 
severe stress exposure provides opportunities to learn, 
practice, and improve coping as described by U-shaped 
functions (Russo et al., 2012; Sapolsky, 2015; Seery 
et al., 2010). Intermittent social separations used in our 
models of coping in monkeys are described by Lee et 
al. (2014) and Lyons et al. (2009, 2010a) and a standard 
social stress protocol was modified to create experimen-
tal training conditions for studies of learning to cope in 

mice (Brockhurst et al., 2015; Lee et al., 2016). Instead 
of daily and direct exposure to an aggressive same-sex  
 resident (Golden et al., 2011), learning to cope training 
sessions for mice were conducted every other day behind 
a mesh-screen barrier in the cage of a same-sex resident 
stranger (Fig. 44.1). The mesh-screen barrier prevented 
fighting and physical injury but allowed for noncontact 
interaction. Immediately after each training session, 
 subjects were returned to their home cage to allow am-
ple time for recovery and consolidation of learning and 
memory in familiar undisturbed conditions. Learning to 
cope training sessions in mice subsequently diminished 
immobility as a measure of behavioral despair on tail-
suspension tests (Fig. 44.4). Learning to cope also subse-
quently diminished freezing in the open field, decreased 
novel object-exploration latencies, and reduced corticos-
terone responses to restraint (Figs. 44.3–44.5).

These results concur with little known studies con-
ducted in the 1950s. Based on Freud’s theory that early 
life stress contributes to the development of subsequent 
emotional instability, Seymour Levine expected to find 
that rats exposed to intermittent foot shocks sufficient 
to elicit evasive movements would show signs of sub-
sequent emotional instability later in life (Levine, 1962; 
Levine et al., 1956). Levine’s findings were not  supportive 
of Freudian theory and he concluded that  intermittent 
exposure to stress “results in the capacity for the organ-
ism to respond more effectively when confronted with 
novel situations or, in other words, to exhibit a dimin-
ished emotional response” (Levine, 1962). Levine also 
found that handling without foot shocks diminished 
subsequent emotionality in rats and postnatal handling 
has received considerable research attention in develop-
mental psychobiology (Fernández-Teruel et al., 2002).

Additional indications that stress is not necessar-
ily destructive come from human psychotherapies. 
 Intermittent exposure to mildly stressful situations is 
a feature of stress inoculation training for people who 
work in conditions where performance in the face of 
adversity is required, for example, medical and mili-
tary personnel, police, firefighters, and rescue workers 
(Meichenbaum and Novaco, 1985; Saunders et al., 1996; 
Stetz et al., 2007). Exposure psychotherapies likewise 
train patients to imagine a graded series of stress induc-
ing situations and encourage interaction with stress-
ors in vivo (McNally, 2007). These procedures promote 
learning (Craske et al., 2008) and provide opportunities 
to practice acquired coping skills (Serino et al., 2014).

Animal models of exposure psychotherapies often 
focus on learned extinction of conditioned fear (Davis 
et al., 2006; Milad and Quirk, 2012). Extinction occurs 
when a conditioned stimulus (CS) that was previously 
paired with an unconditioned stimulus (US) is repeated-
ly presented on its own. Repeated presentation of the CS 
alone results in new learning and subsequent inhibition 
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of the conditioned fear response (Bouton et al., 2006; 
 Milad and Quirk, 2012). Far less researched, but of equal 
importance, are indications that repeated presentation of 
the US alone also inhibits conditioned fear responses by 
devaluing or reducing the impact of the US through a 
process called US habituation (Rauhut et al., 2001; Re-
scorla, 1973; Storsve et al., 2010).

Inhibitory effects of CS extinction do not generalize 
to contexts that differ from those in which CS extinc-
tion learning occurred (Bouton, 2002; Harris et al., 2000; 
Rauhut et al., 2001). Context specificity limits the utility 
of animal models for exposure psychotherapies based 
on CS extinction (Craske et al., 2008; McNally, 2007). In 
contrast, certain models of US habituation are minimally 
responsive to modulation by contextual cues (Churchill 
et al., 1987; Evans and Hammond, 1983;  Grissom 
et al., 2007; Hall and Honey, 1989; Jordan et al., 2000; 
Nyhuis et al., 2010; Rauhut et al., 2001). With respect 
to minimal modulation by contextual cues, US habitu-
ation resembles aspects of learning to cope training for 
 monkeys and mice.

Learning to cope training for mice entails repeated 
exposure to a larger, same-sex, resident stranger. Train-
ing effects then generalize to completely different test 
contexts as exemplified by diminished immobility dur-
ing tail suspension, less freezing in the open field, de-
creased novel object-exploration latencies, and reduced 
corticosterone responses to restraint (Figs. 44.3–44.5). 
Learning to cope training effects likewise generalize in 
studies of monkeys and are minimally responsive to 
modulation by contextual cues. Intermittent social sep-
arations used to train coping in monkeys diminish be-
havioral and neuroendocrine indications of anxiety and 
increase novelty seeking behavior in test contexts that 
differ completely from those in which learning to cope 
training occurred (Lee et al., 2014; Lyons et al., 2010b; 
Parker et al., 2007).

Despite similarities in generalization, learning to cope 
differs from US habituation. Early studies found that ha-
bituation during intermittent social separations used to 
train coping in monkeys occurs much faster for behav-
ioral than glucocorticoid stress hormone responses (Coe 
et al., 1983; Hennessy, 1986). Learning to cope training 
likewise acutely increases the primary glucocorticoid 
stress hormone in mice (i.e., corticosterone) without in-
dications of neuroendocrine habituation over repeated 
training sessions (Fig. 44.2). Although repeated exposure 
to homotypic stressors generally results in habituation of 
the glucocorticoid response in rodents (Herman, 2013), 
repeated exposure to same-sex social strangers appears 
to be resistant to neuroendocrine habituation for ten 
or so sessions in mice (Brockhurst et al., 2015; Warren 
et al., 2013). Learning to cope training instead has de-
layed incubation effects (Poulos et al., 2016) insofar as 
corticosterone responses to subsequent restraint stress 

tests are diminished after completion of training com-
pared to no-training controls (Fig. 44.3).

Glucocorticoids are translated into genomic outputs 
by binding intracellular glucocorticoid receptors that 
translocate to the nucleus and interact with DNA to 
regulate the expression of numerous genes (Oakley and 
Cidlowski, 2013; Zalachoras et al., 2013). Many genes 
differentially expressed in anterior cingulate cortex of 
monkeys trained to cope appear to interact with gluco-
corticoids according to our recent bioinformatics analy-
sis (Lee et al., 2016). Although publicly available data 
in GEO (http://www.ncbi.nlm.nih.gov/geo/) confirm 
transcription regulation by glucocorticoids in brain, 
temporal patterns of glucocorticoid exposure that mimic 
intermittent sessions of learning to cope are not available 
for gene expression profiles in GEO. Intermittent versus 
chronic glucocorticoid exposure differentially regulates 
the expression of specific genes (Conway-Campbell 
et al., 2012), and broader profiles of gene expression from 
diverse brain regions are needed to determine whether 
differential gene expression profiles explain divergent 
psychobiological effects of intermittent versus chronic 
stress.

The gene that encodes stargazin appears to be regu-
lated by glucocorticoids and anterior cingulate cortex 
stargazin expression is increased by learning to cope in 
monkeys (Lee et al., 2016). Learning to cope likewise in-
creases anterior cingulate cortex stargazin expression in 
mice randomized to coping with or without subsequent 
behavioral tests of emotionality (Fig. 44.6). Increased 
anterior cingulate cortex stargazin expression induced 
by coping in mice correlates inversely with behavioral 
measures of emotionality. Increased stargazin expres-
sion induced by coping in mice is also nearly significant 
in amygdala but not hippocampus.

Although numerous studies confirm that  stargazin 
facilitates synaptic plasticity (Huganir and Nicoll, 2013), 
few investigations have linked stargazin to learning  
and memory considered functionally in terms of behav-
ior change. One report indicates that eyeblink condi-
tioning increases stargazin expression in rat cerebellum 
(Kim and Thompson, 2011), and another study shows 
that spatial navigational learning increases stargazin 
expression in rat hippocampus (Blair et al., 2013). We 
found that learning to cope with stress increases star-
gazin expression in anterior cingulate cortex of both 
monkeys and mice (Lee et al., 2016). Stargazin is in-
volved in AMPA receptor trafficking (Chen et al., 2000; 
Jackson and Nicoll, 2011; Vandenberghe et al., 2005), 
and pharmacological blockade of AMPA receptors in 
anterior cingulate cortex impairs assimilation of new 
information into established mental schemas or asso-
ciative frameworks (Wang et al., 2012). Nevertheless, 
all reports connecting stargazin with learning con-
sidered functionally in terms of behavior change are 
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correlational and further studies are needed to estab-
lish causal links between learning reflected in behavior 
and increased stargazin expression in relevant regions 
of brain. Molecular genetic research tools developed 
for mice are ideally suited to address this gap in our 
 knowledge.

7 LIMITATIONS

Our findings should be interpreted along with other 
potential limitations. Results from males may or may not 
hold true for females. Although learning to cope train-
ing sessions enhance subsequent emotion regulation in 
adult female monkeys (Lee et al., 2014), learning to cope 
in female mice has not yet been explored. Repeated ex-
posure to a lactating same-sex resident stranger (Jacob-
son-Pick et al., 2013) may be more effective for training 
female mice to cope compared to the nonlactating same-
sex resident stranger that we used here for males. In 
home cage conditions, social versus individual housing 
(Panksepp and Lahvis, 2016) may likewise alter the im-
pact of encounters with a resident stranger for learning 
to cope training in mice.

Learning to cope training and subsequent tests of 
emotionality were both conducted shortly after onset 
of lights on and this schedule may have altered circa-
dian aspects of emotionality. Training and testing also 
both required transfer of mice from their home cage into 
new environments. Studies of habituation or extinction 
during repeated transfers alone are needed but contex-
tual differences between training and testing generally 
enhance behavioral and neuroendocrine measures of 
arousal (Bouton et al., 2006; Herman, 2013) instead of 
producing observed reductions in emotionality. Cor-
relations between behavior and glucocorticoids are not 
presented because these measures were collected from 
different mice to control for potential blood sampling ef-
fects on behavior. Lastly, the pursuit of convergent evi-
dence in mice and monkeys may minimize false positive 
findings and enhance translational relevance (Ciesielski 
et al., 2014), but this approach also increases the risk of 
falsely disregarding species differences as negative or 
unimportant results.

8 CONCLUSIONS

Here we describe new mouse models of stress cop-
ing and resilience. Learning to cope training sessions 
acutely increase corticosterone and diminish subse-
quent immobility on tail-suspension tests. Learning to 
cope also subsequently diminishes freezing in the open 
field, decreases novel object-exploration latencies, and 
reduces corticosterone responses to restraint. Learning 

to cope increases stargazin expression in anterior cin-
gulate cortex, and stargazin correlates inversely with 
behavioral measures of emotionality. Stargazin modu-
lates glutamate receptor signaling and plays a role in 
synaptic plasticity as a mechanism that mediates learn-
ing and memory considered functionally in terms of 
behavior change.

These findings suggest new strategies for research in 
translational psychiatry and behavioral neuroscience. In 
addition to investigating how the effects of severe stress 
damage behavior and brain (Charney and Manji, 2004; 
Duman, 2009; Nestler, 2014), we propose a complemen-
tary approach focused on learning to cope with stress 
and the process of building of resilience. Mechanisms of 
learning to cope with stress identified in animal models 
may provide preventive or therapeutic targets for inter-
ventions designed to treat stress disorders in humans. 
Pharmacological mimicry or facilitation of coping is a 
novel approach that shifts attention from neuropathol-
ogy to consider the mechanisms that mediate coping as 
new targets for programs to build resilience. While not 
fully complete, this framework supersedes narrower 
views that regard stress as solely destructive and over-
look its broader role in neurobiology, behavior, and hu-
man mental health.
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Chemical sympathectomy, 191
experimental results in rat model, 191

concentrations of norepinephrine, 
epinephrine, and dopamine in heart, 
191–193

neuropeptide Y and calcitonin-gene 
related peptide concentrations, 
193–194

Chemiotaxis, 452
Chemokines, 384
Chinchillas, 869
Chinese experimental minipigs (CEMP), 690
Chlamydophila pneumoniae, 776
Chlordiazepoxide mixture and, 1135–1136
Chlorocebus aerthiops, 864
Chlorpromazine, 991
Cholangiocarcinoma (CC), 315
Cholera toxin, 1132
Cholesteryl ester transfer protein (CETP), 208
C homologous protein (CHOP), 384
Chorioamnionitis, 771, 772, 784, 823, 826
Choriodecidual inflammation, 781
Chronic coronary stenosis, 153
Chronic hormone treatments, 926
Chronic kidney disease (CKD), 379, 391–400

animal models, 391–400
angiotensin II infusion, 395
BTBR ob/ob mice, 399
dahl salt-sensitive rat model, 393
db/db mice, 398
diabetic nephropathy, 396
DOCA salt, 395
Goto Kakizaki (GK) rat, 399
hypertensive CKD, 391
insulin 2 (Ins2) akita mouse, 397
KK-Ay mouse, 399
New Zealand obese (NZO) mice, 399
NOD mice, 398
Otsuka long-Evans Tokushima fatty 

(OLETF) rat, 400
OVE26 mice, 398

renal mass reduction, 5/6 nephrectomy 
model, 393

spontaneously hypertensive rat 
model, 391

streptozotocin-induced diabetes, 397
Zucker diabetic fatty (ZDF) rat, 399

Chronicling testicular formation, 638
Chronic mild stress (CMS), 992, 993
Chronic nonsuppurative destructive 

cholangitis (CNSDC), 316
Chronic PCP treatment, 604
Chronic renal failure induced by partial 

nephrectomy, 183
Chronic video monitoring, 764
Chronotropic effect, 188
Circadian locomotor output cycles kaput, 738
Cisplatin, 386
CKD. See Chronic kidney disease (CKD) 
Clarias gariepinus, 346
Claudin-1 mutant mice, 361
Clawn minipig cells, 684
Clozapine, 606, 991
CLR. See C-type lectin receptors (CLR) 
Clustered regularly interspaced short 

palindromic repeats (CRISPR) 
Cas9 system, 531
CRISPR-Cas9 system, 686

applications in animal cancer 
models, 910

components 
nonviral delivery of, 916
viral delivery of, 915

in context of cancer modeling, 914
drawbacks of, 917
efficiency and specificity of, 745
as genome-editing tool, 909

gene editing 
electroporation-based, 916

Clustered regularly interspersed short 
palindromic repeats (CRISPR), 226, 
706, 906

Cas9 technology, 226
CNSDC. See Chronic nonsuppurative 

destructive cholangitis (CNSDC) 
Coagulation factor VIII (F8) gene, 686
Coagulopathy, 865
Coamoxiclav, 783
Cocaine, 1133

and amphetamine-related transcript 
(CART), 295

Coccidioides posadasii, 775
Cognitive enrichment, 90
Coherent anti-Stokes Raman spectroscopy 

(CARS), 273
spectral interferometric polarization 

CARS, 277
Coisogenic strains, 731
Collateralization, 152
Collecting system anatomy, 462
Common bile duct ligation (CBDL), 313
Common marmoset, 1101, 1103
Concanavalin A, 319
Conditional targeting, 741
Conditioned place aversion (CPA), 560
Conditioned reinforcers, 558
Conditioned taste aversion (CTA), 558
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experimental protocol and conditioning 
apparatus 

conditioning phase, 577
habituation phase, 576
one-bottle final aversion test, 577

mean consumption, 578
phases, 576
two-bottle final aversion test, 577

mean consumption, 578
general rat taste aversion conditioning, 

578–580
morphine-induced, 578

Confounded treatment, 89
Congenic strains, 731
Connective tissue growth factor (CTGF), 951
Contraction experiments, 197
Contraction force (CF), 186
Coping, 1146

learning to cope 
discussion, 1149–1150
immobility on tail-suspension tests, 1148
increase, in anterior cingulate cortex 

stargazin gene expression, 1148–1149
limitations, 1151
reduction, subsequent behavioral 

measures of emotionality, 1147–1148
repeated tail vein plasma corticosterone 

levels, 1147
stressful, 1146–1147
training condition, 1146

with stress training sessions, 1146
COPV. See Canine oral papillomavirus (COPV) 
Copy number variants (CNVs), 588, 653, 662
Cornified envelope (CE), 357
Coronary arteries, 153

bypass graft, 171
spasm, 148
stenosis, 150, 151

complete loss of regional segmental 
length, 151

transgenic/knockout animal models, 150
Coronary artery occlusion (CAO), 150, 157

induced myocardial stunning, 148
on infarct size, effects of different time, 

154, 155
using hydraulic occluder, 153

Coronary vascular resistance, 153
Coronary vasculature, 153
Coronaviridae, 861–864

animal models, 862
MERS-Coronavirus, 863–864
SARS-Coronavirus, 861–863

mouse models of, 861
Coronavirus (CoV), 861
Corpus Hippocraticum, 363
Corticosterone, 1146
Corticostriatal pathway, 842
Corticotrophin-releasing hormone (CRH), 

776, 841
Cortisol, 1145
Corynebacterium bovis, 360
Corynebacterium mastitides, 360
Cottontail rabbit papillomavirus (CRPV), 880
C-reactive protein (CRP), 779
Creatinine, 189, 454
Creatinine, serum levels, 449

CREB. See cAMP response-element 
binding (CREB) 

Cre enzyme, 710
Cre gene, 710

cell-specific promoter, 710
inducible promoters, 710
temporal promoters, 710

Cre/loxP system, 676, 741
Cre recombinase, 710
CRH. See Corticotropin-releasing 

hormone (CRH) 
Crimean-Congo hemorrhagic fever virus 

(CCHFV), 874
CRISPR. See Clustered regularly interspaced 

short palindromic repeats (CRISPR) 
Crohn’s disease (CD), 467
CRPV. See Cottontail rabbit papillomavirus 

(CRPV) 
Cryoablation, 456
Crypt abscesses, 474
Cryptitis, 472
Cryptosporidium parvum, 316
CTGF. See Connective tissue growth 

factor (CTGF) 
C-type lectin receptors (CLR), 774

superfamily, 775
Dectin-1, 775
Dectin-2, 775

Cu/Zn superoxide dismutase 1 (SOD1) gene, 681
Cx31 gene, 711
Cx43 gene, 711
Cxorf26 genes, 633
Cyclic adenosine monophosphate (cAMP), 776

cAMP-CREB signaling pathway, 765
cAMP response-element binding 

(CREB), 765
Cyclic guanosine monophosphate (cGMP), 776
Cyclic guanosine monophosphate 

phosphodiesterase (cGMP PDE), 118
Cyclophosphamide, 859
Cyclopiazonic acid, 180
Cyclosporine, 384, 385
Cynomolgus macaques (cynos), 857, 863
Cyprinus carpio, 346
Cystic fibrosis transmembrane conductance 

regulator (CFTR), 687
Cystine stones of urinary tract, 427
Cytokeratin, 358
Cytokines, 205, 365
Cytotoxic T-lymphocyte associated antigen 

4-Fc domain of immunoglobulin G1 
(CTLA4-Ig), 675

Cytotoxic T-lymphocyte-associated protein 4 
(CTLA-4), 247

D
DAD. See Diffuse alveolar damage (DAD) 
Dahl salt-sensitive (DSS), 393

introgression of Brown Norway 
chromosome 13, 394

Dalmatian classic phenotype with 
spotting, 439

DAMP. See Danger-associated molecular 
patterns (DAMP) 

Danger-associated molecular patterns 
(DAMP), 774

Danio rerio, 1041
DC. See Dendritic cells (DC) 
DCIS. See Ductal carcinoma in situ (DCIS) 
Dementia. See also Frontotemporal dementia 

(FTD)
Alzheimer’s disease and, 1113
amyotrophic lateral sclerosis with, 1054
measurement of, 1053
suffering people from, 1031
worldwide costs of, 1031

Demyelination, 969
oligodendrocyte induced cell death models 

of, 975–979
toxin models of, 979–983
viral mediated models, 974

Dendritic cells (DC), 362
Dengue hemorrhagic fever (DHF), 858
Dengue shock syndrome (DSS), 858
Dengue virus (DENV), 858

serotypes of, 858
Dentate granule cells, 764
DENV. See Dengue virus (DENV) 
Deoxycorticosterone acetate (DOCA), 395

anatomical structures affected by 
angiotensin, 396

Depolarization-induced suppression of 
inhibition (DSI), 763

Dermal fibroblasts, 369
Dermal inoculation routes 

effect on mice, 856
Dermatophagoides farinae, 359
Desipramine, 602, 991
Desmodillus auricularis, 875
Developmental origins of health and disease 

(DOHAD), 839
Dexfenfluramine, 268
Dextran sulfate sodium (DSS), 471
Dextroamphetamine (d-amphetamine), 1134
DHF. See Dengue hemorrhagic fever (DHF) 
Diabetes mellitus (DM), 175, 245, 388, 1004

animal models, gender, strain, and age 
effects, 259

complications, 258
experimental models, 175
nonobese diabetic (NOD) mouse, 176
pharmacological induction, 176
spontaneous hyperglycemia and 

ketoacidosis occur in BB rats, 176
symptoms, 245
type 1/type 2 diabetes, 175

Diabetic cataract 
animal models of, 109
assessment of animal models, 112
cortical cataract, 105

type 1 diabetes, 105
type 2 diabetes, 105

molecular mechanisms involved in, 109
nonobese models of type 2 diabetes, 110

SDT rats, 111
WBN/Kob rat, 111

obese models of type 2 diabetes, 110
OLETF rat, 110
Zucker diabetic fatty (ZDF) rat, 110

transgenic or knockout mice, 111
AR-Tg mice, 111
SDH-deficient mouse, 111
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Diagnostic and statistical manual for mental 
disorders (DSM-V), 587

Diazomethane, 249
DIC. See Disseminated intravascular 

coagulation (DIC) 
Dietary manipulation, 423
Diet-induced animal models, 147
Diet-induced obesity (DIO), 281, 424

rat model, 425
strains, 233

Diffuse alveolar damage (DAD), 861
L-3, 4-dihydroxyphenylalanine 

(L-dopa), 1088
Dihydroxyphenylananine (DOPA), 733
7,12-Dimethylbenzanthracene (DMBA) 

initiated tumors, 943
TPA two-stage carcinogenesis, 368

Dimethyl nitrosamine, 314
Dimethyl-sufoxide (DMSO), 1096
Dinitrobenzene sulfonic acid (DNBS), 469
Dinitrochlorobenzene (DNCB), 474
DIO. See Diet-induced obesity (DIO) 
Dipeptidyl peptidase-4 (DPP-4), 403, 688
Disc1 gene, 742
Disease models 

knockout mice as, 741
mutant mice as, 732
olfactory focus, 528–529
transgenic mice as, 740–741

Disseminated intravascular coagulation 
(DIC), 865

Distress, 30
imprecision in estimates of, 31
incompleteness of, 24, 31
minimization principle, 30
uncertainty regarding minimization, 31

Dizocilpine, 603
DMD. See Duchenne muscular dystrophy 

(DMD) 
DNA damage, 129
DNA double strand break 

homology-directed repair (HDR), 673
DNAJB6 mutation, 664
DNA methylation sequencing, 744
DNA repair mechanisms, 911
DNBS. See Dinitrobenzene sulfonic 

acid (DNBS) 
DNCB. See Dinitrochlorobenzene (DNCB) 
Dobrava virus, 875
DOCA. See Deoxycorticosterone 

acetate (DOCA) 
Dog kidney’s collecting system, lateral 

view of, 462
DOHAD. See Developmental origins of 

health and disease (DOHaD) 
DOPA. See Dihydroxyphenylananine (DOPA) 
Dopamine (DA), 1132
Dopamine β-hydoxylase (DBH), 190
Dopamine neurotransmission, 589
Dopamine receptors, 191

D2/D3, 594
Dopamine transporter knockout mice, 606
Doppler technique, 791
Dorsomedial hypothalamus (DMH), 283
Double strand break (DSB), 706

repair machinery, 908

Doxycycline, 675
dPrestin, 431
Dramatype, 88
Drosophila melanogaster, 428, 653, 736

anatomy, 430
comparison of malpighian tubules,  

430, 431
comparison of zinc, 432
3D computed tomography 

reconstruction, 431
Drosophila SREBP, 276
Drugs 

abuse, negative reinforcement, 559
development, 358
discovery, models to study fundamental 

aspects, 269
overall hedonic effect of, 559

DSB. See Double strand break (DSB) 
DSI. See Depolarization-induced suppression 

of inhibition (DSI) 
DSS. See Dengue shock syndrome (DSS) 
Duchenne muscular dystrophy (DMD), 

687, 728
Ductal carcinoma, 926

in situ (DCIS), 926, 939
Ductus arteriosus, physiological course, 815
Dysbindin, 606
Dysbiosis, 360

E
Early life 

programming, Impact on prevalence, of 
disease, 300

seizure, animal models of, 759
Eastern equine encephalitis virus (EEEV), 855

animal models for, 856
ECM. See Extracellular matrix (ECM) 
Ectonucleoside triphosphate 

diphosphohydrolase 1 
(ENTPD1), 686

Ectopic granule cells, 764
EEEV. See Eastern equine encephalitis 

virus (EEEV) 
EGFP transgene, 674
Electroencephalographic (EEG) monitoring, 

187, 596
Electron microscopy, 137
Electroretinogram recording, 139
Embryonic, 344
Eml4-Alk gene fusion, 916
EMT. See Epithelial-to-mesenchymal 

transition (EMT) 
Enamelin mutation, 739
Endocast, ventral view of, 448
Endoscopic papillary biopsies, 420
Endosplasmic reticulum (ER), 248, 380, 391
Endothelial hydrogen peroxide (H2O2), 684
Endothelial nitric oxide synthase (ENOS), 

210, 958
End stage renal disease (ESRD), 379
eNOS. See Endothelial nitric oxide 

synthase (eNOS) 
Enrichment, 48

and animal models, 55
affective disorders, 56
cancer, 57

neurogenesis, 55
neurological disorders, 56
neuroplasticity, 55
obesity, 57

and experimental variability, 58
implementing an enrichment plan, 58

black-tailed prairie dogs (Cynomys 
ludovicianus), 61

costs of, 60
listen to animals, 60
natural history, 58
plans with specific behavioral 

outcomes, 60
predictability, 61
safety, 60

types of, 50
food, 53
occupational, 54
physical, 51
sensory, 53
social, 50

ENU. See Ethylnitrosourea (ENU) 
Environmental enrichment, 7, 35

aims of, 7
definitions, 7
potential effects on research results, 5

Envoplakin, 361
Enzyme-linked immunospot (ELISpot), 252
Epidermis, 357
Epigenetic regulation, through microRNA 

expression, 844
Epithelial cells, 357
Epithelial-mesenchymal transition (EMT), 

350, 934, 941
Epithelial ulceration, 472
Epstein-Barr virus, 773, 971
Escapee genes, 624
ES cells microinjection, 710
Escherichia coli, 269, 710, 771
Estrogen, 287
Ethical arguments for research animal 

well-being, 39
Ethical behavior, general commitment, 10
Ethical/ethically relevance 

resources, 23
legally mandated ethical principles, 23
nongovernmental documents, 24

species and species characteristics, 7
criteria for ranking species, 17
IOM Chimpanzee report, 8
number of ranked categories, 23
relative moral cost view, 17
research implications of species 

rankings, 23
Ethical guidelines, 27

professional associations, 26
Ethical principles, 11
Ethical requirements, 10
Ethical review, in the United States, 22
Ethical treatment, of animals, 10, 11

essential for public support, 12
funding bodies, 11
and peer-reviewed journals, 12
as right thing to do, 12
sound scientific results, 11

Ethylene glycol, 421, 423
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Ethylnitrosourea (ENU), 732, 958
mouse mutagenesis project, 738–740
mutagenesis, 737, 738

reverse genetics with, 742
2010 European Directive on the Protection 

of Animals Used for Scientific 
Purposes (EU Directive), 7

Ewing sarcoma, 912
Experimental allergic encephalitis (EAE) 

models, 971
activation of microglial cells, 972
biology of, 972
differences between MS and, 974
functional deficits, 971
immune cell infiltration, 971
inflammation/demyelinating disease, 971
initial demonstration of, 972
limitation of, 973
mechanisms of disease development, 972
myelin basic protein (MBP), 972
myelin-oligodendrocyte glycoprotein 

(MoG), 972
pathological accumulation of cells, 972
proteolipid protein (PlP), 972
role for T cells, 972
source of antibodies, 972
utilization in study of MS, 972

Experimental febrile seizures, 761
behavioral changes after, 764
hyperthermia-induced 

mechanisms underlying, 759–761
neuroanatomical changes after, 761–762

axonal morphogenesis, 762
cell loss, 761
dendritic morphogenesis, 762
ectopic granule cells, 762
neurogenesis, 761

neuronal hyperactivity after, 764
neurophysiological changes after, 763–764

Experimental results in rat model of renal 
failure, 183

Experimental unit, 81
in animal research, 82
defined as, 81
examples of individuals or groups within 

litter, 83
experiments using social animals requiring 

group housing, 83
Expression of neuropeptide Y (NPY) gene, 

changes, 295
Extracellular matrix (ECM), 343, 951
Extra-domain A (EDA) fibronectin, 344
Extramedullary hematopoiesis, 213
Ex vivo retrograde pyelograms, 455

rabbit kidneys, 460
Ex vivo swine retrograde pyelograms, 450
Eyeball fixation, 137

F
Familial early-onset Alzheimer’s disease, 1031

caused by, 1031
definition, 1031

Fancy mice, 733
Farm, 89
Fat metabolism, 278
FDG. See Fluorodeoxyglucose (FDG) 

Febrile seizures, 758
animal models of, 757–759

hair dryer model, 757–758
heated chamber model, 759

in humans and relationship to epilepsy, 
756–757

induction model, 758
treatment of, 760

Febrile status epilepticus, 756
Federation of European Laboratory Animal 

Associations (FELASA), 37
Feline mammary adenocarcinomas, 944
Fenfluramine, 268
Ferret genome, 872
Ferrets, 868
Fetal acidemia, 822
Fetal breathing movements, 807
Fetal development, 839, 845
Fetal growth retardation and effect on 

metabolic balance, 299
Fetal lamb model, 811
Fetal programming 

animal models of, 839–840
significance, 841–842

stress-induced, 845
Fetal sheep, human/animal studies using, 827
Fetal surgery 

in sheep, practical study, 784
FGF21. See Fibroblast growth factor 21 (FGF21) 
Fibroblast growth factor 21 (FGF21), 282
Fibroblast proliferation, 953

IL-13 as stimulator of, 953
Fibrogenesis, 951
Fibronectin, 347
Fibrosis, 382
Filaggrin (FLG), 357, 360
Filoviridae, 864–869

filoviruses, 864–867
causing human disease, 865

Hendra and Nipah virus, 867–868
respiratory syncytial virus, 868–869

Flaky tail mice, 360
Flaviviridae, 858–861

dengue virus, 858–859
West Nile Virus, 859–860
Zika virus, 860–861

Flavor conditioning procedure, 571–580
advantages, 573–576
apomorphine-induced aversions, 572
conditioned taste aversion 

experimental protocol and conditioning 
apparatus, 576–580

conditioned taste aversion (CTA), 571
mesacline-induced CTAs, 573
radiation-induced taste aversion, 572
saccharin-irradiation pairings, 571
taste aversion learning, brief history of, 

571–573
Fluorescence in situ hybridization (FISH), 630
Fluorodeoxyglucose (FDG), 286
Fluoxetine, 991
Focal segmental glomerulosclerosis 

(FSGS), 400
animal models, 401
drug-induced, 401
genetic models, 402

inducible FSGS using transgenic 
animals, 402

podocyte-specific gene disruption, 402
spontaneous FSGS in the buffalo/mna 

rat, 403
hypertensive CKD models to study, 401
virus-induced, 402

FokI nuclease, 708
Food intake 

body weight/adiposity, photoperiod 
effect, 296

Forced swimming test, 995, 996
climbing, 995
immobility, 996
swimming, 995

Forkhead box O (FOXO), 352
Forward genetics 

conventional positional cloning and, 734
mutagenesis for, 736–738

allelic series of pink-eyed dilution 
locus, 736

ENU mutagen, 737
X-ray induced mutations, 736

vertebrate development, phenotype-driven 
studies, 656–657

FOXO. See Forkhead box O (FOXO) 
Friend leukemia integration-1 (Fli1), 951
Frontotemporal dementia (FTD), 1038, 1119

animal models of, 1120
CHMP2B models, 1121
progranulin models, 1120
tau models, 1120
TDP-43 models, 1120
VCP models, 1121

cause of early-onset dementia, 1119
prevalence, 1119
symptoms, 1119
treatment, 1120

Frontotemporal lobar degeneration 
(FTLD), 682

Fucosyl transferase 2 (FUT2), 854
Fumarylacetoacetate hydrolase (FAH), 689
Functional genomics, 912
Functional magnetic resonance imaging 

(fMRI), 609
Function of area at risk (iF/AAr), 155
Funisitis, 771
Fusobacterium nucleatum, 772
FUT2. See Fucosyl transferase 2 (FUT2) 

G
GABA. See Gamma-aminobutyric acid 

(GABA) 
GABAA receptor, 736, 761, 762
GABAergic signaling, 762
GABAergic systems, 842
GABA inhibition, 764
G-actin binding peptide, 686
Gait analysis, in pig, 1015

advantages and disadvantages, of pressure 
mat analysis, 1016

aspects of, 1015
measurement, in neurological 

research, 1015
methods to measurement, 1015
visual assessment of, 1015
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β−Galactosidase, 711
Gallus gallus, 1041
Gambling task, in pig, 1007

consideration points, 1009
decision-making strategies, 1009
Iowa gambling task and, 1007

Gamma-aminobutyric acid (GABA), 283
Gas chromatography, 273
Gas chromatography-mass spectrometry, 273
Gastroesophageal refluxes (GER), 811
GBR 12909, 1132, 1137
Gdf5 mutation, 739
GeCKO. See Genome-scale CRISPR knockout 

(GeCKO) 
GEM. See Genetically engineered mice (GEM) 
GEMM. See Genetically engineered mouse 

models (GEMM) 
Gene-by-diet interaction, 234
Gene delivery vectors, 917
Gene editing, 907
Gene expression, 353
Gene farming, 673
Gene mutations, 358
Generalized tonic-clonic seizures, 756, 759
Gene silencing, 673
Gene targeting, 906
Genetically engineered mouse models 

(GEMM), 906, 940
Genetically engineered pigs 

generation techniques, 673–676
embryo microinjection, 674
inducible transgene expression, 675–676
sequence-specific nuclease-mediated, 

673–674
somatic cell nuclear transfer (SCNT), 674
transposon systems, 675

human diseases models, as, 676–696
Alzheimer’s disease, 679
amyotrophic lateral sclerosis (ALS), 

681–682
ataxia telangiectasia, 682
atherosclerosis, 684–686
blood disorders, 686
cancer, 692–694
cardiomyopathy, 686
cardiovascular diseases, 683–684
circadian rhythm disorder, 692
cone(-rod) dystrophy (CORD), 683
cystic fibrosis (CF), 687
diabetes mellitus, 688–689
duchenne muscular dystrophy (DMD), 

687–688
huntington’s disease, 680
immunodeficiency, 695–696
infectious diseases, 694–695
kidney disease, 690
liver disease, 689
macular dystrophy, 683
marfan syndrome, 691
osteoporosis, 690
parkinson’s disease, 680–681
retinitis pigmentosa, 682–683
skin disease, 691
spinal muscular atrophy (SMA), 681

inverted terminal repeats (ITR), role of, 675
sleeping beauty system, 675

tetracycline-regulated Tet-On and Tet- Off 
systems, role of, 675

Genetically hypercalciuric stone-forming 
(GHS) 

rats, 421
Genetically modified animals 

cancer, for, 715, 716
for depression, 994

BDNF and TrkB genes, 995
CB1 gene, 994
Tph2 gene, 994

historical aspects, 704
inflammatory diseases, for, 713
knockin mouse lines creation 

CRISPR/Cas9 technique, by, 708
knockout mouse lines creation 

CRISPR/Cas9 technique, by, 708
multifactorial and polygenic (complex) 

disorders, 711
neurodegenerative diseases, for, 713–714
techniques for creation, 704–708

CRISPR/Cas9, 706–708
double-strand break based, 706
recombinant DNA based, 704–705
transcription activator-like effector 

(TALEN) based, 706
zinc finger protein (ZFP) based, 706

types, 709–711
conditional knockout animals, 709–710
knockin animals, 711
knockout animals, 709
transgenic animals, 709

Genetically modified mice models 
human diseases, for, 711
human genetic disorders, for, 711, 712

Genetic deletion, 290
Genetic skin disease 

animal models, 366–367
ichthyosis vulgaris, 366
netherton syndrome, 366

Genetic susceptibility, 267
Gene transfer, 916
Genome editing systems, 745

technologies, 707, 744–746
transcription activator-like effector 

nucleases (TALEN), 744
zinc-finger nucleases (ZFN), 744

Genome-engineered mouse models 
(GEMM), 913

Genome engineering technologies, 906, 912
Genome project, and human disease, 728–729
Genome-scale CRISPR knockout 

(GeCKO), 912
library, 913

Genome sequencing, 911
Genome technologies 

advancement of, 743–744
Genome wide association studies (GWAS), 

651, 971
genome-wide association studies (GWAS) 

model organisms, 231
Genomic loci, 352
Genomic sequencing project, 734
Gentamicin, 383
GER. See Gastroesophageal refluxes (GER) 
Germ cell-somatic cell communication, 638

Germ lines, 709
GFAP. See Glial fibrillary acidic 

protein (GFAP) 
GFP. See Green fluorescent protein (GFP) 
Ghrelin, 281
GHS. See Genetically hypercalciuric 

stone-forming (GHS) 
GIPR gene, 688
Glial fibrillary acidic protein (GFAP), 123, 

759, 782, 970
Glioblastoma, 916
Globus pallidus (GPe), 1088
Glomerular disease, 400

acquired, 400
focal segmental glomerulosclerosis, 400
minimal change disease, 400

insect renal systems, comparison of, 429
Glomerular filtration rate, 189
Glomerulonephritis, 318, 405
Glomerulosclerosis, 391, 398
GLP1. See Glucagon-like peptide 1 (GLP1) 
Glucagon-like peptide 1 (GLP1), 281
Glucocorticoid receptor (GR), 841
Glucocorticoids, 302
Glucokinase, 249
Glucokinase gene, 728

mutation, 739
Glucose-dependent insulinotropic 

polypeptide (GIPRdn), 688
Glucose transporter (GLUT2), 248
Glutamate decarboxylase-67 (GAD67) 

mRNA, 605
Glutatamate transporters, 842
Glutathione (GSH), 469
Glycolic acid, 422
Gnotobiotic pigs, 855
Gobus pallidus (GPi), 1088
Golden hamsters, as animal model, 858
Gold standard publication checklist 

(GSPC), 313
Gonadotropin releasing hormone 

(GnRH), 626
Goodpasture’s syndrome, 404
Government officials, in ethical 

appropriateness, 21
GR. See Glucocorticoid receptor (GR) 
Green fluorescent protein (GFP), 676, 711
Griscelli syndrome, 735
Growth hormone receptor (GHR) gene, 672
GRP78 expression, 385
GSPC. See Gold standard publication 

checklist (GSPC) 
Guanylate cyclase 2D (GUCY2D) gene, 683
Guide RNA (gRNA), 531, 706
Guillan–Barre syndrome, 860
Guinea pig models, 866

H
HAART therapy, 879
Haemophilus influenzae, 776
Halofuginone, 958
Haloperidol, 991
Hantaan virus, 875
Hantavirus pulmonary syndrome (HPS), 875
Haplotype, 732
Haplotype Mapping (HapMap) Project, 730
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Harlan sprague–Dawley hamsters, 856
Harm–benefit analysis, 37, 38
Harm justification principle, 37, 38
Hartley guinea pigs, 866
Hawaii virus, 854
HBV. See Hepatitis B virus (HBV) 
HCC. See Hepatocellular carcinoma (HCC) 
HCV. See Hepatitis C virus (HCV) 
HDL-C. See High-density lipoprotein 

cholesterol (HDL-C) 
HDM. See House dust mites (HDM) 
HDR. See Homology-directed repair (HDR) 
HDV. See Hepatitis D virus (HDV) 
Healing studies, 446

dog as animal model, 461
pig as animal model, 446–453
rabbit as animal model, 459–460
sheep as animal model, 453

Health Research Extension Act of 1985 
(HREA), 11

Heart failure 
induced by rapid ventricular pacing, 162
models, 161

in conscious monkeys, experimental 
protocol, 165, 166

induced by ischemia, 161–162
Heart rate in control (sham), 189
Heat shock proteins, 774
Helicobacter hepaticus, 316
Hematopoietic stem progenitor cells 

(HSPC), 211
Hemorrhage, 91
Hemorrhagic fever with renal syndrome 

(HFRS), 875
Hemostasis, 447
Hepadnaviridae, 883–884
Hepatitis B virus (HBV), 883

animal models, 329–332
animals that permit HBV infection, 330
human hepatocyte chimera mice, 332
mice with transferred HBV genes, 331
transgenic mice, 331
trimera mice, 332

infectious diseases, 333
Hepatitis C virus (HCV) 

animal models, 327–329
inducible-HCV transgenic mice, 327–328

animal models of, 327
xenograft models, 328

genetically humanized mouse 
models, 329

human liver chimeric alb-uPA/SCID 
mice, 328

immunocompetent HCV-permissive 
mouse models, 329

immunotolerized rat model, 328
Hepatitis D virus (HDV), 333, 884
Hepatocellular carcinoma (HCC), 314, 883
Hepatocyte growth factor (HGF), 955
Hepatocyte nuclear factor 1α (HNF1A) 

gene, 689
Hereditary/genetic diseases, 405

alport syndrome, 405
polycystic kidney disease, 405

Hering–Breuer reflex, 808
Hermaphrodites, 278

hESC. See Human embryonic stem cells (hESC) 
Heterogeneous environment, 89
Heterozygous missense mutations, 689
HFRS. See Hemorrhagic fever with renal 

syndrome (HFRS) 
HGF. See Hepatocyte growth factor (HGF) 
Hidronephrosis, 446
High-density lipoprotein cholesterol 

(HDL-C), 205, 684
High mobility-group box 1 (HMGB1), 774
High performance liquid 

chromatography, 273
HIP. See Human islet amyloid 

polypeptide (HIP) 
Hippocampal mossy fibers, 756
Histomorphometric methods, 450
Histopathology of crystal formation in 

porcine kidney, 436
Histoplasma capsulatum, 775
HIV. See Human immunodeficiency virus (HIV) 
HIV-associated nephropathy (HIVAN), 402
HMGB1. See High mobility-group box 1 

(HMGB1) 
HMTV. See Human mammary tumor 

virus (HMTV) 
HOCl. See Hypochlorous acid (HOCl) 
Homeostasis, 255
Homologous recombination (HR), 709, 906
Homology-directed repair (HDR), 673, 706

pathway, 907
Hormone replacement therapy, 926
House dust mites (HDM), 359
Hpoxia, 159
HPS. See Hantavirus pulmonary 

syndrome (HPS) 
HR. See Homologous recombination (HR) 
HRas mutation, 367
Human and mouse skin sections, histology 

of, 358
Human chorionic gonadotropin (hCG), 636
Human diabetic cataracts 

lens changes in, 106
biochemistry, 107

increased polyol pathway activity, 107
nonenzymatic glycation, 108
oxidative stress, 108

morphology, 107
physiology, 106

molecular mechanisms involved in, 109
Human diabetic lenses, 103
Human donor lenses, 103
Human embryonic kidney cell line 

(HEK293), 912
Human embryonic stem cells (hESC), 912
Human endogenous retroviruses, 971
Human genetic disease modeling 

laboratory organisms used, general 
attributes and similarities of, 652

Human Genome Project, 728, 738
Human hemophilia A, 686
Human herpes virus 6, 971
Human immunodeficiency virus (HIV), 877
Human inflammatory diseases 

genetically engineered animals with 
similar phenotypes, 714

Human islet amyloid polypeptide (HIP), 256

Human lens-related changes in ARN and 
diabetic cataract, 105

Human mammary tumor virus (HMTV), 929
Human olfactory ability, 526
Human primary mesenchymal stem cells 

(hMSC), 912
Human testicular tissue, histology, 635
Human viral infection, animal models of, 853
Huntingtin gene, 728, 740, 1115
Huntington’s disease (HD), 587, 728, 

1109, 1115
animal models of, 1115

knock-in mouse models, 1116
transgenic large animal models of, 1117
transgenic mouse models, 1115

R6/1/R6/2, 1115
YAC128/BACHD, 1116

autosomal dominant genetic disorder, 1115
caused by, 1115
diagnosis, 1115
genetically modified mouse models, genes 

used, 714
huntingtin (htt) gene, 714

prevalence, 1115
symptoms of psychiatric disorders, 1115

Hyalinosi, 384
Hyaluronic acid, 348
Hydraulic occluder, 153
Hydrodynamic gene transfer, 915
Hydroxoyproline, 434
Hydroxyapatite, 432
6-Hydroxydopamine (6-OHDA), 191, 196, 

198, 1113
Hydroxy-l-proline (HLP), 423
Hydroxyproline, 952
4-hydroxytamoxifen (4OHT), 367
Hypercalciuria, 420
Hyperglycemia, 245, 246, 248
Hypergonadotropic hypogonadism, 626
Hyperinsulinemia, 252, 255
Hyperoxaluria, 390, 420

porcine models related to, 434
rat models, 422

Hyperoxaluric mice, 427
Hyperoxia research, in newborn rabbits, 813
Hyperphagia, 253
Hyperpolarization-activated cyclic 

nucleotide-gated (HCN) 
channels, 763

Hypertension, 158
genetically induced hypertensive 

models, 158
spontaneously hypertensive rat (SHR), 158
stroke-prone spontaneously hypertensive 

(SHRSP) model, 158
Hyperthermia-induced rodent models, 757

hair dryer model, 757, 758
heated chamber model, 757
hot water model, 757
lipopolysaccharide model, 757
microwave model, 757

Hyperthermia-induced seizures, 757, 759
febrile seizures, mechanisms underlying 

interleukin-1β, 759
respiratory alkalosis, 760

Hypocalcemia, 785
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Hypochlorous acid (HOCl), 957
Hypodermis, 275
Hypoperfusion, 380
Hypothalamic-pituitary-adrenal (HPA), 302

axis, 1145
function, 48

Hypothalamic-pituitary-gonadal (HPG) 
axis, 626

Hypothalamus, 283
Hypoxia, 1049

induced seizures, 759

I
IBD. See Inflammatory bowel disease (IBD) 
ICSI. See Intracytoplasmatic sperm 

injection (ICSI) 
IFN. See Interferons (IFN) 
IGFR1. See Insulin-like growth factor type 1 

receptor (IGFR1) 
IkB kinase (IKK) complex, 365
Imatinib, 1096
Imipramine, 991
Imiquimod (IMQ), 363
Immune mediated demyelinating 

diseases model 
development of MS therapies, 974

Immunocompromised mice, 859
Immunodeficiency, 351
Immunodeficient 

rodents, as models, 926
Immunohistochemistry, 137
IMQ. See Imiquimod (IMQ) 
Incretin hormones, 688

glucagon-like peptide-1 (GLP-1), 688
glucose-dependent insulinotropic 

polypeptide (GIP), 688
Indomethacin, 815
Induced pluripotent stem cells (iPSC), 

344, 695
Inducible nitric oxide synthase (iNOS), 469
Inflammation, 771

animal models of infection-associated, 
778–784

Inflammatory bowel disease (IBD), 657
acetic acid induced animal models, 472–473

advantages and disadvantages, 473
histological features, 473

animal models, 469–476
classification of, 470
conditional knockout models (cell 

type-specific gene alteration), 476
NEMO-/-, 476
XBP1-/-, 476

conditional (cell-specific) transgenic 
mouse models, 476

DNN-cadherin transgenic mice/
keratin 8-/- mice, 476

SOCS1 transgenic (Tg) mice, 476
conventional gene knockout models, 

475–476
A20-/-, 475
Gai2-/-, 475
IL-2-/-, 475
IL-10-/-, 475
IL 23-/-, 476
MDR1A-/-, 475

NOD2-/-, 475
T-cell receptor a (TCRa) chain 

knockout mice, 475
TGF-β-/-, 475

conventional transgenic mouse 
models, 476

HLA-B27, 476
IL-7 Tg mice, 476
STAT4, 476

immunologic model of colitis, 474
bacterial induction of colitis, 474
dinitrochlorobenzene (DNCB), 474

transgenic mouse models of colitis, 476
carrageenan induced animal models, 473

clinical features, 473
histological features, 473
molecular changes, 473
procedure, 473

chemically induced animal models, 
469–474

acetic acid, 472
carrageenan, 473
dextran sulfate sodium (DSS), 471
dinitrobenzene sulfonic acid (DNBS), 

469–471
indomethacin-induced enterocolitis, 473
iodoacetamide, 474
oxazolone, 472
recurrent TNBS-induced colitis, 472
2,4,6-trinitrobenzene sulfonic acid 

(TNBS), 471–472
dextran sulfate sodium (DSS) induced 

animal models 
clinical features, 471
histological feature, 471
molecular changes, 471
procedure, 471

dinitrobenzene sulfonic acid induced 
animal models, 469–471

clinical features, 471
histological features, 471
molecular changes, 471
procedure, 471

historical perspectives, 468
indomethacin-induced enterocolitis, 473

clinical features, 473
histological features, 473
molecular changes, 473
procedure, 473

iodoacetamide induced animal models, 474
clinical features, 474
histological examination, 474
procedure, 474

oxazolone induced animal models, 472
clinical features, 472
histological features, 472
molecular changes, 472
procedure, 472

pathophysiology, 468–469
gut microbiota, 468
inflammatory mediators, 469
innate and adaptive immunity, 468
mucosal barrier, disruption of, 469
oxidative stress, 469
pathways involved, 470

spontaneous animal models, 474–475

C3H/HejBir mice model, 474
histological changes, 474
molecular changes, 474

SAMP1/Yit mice model, 475
2,4,6-trinitrobenzene sulfonic acid (TNBS) 

induced animal models, 471–472
advantages and disadvantages, 472
clinical features, 472
histological examinations, 472
molecular changes, 472
procedure, 472

Inflammatory cells, 344
infiltration, 316

Inflammatory cytokines genes, 471
Inflammatory skin disease 

animal models, 359–366
atopic dermatitis, 359–363

epicutaneous sensitization and 
elicitation with allergens, 359

genetic AD animal models, 360–363
psoriasis, 363–366

imiquimod induction, 363–364
induced by intradermal injection of 

cytokines, 365
with keratinocyte-targeted gene 

alteration, 364
Inhalational anesthetic agent, 787
Inhibitory postsynaptic currents (IPSC), 763
Innate immune cell receptors, 774
Innate immune responses, 774–776

C-type lectin receptors, 775
NOD-like receptors, 776
RIG-I-like receptors, 775
toll-like receptors, 775

Innate immunity, 468
Insertion gene, loxP sequence, 710
In situ apoptotic cell detection, 138
Institute of medicine (IOM) report, 24
Institutional animal care and use committee 

(IACUC), 10, 14, 16
Insulin, 245
Insulin 2 (Ins2) gene, 689
Insulin-like growth factor type 1 receptor 

(IGFR1), 944
Insulin resistance syndrome, 222
Interferon-gamma (INFγ), 973
Interferons (IFNs), 468, 775, 954
Interleukin, 318, 360

IL-1β expression, 771
Interleukin-6 (IL-6), 598

International knockout mouse consortium, 
741–742

Internucleosomal DNA fragmentation 
assay, 138

Intestinal autofluorescence, 276
theory 2, anthranilic acid-like 

autofluorescence, 276
theory 1, lipofuscin-like 

autofluorescence, 276
Intestinal fatty acid binding protein (iFABP) 

promoter, 687
Intestinal neoplasia, multiple, 737
Intestine, lipid metabolism, 274
Intraamniotic inflammation, 773
Intraamniotic models, 781
Intracavital urinary leakage, 454
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Intracytoplasmatic sperm injection (ICSI), 626
Intrauterine infection, 771
Intrauterine inflammation 

cytokine and chemokine-based models of, 
778–780

Intravenous fluid therapy, 786
Intraventricular hemorrhage, 819–827

animal models of, 820–827
beagle models, 820
other models, 820–827
rabbit models, 820

pathophysiology of, 819
prevention of, 820

Intrinsic catecholaminergic (ICA) cells, 191
Investigators, 6

central role in ensuring, 9
general suggestions for, 24
high ethical standards, 9
practical ethical guidelines, 5–37
sources of guidance for, 22

Involucrin, 361
IPSC. See Inhibitory postsynaptic 

currents (IPSC) 
Ischemic stroke vs. clinical stroke animal 

models 
acute stroke studies 

reporting quality, 491
animal and patient comorbidities and 

characteristics, 490
animal models 

ischemia duration and infarct size, 500
different therapies 

linical and animal outcomes, 510
discussion, 511–517

findings, 513, 515–517
individual characteristics and initial 

differences, 515
ischemic damage mechanisms, 516
mouse or monkey, 515
translational research framework, 

516–517
scope and limitations, 512–515
stroke models, legacy of, 511–512

infarct size and neuroprotection in animal 
models of stroke, 494

rat models of stroke 
occlusion, location of, 505

results, 485–511
animal results to clinical trial, translation 

of, 509–511
clinical trials reporting infract volume 

measurements, 487
conversion from absolute to 

percentage values 
hemispheric volumes, use of, 485

included and excluded clinical trials, 486
inclusions and exclusions, 485–486
infarct size, 490–498

acute stroke treatment effects and 
reporting standards, 493–497

background, 490–491
clinical outcome, 492
in control cohorts, 492, 493
in different species, 491–493
relative infarct size, variability, sample 

size, and neuroprotection, 495

relative stroke size and variability, 496
reporting method and outcome 

measures, 497
stroke treatment, relationship 

with, 498
sample size, 486–489
stroke, cause of, 501–503

clinical etiology, 501
neuroprotection, 503
stroke induction method in animals, 

502–503
stroke, location of, 503–508

in animals, 506–507
background, 503–504
in patients, 504–506
recanalization, 506

stroke, temporal factors, 498–501
measurement time, 501
occlusion length, 498–501
occlusion length, recanalization 

time, 499
treatment administration time, 501

study design, 507–509
control conditions, 509
outcome measures, 507–508

study quality, 489–490
subject characteristics, 489

systematic review/metaanalysis method, 
482–485

definitions and scope, 482–483
human and experimental data 

comparison, 485
infarct size, 484

data analysis of, 484
pretreatment infarct size 

final outcome, effect on, 485
search strategy, 483

animal search, 483
clinical search, 483

study selection/data extraction, 483–484
animal data, 483
clinical data, 483–484

treatment effects, 484
metaanalysis of, 484

treated patients and animals 
occlusion, location of, 502
pretreatment and final infarct size, 498

treatment efficacy, 507
Isoflurane, physicochemical property, 792
Isogenic tumorigenic lines, 934

J
JAK/STAT pathway, 469
Judgement bias tests (JBTs), 1007

consideration points, 1009
schematic representation of, 1008

Jugular catheter surgery, 573
Junin virus, 876

K
KCTD13, 662
Keratin 8, 476
Keratinocytes, 343, 350, 357, 358, 364, 366
Ketamine, 1132, 1137
Kidney disease, 379

preclinical models, 379

Kidney, pig 
histological images, 451
longitudinal section of left, 449

Klebsiella pneumoniae, 776
KLF5. See Krüppel-like factor 5 (KLF5) 
Klinefelter’s syndrome (KS), 621–623

clinical features, 625–627
assisted reproductive techniques 

(ART), 626
dyslipidemia, 626
gynecomastia, 626
hypergonadotropic hypogonadism, 626
insulin resistance, 626
micro testicular sperm extraction 

(MTESE), 626
non-Hodgkin lymphoma, 626
psychological problems, 625
sertoli cell only syndrome (SCO), 626
sexual development, 626
social or learning problems, 625
supernumerary X chromosome, 626
thromboembolism, 627

germ cell loss mouse models, 639
infertility, 637–639
mouse models, 629–631

behavior and cognition, 639–643
B6Ei.Lt-Y* males, 630
endocrinology and metabolism, 643
fertile 41, XY*X females, 630
ovariectomized females, 640
XIST promoter region, 625
41, XXY mice, 631

Knockout mice models, 813, 854, 960–961
caveolin 1 knockout mouse, 961
Fli1 knockout mouse, 960
gene targeting and, 740
relaxin knockout mouse, 960

Knockouts (KO), 360
Kolliker-fuse nuclei, 808
Komeda diabetes-prone (KDP), 248
Kras signaling, 916
Krüppel-like factor 5 (KLF5), 960
KS. See Klinefelter’s syndrome (KS) 
K5-thymic stromal lymphopoietin, 362
Kynurenines, 276

L
Laboratory mouse strains, 733
Laboratory of genetics and physiology 2 

(LGP2), 775
Labor, inflammation, 776
Lactate dehydrogenase, 425
Lactobacillus plantarum, 362
Lamotrigine, 991
LAP. See Latency-associated peptide (LAP) 
Laparoscopic partial nephrectomy, 453
Laparoscopic surgery, 462
Laryngeal chemoreflexes (lCR), 810
Latency-associated peptide (LAP), 955
Latent inhibition paradigm 

three stages of, 599
Late-onset Alzheimer’s disease, 1031

APOε4 allele, genetic risk factor for, 1049
risk of, 1031
as sporadic (SAD), 1031

LCR. See Laryngeal chemoreflexes (lCR) 
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Left ventricular hypertrophy (LVH), 164
Left ventricular (LV) pressure, 148
Legionella pneumophila, 776
Lentivirus delivery, 916
Leptin acts, at brain, 291
Leptin gene, 426
Leptin receptor, 222
Lepus saxatilis, 875
Lesions, 205
Leucine-rich-repeat-kinase 2 (LRRK2) 

protein, 1111
Leukocyte immunoglobulin-like receptor 

(LILR), 772
Leukocytosis, 205
Leukopenia, 857
Leukotriene B4 (LTB4), 471
Leydig cells, 623

hyperplasia, 629
LGP2. See Laboratory of genetics and 

physiology 2 (LGP2) 
Lidocaine, 151
Li-Fraumeni tumors, 741
Ligation, 155, 162
Light microscopy, 137
LILR. See Leukocyte immunoglobulin-like 

receptor (LILR) 
LINE. See Long interspersed nuclear 

elements (LINE) 
LipidTOX, 273
Lipopolysaccharide (LPS), 389
Lipoprotein-associated phospholipase 

A2, 685
Lipoprotein receptor (LDLR) gene 

mutations, 674
Liquid-filled lungs, at birth 

rapid aeration of, 806
Lisdexamfetamine dimesylate (lDX), 1134
Lithotripsy, 446
Liver diseases, 313

animal models, 313, 315–333
Abcb4 mice, 316
autoimmune hepatitis, 319–320
Cftr mice, 316
3,5-diethoxycarbonyl-1,4- 

dihydrocollidine diet model, 316
primary biliary cirrhosis, 316–319
primary sclerosing cholangitis, 315–316

primary biliary cirrhosis 
spontaneous mouse models, 317

anion exchanger 2 (AE2) mice, 318
chemical xenobiotics-immunized 

mice, 318
dnTGF-βRII mice, 317
Interleukin (IL)-2, 318
MRL/lpr mice, 318
NOD.c3c4 mice, 317
scurfy mice, 318

Liver fibrosis 
classical animal models of, 314–315

common bile duct ligation, 315
created using hepatotoxic chemicals, 

314–315
carbon tetrachloride, 314
diethyl nitrosamine and dimethyl 

nitrosamine, 315
thioacetoamide, 315

Long-day photoperiod (LD), 293
Long interspersed nuclear elements 

(LINE), 625
LINE-1 repeats, 625

Lorcaserin, 268
Low-density lipoprotein (LDL) 

cholesterol, 205
modified, 205

receptor, 208
related protein (LRP1), 209

Low-density lipoprotein receptor (LDLR) gene, 685
LPA. See Lysophosphatidic acid (LPA) 
LTB4. See Leukotriene B4 (LTB4) 
Lumen diameter of constrictor, 151
Lymphocytes, 248, 315
Lymphocytolysis, 867
Lymphoid hyperplasia, 473
Lysergic acid diethylamide (LSD), 589
Lysophosphatidic acid (LPA), 955
Lysosome-related organelles, 274

in lipid mobilization, 275–276

M
Macaca fascicularis, 872
Macaca mulatta, 780, 878, 1117
Macaca nemestrina, 773, 878
Macrophage signaling, 206, 214
Magnitude and time span, comparison, 351
Major depression (MD), animal models, 

992, 1145
environmental models of, 992

depression induced by chronic mild 
stress, 993

depression induced by maternal 
deprivation, 992–993

genetic models of depression, 994
BDNF and TrkB genes, 995
CB1 gene, 994
Tph2 gene, 994

in laboratory animals, 995
forced swimming test, 995
splash test, 996
sweet food consumption, 996
tail suspension, 996

surgical model of depression, 994
Major histocompatibility complex (MHC) 

genes, 246, 696, 731
Maladaptive behavior, 50
Malpighian, 430
Mammalian models, of Alzheimer’s 

disease, 1051
comparison of, 1065
human neurodegeneration, 1052
mouse models and, 1052
murine models, 1052
nonhuman primates (NHP), 1052
nontransgenic animal models, 1062
transgenic rodent models, 1053

Mammalian skin, 343
dermis, 343
epidermis, 343

Mammary carcinogens 
in rodents, 929

Mammary-specific tumor suppressor gene, 942
BRCA1, 942
BRCA2, 942

Mammary tumors 
GEM models 

with activation of oncogenes, 940–941
with inactivation of tumor suppressor 

genes, 942
inducing agents in rodents, 932
protocols for chemical carcinogens,  

929–931
spontaneous, 928
tumorigenesis, in rodents, 928–932
virally induced, 928–929

Mania 
animal models, 997

amphetamine (AMPh), 997–998
manic-like behaviors evaluation, in 

laboratory animals, 999
aggressive behavior, 1000
open-field test, 999–1000
sexual behavior, 1000

ouabain, 998
sleep deprivation, 998

definition, 1131
environmental models, 1137–1138
genetic models, 1138
pharmacological animal models of, 1132

amphetamine and chlordiazepoxide 
mixture, 1135–1136

behavioral sensitization, 1135
features of, 1132
GBR 12909, 1137
ketamine, 1137
limitations, 1132
mechanisms of action for, 1133
ouabain, 1136
psychostimulants, 1132–1135
psychostimulants drugs, 1132
quinpirole, 1136

recurrent episodes, associated with, 1131
MAPK. See p38 mitogen-activated protein 

kinase (MAPK) 
Marker genes Tsp2, 636
Marmosets, 859, 867, 874
Marmota himalayan, 884
Mass median aerodynamic diameter 

(MMAD), 865
Mast cells, 952, 957
Mastomys coucha, 875
Mastomys natalensis, 875
Mastomys natalensis papillomavirus 

(MnPV), 880
Maternal deprivation, 992–993
Matrigel, 933
Matrix metalloproteinases (MMPs), 343, 776
Mazindol, 268
MCF-7 cells, 935
MDA5. See Melanoma differentiation-

associated gene 5 (MDA5) 
MDA-MB-231 cell line, 937
MDR2. See Multidrug resistant protein 2 

(MDR2) 
Medium spiny neurons (MsNs), 1088
Medulloblastoma, 916
Meganuclease, 530
Melanocytes, 350
α−Melanocyte-stimulating hormone 

(α−MSH), 955
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Melanoma differentiation-associated gene 5 
(MDA5), 775

Membranoproliferative glomerulonephritis 
(MPGN), 404

Membranous nephropathy (MN), 403
Mendelian diseases, 743
Mendelian inheritance, 729, 734
Meningoencephalomyelitis, 856
Mental health research, 1145
MERS. See Middle east respiratory 

syndrome (MERS) 
mESC. See Murine embryonic stem 

cells (mESC) 
Mesocricetus auratus, 860
Metabolic syndrome (MetS), 221

choosing an animal model, 222–224
environmental factors, 232

fetal programming, 232–233
gene by dietary environment 

interactions, 233–234
nutrition, 233

etiology, 224
genetic factors, 224

common rodent genetic models, 
224–226

GWAS in model organisms, 231
identifying quantitative trait loci and 

novel gene, 228–230
testing biological hypotheses, 226
thrifty genes, 227
translating human GWAS results, 228

identifying epigenetic signatures 
associated with, 231–232

Mouse ENCODE Consortium, 232
multiple expert definitions, 222

pathophysiology, animal models of, 234
adipose tissue 

hormones, remodeling and 
inflammation, 235

autophagy, 236
free fatty acid metabolism, 235
gastrointestinal hormones, 236

photoperiod/seasonality, 293–299
sex, season, and leptin resistance, 

effect, 295
thyroid hormone action role within 

hypothalamus, 296
vitamin D and photoperiod, 299

Metastasis, mice models, 943
Methamphetamine, 1134
Methylene, 449
3,4-Methylenedioxymethamphetamine 

(MDMA), 1134
3,4-methylenedioxypyrovaleron (MDPV), 573
Methyl mercury, 386
Methylnitrosourea (MNU) 

induced photoreceptor 
apoptosis, therapeutic trials against, 129

antioxidants, 135
autophagy preservation, 135
calcium channel blockers, 132
calpain inhibitors, 133
caspase inhibitors, 132
cell transplantation, 136
health supplements, 134
neurotrophic factors, 134

PARP inhibitors, 129
polyunsaturated fatty acids, 133–134
possible molecular signaling, 130

preparation and administration, 136
N-Methyl-N-nitrosourea (MNU), 118

age-related photoreceptor cell damage and 
sensitivity to, 122

apoptosis characteristics of photoreceptor 
cell death induced by, 124

autophagy in photoreceptor cells, 124
cell debris removal after MNU insult, 125
ERG recording albino Sprague-Dawley 

rat, 120
induced retinal degeneration, 119
retinal damage, 120
retinal degeneration, 120–122

1-Methyl-4-phenyl-1,2,3, 
6-tetrahydropyridine (MPTP) 

in Parkinson’s disease 
marmoset model, 1101

functional imaging in, 1104
housing and administration, 1101
immunohistochemical, biochemical 

analysis, 1104
information to use common marmoset, 

1101, 1103
locomotor activity, 1103
overview of PD-related 

symptoms, 1102
progression of abnormal 

symptoms, 1102
regimens for, 1102
scoring of severity, 1103

mice model, 1095
animal selection, 1095
beam-walking test, 1098
behavioral analysis, 1096
catalepsy bar test, 1097
drug administration, 1096
elevated plus maze, 1098
experimental apparatuses, to assess 

motor dysfunctions of, 1097
footprint and stepping test, 1099
functional imaging, 1101
horizontal wire test, 1098
immunohistochemical and 

biochemical evaluations, 1099
open-field test, 1098
pole test, 1097
rota-rod test, 1098
wheel activity test, 1098

Metipranolol, 194, 196
MHC. See Major histocompatibility 

complex (MHC) 
mHSPC. See Mouse hematopoietic stem 

cells (mHSPC) 
MHV-68. See Murine γ−herpesvirus 68 

(MHV-68) 
Mice 

cope training, 1146
stress coping and resilience in, 1146
stressful, 1146

Microbial agonist, 781–782
Microcomputed tomography, 430
Microphthalmia-associated transcription 

factor (MITF), 692

Microtubule Associated Protein Tau 
(MAPT), 1119

Middle east respiratory syndrome 
(MERS), 863

Mid1 genes, 633
Minimal change disease (MCD) 

animal models, 401–403
drug-induced, 401
genetic models, 402–403

inducible using transgenic animals, 402
podocyte-specific gene disruption, 402

NPHS2-ANGPTL4 transgenic rats to 
model, 403

virus-induced, 402
Minnesota minipig cells, 682
Mirtazapine, 1096
MITF. See Microphthalmia-associated 

transcription factor (MITF) 
Mitochondrial serine/threonine-protein 

kinase, 680
Mitogen-activated protein kinases 

(MAPK), 469
MMAD. See Mass median aerodynamic 

diameter (MMAD) 
MMOC. See Mouse mammary gland whole 

organ culture (MMOC) 
MMPs. See Matrix metalloproteinases 

(MMPs) 
MMTV. See Mouse mammary tumor 

virus (MMTV) 
Model mice 

body weight and brain function, 734
coisogenic and congenic strain, 731
diploid and genotype, 730–731
double stranded DNA, linkage and 

haplotype, 732
genetics to develop and use, 729–730

allele, 729–730
locus, 729

recombinant inbred strains, 735–736
Model organisms, genome/proteome  

of, 270
Molecular inflammatory signaling, 771
Molecular inhibition excitation converter, 763
Monkeypox virus (MPXV), 880

animal models, 881
Monkeys 

coping with stress, 1146
gene expression in anterior cingulate cortex 

of adult monkeys, 1148
increase, inhippocampal neurogenesis, 1146

Monocytes, 210
Monozygotic versus dizygotic twins, 588
Mood disorders, 991

characteristics, 991
manic episodes, 991
medications, 991
types of, 991

Morphine, 562
Morphine-dependent chimpanzees, 562
Morphine-dependent rats, 562
Morpholino (MO) antisense 

oligonucleotides, 657
Morphometric analysis, 138

of photoreceptor cell ratio and retinal 
damage ratio, 139
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Mortality rates 
among viruses, 855

Mossy fiber sprouting, 762
Motivation, 1011
Mouse chromosomes, with genes 

location, 704
Mouse ENCODE Consortium, 232
Mouse Genome Project, 729, 731
Mouse hematopoietic stem cells (mHSPC), 911
Mouse hepatitis virus (MHV), 974
Mouse mammary gland whole organ culture 

(MMOC), 931
Mouse mammary tumor virus (MMTV), 

692, 928
MMTV-Myc mice, 941
MMTV-Ras mice, 941

Mouse models, 856
atherosclerosis, 209

Apoe-/- Ldlr-/- mice, 214
atherosclerosis, murine models of 

ApoE variants, expression, 212–213
cholesterol/lipoproteins, 209–210
coronary artery/myocardial infarct, 214
experimental myocardial infarction in 

mice, 213–214
gene identification by strain crosses, 213
lymphocytes, 211–212
monocyte/macrophage, 210–211
smooth muscle cells, 211

MPO. See Myeloperoxidase (MPO) 
MPXV. See Monkeypox virus (MPXV) 
MSG. See Multiplexed shotgun 

genotyping (MSG) 
α−MSH. See α−Melanocyte-stimulating 

hormone (α−MSH) 
Multidrug resistant protein 2 (MDR2), 316
Multimammate rat, 876
Multiplexed shotgun genotyping (MSG), 744
MuLV. See Murine leukemia virus (MuLV) 
Murine embryonic stem cells (mESC), 906
Murine γ−herpesvirus 68 (MHV-68), 782
Murine leukemia virus (MuLV), 735
Murine mammary gland, 928
Murine norovirus, 855
Murine scleroderma 

bleomycin-induced, 952–956
HOCL-induced, 957

Muscarinic M2 receptors, 188
Mus musculus, 653, 733, 777
Mustela furo, 863
Mustela putorius furo, 871
Mutant mouse strains, 728
M-Wnt cells, 934
Mycoplasma hominum infection, 783
Mycoplasmas, 772
MyD88. See Myeloid differentiation primary 

response 88 (MyD88) 
Myelin, 968

components of, 968
roles for, 968

Myeloid differentiation primary response 88 
(MyD88), 775, 781

Myeloperoxidase (MPO), 467
Myo5a mutations, 735
Myocardial blood flow, 153
Myocardial demand, 156
Myocardial dysfunction, 148

Myocardial function, 152
Myocardial hibernation, 153
Myocardial infarction (Mi), 154
Myocardial ischemia super imposed with 

pacing, 162–164
Myocardial ischemic models, 148
Myocardial revascularization, 148
Myocardial stunning, 148, 149

conscious or tranquilized nonhuman 
primate models, 149

dog model, 149
preconditioning-like effects, 149

Myocardin-related transcription factors 
(MRTF), 686

Mystromys pumilio, 875

N
Na+/Ca2+ exchanger, 188, 190
NAFLD. See Nonalcoholic fatty liver disease 

(NAFLD) 
NASH. See Nonalcoholic steatohepatitis 

(NASH) 
National Academies of Science, and the 

NRC institute 
for Laboratory Animal Research (ILAR), 24

National institutes of health (NIH), 10
Office of Laboratory Animal Welfare 

(OLAW), 16
National Toxicology Program (NTP), 929
Natural killer (NK) cells, 382, 468
Natural killer T (NKT), 212
Natural moisturizing factors (NMFs), 357
NEC. See Necrotizing enterocolitis (NEC) 
Necropsy, 449
Necrosis, 384
Necrotizing enterocolitis (NEC), 815

animal models of, 823
Nematodes 

technical advances, driving lipid 
research in, 273

Neonatal apneas and sepsis, 811
Neonatal chemical sympathectomy, 199
Neonatal intensive care units (NICU), 809
Neonatal lung diseases, 811–814

bronchopulmonary dysplasia, 812–814
congenital diaphragmatic hernia, 811–812
meconium aspiration syndrome, 812

Neonatal mice, 857
Neonatal respiration 

animal models to study, 806–814
Neonatal Tsk fibroblasts, 957
Neonatal ventral hippocampus lesion 

(NVHL), 605
Neonates, 287
Nephritis, 404
Nephrocalcinosis, mice models, 428
Nephrolithiasis, 390, 419, 423
Nephropathy, 258
Nephrotoxicity, 386
Netherton syndrome (NS), 366
Neuregulin 1, 606
Neu-related lipocalin (NRL) promoter, 941
Neurobiology, 271
Neurodegenerative diseases, 1109

animal models of, 1121, 1122
effective drugs, 1110
loss of olfaction, 527, 528

with olfactory dysfunction 
markers, 528

pathological hallmarks, 1110
Neuroendocrine, 303
Neuromyelitis opticus (NMO), 970
Neuronal hypometabolism, 1066
Neurons, 968
Neuron specific enolase (Nse) promoter, 680
Neuropathy, 258
Neuropeptide Y (NPY), 193, 281
Neurotensin-1 receptor, 607
Neurotrophic factors, 1135
New Zealand Obese (NZO) mice, 254
New Zealand White rabbits, 860
Next-generation sequencing (NGS), 743
N40 gating 

sham and NVHL rats, 597
NGS. See Next-generation sequencing (NGS) 
NHEJ. See Nonhomologous end joining (NHEJ) 
NHP models, 858, 863, 866, 879
NICU. See Neonatal intensive care units (NICU) 
Niemann-Pick type C disease, 275
Nile red vital staining conundrum, 275
Nilotinib, 1096
Nipah virus, 868
Nitric oxide synthase 3 (NOS3), 683
7-Nitroindazole, 1096
NLR. See Nod-like receptors (NLR) 
NLRC family 

NOD-1, 776
NOD-2, 776

N-methyl d-aspartate (NMDA), 603
antagonist-induced hypoglutamatergic 

models, 604
receptor, 765

NMFs. See Natural moisturizing factors (NMFs) 
NOD. See Nonobese diabetic (NOD) 
NOD2. See Nucleotide-binding 

oligomerization domain 2 (NOD2) 
Node of Ranvier, 968
Nod-like receptors (NLR), 774, 954
NO metabolism, 187
Nonalcoholic fatty liver disease (NAFLD), 321

animal models, 320–327
combination models, 326

fa/fa rats and db/db mice fed HF diet, 326
Foz/foz mice fed HF diet, 327
low-density lipoprotein receptor 

deficiency (LDLR-/-) mouse, 326
dietary animal models, 324

atherogenic diet, 325
fast food diet, 326
fructose diet, 325
high-fat diet, 324
methionine- and choline-deficient diet, 324

genetic animal models, 323
Acyl-CoA oxidase mice, 323
KK-Ay mice, 323
methionine adenosyltransferase (MAT) 

1A mice, 323
nSREBP-1c transgenic mice, 323
ob/ob mice and db/db mice, 323
PPAR-/- mice, 323
PTEN null mice, 323
Tsumura-Suzuki obese diabetes (TSOD) 

male mice, 324
Nonalcoholic steatohepatitis (NASH), 316
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Non-animal methods, 84
Noncaloric sweeteners, 574
Noncoding RNAs (ncRNA), 624
Nonhomologous-end joining (NHEJ) 

pathway, 673, 706, 907
Nonhuman primate (NHP) models, 48, 853
Noninvasive techniques, 149
Noninvasive ventilatory support, 814
NON/Lt. See Nonobese nondiabetic mouse 

strain (NON/Lt) 
Nonmammalian vertebrate modeling, of 

Alzheimer’s disease, 1041
chicken and frog, 1043

lipoprotein receptor-related protein 
(LRP), 1043

N-methyl-d-aspartate (NMDA) 
receptors, 1043

pathological mechanisms, 1044
relevant genes, 1043
Xenopus oocytes, 1044

zebrafish, 1044
APOE gene, 1049
APP, 1048
assays for autophagy in, 1048
Aβ toxicity, 1049
disease-relevant genes, 1044
duplicate orthologs of human disease 

genes in, 1044
future for, 1051
γ-secretase, 1045

assays for, 1047
components of, 1047

hox gene, 1044
hypoxia, 1049
manipulation of gene splicing, 1045
MAPT/tau, 1050
morpholino antisense oligonucleotides, 1045
presenilins, 1045

Nonobese diabetic (NOD), 246, 398
mouse, signaling, 776

Nonobese nondiabetic mouse strain 
(NON/Lt), 255

Nonoperant behavioral tests, in pig, 1011
central nervous system function, clinical 

examination, 1013
clinical neurologic examination, 

components, 1013
cranial nerve function, 1013
force plates, 1016
gait analysis, 1015

aspects of, 1015
methods to measurement, 1015

measurement, in pigs, 1015
pressure mat analysis, 1018
visual assessment of, 1015

kinematic analysis, 1016
mirror use, 1012
motivation measurement, 1011–1012
motor function, 1013
open field test, 1012
pressure mats, 1016

analysis in pigs, 1017–1018
proprioception, 1013
spinal reflex, 1013–1015
valid runs, 1018

Nontransgenic animal models, Alzheimer’s 
disease, 1062

comparison of mammalian models, 1065
dogs, 1062
guinea pigs and rabbits, 1064
hibernating mammals, 1031
nonhuman primates, 1062
sheep, 1063
tau phosphorylation, 1031

Noradrenaline, 282
Noradrenergic reuptake inhibitor, 602
Norepinephrine, 190, 191
Normocapnia, 789
Norovirus, 854
Norwalk virus, 854–855
NOTCH pathway, 957
NPY. See Neuropeptide Y (NPY) 
NPY and POMC genes, expression of, 297
NS. See Netherton syndrome (NS) 
NTP. See National Toxicology Program (NTP) 
Nuclear factor-kB (NF-kB), 469
Nuclear factor of activated T (NFAT) 

cells, 384
Nuclear receptor liver X receptor (LXR), 211
Nucleotide-binding oligomerization domain 

2 (NOD2), 475
Nucleus accumbens, 842
NZO mice. See New Zealand Obese 

(NZO) mice 

O
Obesity, 222

biology, worm’s perspective, 271
cortisol responsiveness marks, 302–303
diet-induced, 292–293
as global crisis, 267–268
model organisms, used for biomedical 

research, 268–269
models of, 292
polygenic models, 301–303

genetic obesity, models, 301
transgenerational effects, 301
unsolved medical problem, 268

Object-exploration tests, 1147
OCA. See Oculocutaneous albinism (OCA) 
Oculocutaneous albinism (OCA), 733–734
ODN. See Oligodeoxynucleotides (ODN) 
O-GlcNAcylation, 841
4OHT. See 4-hydroxytamoxifen (4OHT) 
Olanzapine, 991
Olfaction, function/importance, 525–526
Olfactory bulbectomy surgery, 994
Olfactory dysfunction, 526–527

etiologies, 527
Olfactory-neuromuscular diseases, 532–544

Alzheimer’s disease (AD) model, 538–541
ApoE, 540
APP, 539–540
chemical modeling, 541
MAPT/TAU, 540
presenilin enhancer 2 (PEN-2), 540
presenilins, 540
zebrafish models, 541

amyotrophic lateral sclerosis (ALS) model, 
537–538

elongator protein 3 (ELP3) mutation, 538
mutations in SOD1, 537
TARDBP, and FUS mutations, 538

Huntington’s disease (HD) model, 543–544

brain-derived neurotrophic factor 
(BDNF), 543

hd gene, 543
huntingtin protein (Htt), 543–544

caspase-mediated cleavage, 543
injecting embryos with plasmids, 544
morpholino knockdown, 543
polyQ insertions, 543
toxin-induced, 544
zebrafish models, 543

multiple system atrophy (MSA) model, 
541–543

ApoE allele, 542
glial cytoplasmic inclusions (GCIs), 542
glial nuclear inclusions (GNIs), 542
myelin basic protein (MBP), 542
neuronal nuclear inclusions (NNIs), 542
3-nitropropionic acid (3NP), role of, 542
toxin exposure, 542

Parkinson’s disease (PD) model, 532–537
genetic models, 534–535

DJ-1 mutations, 535
LRRK2 gene, 535
parkin mutations, 534
PARLgene, 534
PINK1, 534
α-syn gene (SNCA), 535
UCH-L1, 535

leucine-rich repeat kinase 2 (LRRK2), 534
toxin-induced models, 536–537
zebrafish models, 533

Olfactory sensory neuron (OSN), 526
Oligodendrocyte induced cell death models, 

975–979
cell type specific expression of diphtheria 

toxin receptor, 977
design for generation of DT-R mouse, 977

demyelination in vertebrate CNS, 975
diphtheria toxin (DT-α) model, 975

cytotoxicity of DT-α, 975
doses of Tamoxifen, 975
loss of oligodendrocytes, 975
MS lesions and, 976
proteolipid protein (PLP), 975
schematic design for generation of DTA 

mouse, 975
diphtheria toxin receptor (DTR) model, 977

advantage, 977
clinical phenotype, injection of DT, 977
design for generation of DT-R 

mouse, 977
for myelin basic protein (MBP), 977
pathology of, 977
potential strength of, 977

induction of oligodendrocyte cell death, 975
cytotoxicity of DT-α, 975
design for generation of DTA mouse, 975
DT-α model and MS, 976
proteolipid protein (PLP), 975
treatment with Tamoxifen, 975

targeted activation of apoptotic 
pathway, 978

control of oligodendrocyte-specific MBP 
promoter, 978

design and function of MBP-iCP 
construct, 978

significance of, 978
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Oligodendrocytes, 968
source of myelin, 968

Oligodeoxynucleotides (ODN), 958
Omentectomy, 235
Open-access worm repositories, 271
Open-field test, 999

exploration, 1147
Open reading frame (ORF), 730
Operant tasks, for testing cognitive 

functioning, in pig, 1004
discrimination learning, 1009–1010
holeboard task, 1004–1006
judgement bias tests (JBTs), 1007
pig gambling task, 1007–1008
practical aspects of training, 1010–1011

automation, 1010
habituation of animals, 1010
type of reinforcer used, 1010
visual discrimination, 1010

ORACLE II trial, 783
Oral automatism, 758
Oral glucose tolerance test, 688
Orexigenic factors, 281
Orexigenic neurons, 281
Orexin (ORX), 284

expression of genes for, 302
ORF. See Open reading frame (ORF) 
Organotypic human skin culture, three-

dimensional, 369
1810030O07Rik genes, 633
Orthologs, 729
Orthomyxoviridae, 870–873
Osmotic stress, 108
Osteopontin (OPN), 426
OTUD4, 662
Ouabain, 1132, 1136
Ovalbumin (OVA), 360
Oxytocin, 603

receptor, 780

P
PacBio, 744
PAI-1. See Plasminogen activator inhibitor-1 

(PAI-1) 
Pain, 30

imprecision in estimates of animal  
pain, 31

incompleteness of, 24, 31
minimization principle, 30
uncertainty regarding minimization, 31

PAM. See Protospacer adjacent motif (PAM) 
PAMP. See Pathogen-associated molecular 

patterns (PAMP) 
Papillary muscles 

rest-potentiation of contraction (CF) of, 188
Papillomaviridae, 879–880

papillomavirus, 879–880
Papio anubis, 773
Papio hamadryas, 628
Papio papio, 875
Parenchyma, 453, 457
PARK2 gene, 681
Parkin (PARK2) mutations, 1112
Parkinson’s disease (PD), 558, 1088, 1109, 1110

animal models, 1089, 1111
associated with, 1088
caused by, 1088, 1110

clinical characteristics of, 1091
clinical stages, 1091
epidemiological background, 1091
in nonhuman primates, symptoms, 1092
in rodents, 1092
symptoms in patients, 1092

clinical syndrome, 1110
definition, 1088
etiopathogenesis of, 1110
genetically modified mouse models, genes 

used, 714
α−synuclein (α−syn) gene, 714
DJ-1 gene, 714
leucine-rich repeat kinase 2 (lrrk2) gene, 714
parkin gene, 714
PTEN-induced kinase 1 (PINK1) gene, 714
ubiquitin carboxy-terminal hydrolase-L1 

(UCH-L1) gene, 714
genetic models, 1111

DJ-1 models, 1112
leucine-rich-repeat-kinase 2 (LRRK2) 

models, 1111
parkin (PARK2) mutations, 1112
PINK1 models, 1112
α−synuclein gene, 1111

molecular pathophysiology, 1092
MPTP-induced common marmoset 

model, 1101
functional imaging in, 1104
general information, 1101
housing and MPTP administration, 1101
immunohistochemical, biochemical 

analysis, 1104
locomotor activity, 1103
overview of PD-related symptoms, 1102
progression of abnormal symptoms, 1102
regimens for, 1102
scoring of severity, 1103

MPTP-induced mice model of, 1095
animal selection, 1095
beam-walking test, 1098
behavioral analysis, 1096
catalepsy bar test, 1097
drug administration, 1096
elevated plus maze, 1098
footprint and stepping test, 1099
functional imaging in mice, 1101
horizontal wire test, 1098
immunohistochemical and biochemical 

evaluations, 1099
open-field test, 1098
pole test, 1097
rota-rod test, 1098
wheel activity test, 1098

neurodegenerative disease, 1110
neurotoxic models, 1112

MPTP, 1112
6-OHDA, 1113
rotenone, 1113

neurotoxins for making models, 1093
6-hydroxydopamine (6-OHDA), 1093
MPTP, 1093
pesticides, 1095

overview of several behavioral tests 
in, 1103

pharmaceutical treatment of, 1088
pharmacological targets in SNpc, 1090

postmortem analyses, 1110
schematic diagrams of neuronal 

circuit, 1089
screen future protective (disease 

modifying) and therapeutic 
substances, 1090

substantia nigra pars compacta (SNpc), 1110
symptoms, 1088
therapeutic agents, schematic 

diagrams, 1090
therapeutic strategy for, 1110

PARK7 knockout piglets, 680
Paroxetine, 991
Partially nephrectomized (NX) rats, 189
Partial nephrectomy, 446, 455, 460
Patched 1 gene (PTCH1), 368
Patent ductus arteriosus (PDA), 814–816

animal models of, 815
chicken models, 816
large mammal models, 815
small mammal models, 816
treatment for, 815

Pathogen-associated molecular patterns 
(PAMP), 774

Pathophysiology, 379
Pattern recognition receptors (PRR), 774
PBC. See Primary biliary cirrhosis (PBC) 
PCD. See Programmed cell death (PCD) 
PDA. See Patent ductus arteriosus (PDA) 
PDGF. See Platelet-derived growth 

factor (PDGF) 
Penicillium marneffei, 775
Pentylenetetrazol, 759
Perindopril, 1096
Periodontitis, 773
Periplakin knockout mice, 361
Peritoneal absorption, 448
Peritoneal fluid, 454
Peritonitis, 454
Peroxisome proliferator activated 

receptor γ, 684
PET. See Positron-electron tomography (PET) 
PFU. See Plaque-forming unit (PFU) 
Phantosmia, 526
Phasic waveforms, 168

left ventricular (LV) pressure, 150
Phencyclidine (PCP), 589
Phenelzine, 991
Phenylethanolamine N-methyltransferase 

(PNMT), 191
Phospholipids, 383
Phosphorylation, 289
Photomicrographs, 452

blood vessels, 453, 457
ovine operated kidneys, 455
smooth muscle fibers, 452, 456
urothelium, 452, 456

Photoreceptor cell death, 123
autophagic cascade, 128
Bcl-2 family proteins, 127
calcium overload and calpain 

activation, 128
caspase activation, 128
caused by MNU, molecular 

mechanisms, 126
DNA adduct formation, 126
PARP activity, 126
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reactive oxygen species production, 128
transcription factors, 127

Photoreceptor cells, autophagy  
in, 124

PHS Policy and the Guide, 12
PHS Policy to NIH-funded animal 

research, 11
Pichinde virus, 876
Pig, as animal model, 1004, 1019. See also 

specific Animal models
assessment and improvement, of pig 

welfare, 1020
behavior 

affiliative, 1021
aggressive, 1021
anticipation, 1022
in general, 1021
nest-building, 1021
stereotypic, 1021

emotions, 1022
enrichment, 1023
fear and anxiety, 1022
handling, 1023
health, 1020
housing/management procedures, 

1022–1023
humane endpoint, 1024
lighting conditions, 1023
necessary resources, for needs, 1020
pain, 1022
refinement/reduction/replacement 

(3Rs), 1024
space allowance, 1023
stress, 1022
testing, 1023

behavior neurological state and, 1004
clinical examination, of nervous system 

components of, 1014
common breeds, 672
discrimination learning, 1009–1010
effects of management practices during 

early life, 1004
on farms, 1004
holeboard task, 1004–1006
judgement bias tests (JBTs), 1007
neurologic tests, 1014
pathological responses, 1015
pig gambling task, 1007–1008
practical aspects of training,  

1010–1011
welfare aspects, 1019

animal welfare, 1019–1020
assessment of welfare, 1020
pig welfare, 1020

Pig Holeboard task, 1004
apparatus to assess spatial discrimination 

learning in pigs, 1005
behavioral tests, 1006
fixed starting positions, 1004
holes used in holeboard setup and active 

choice setup, 1005
low birth weight and normal birth weight 

animals, 1005
methods and results of validation study, 

1006
intrarater reliability results, 1007
kappa coefficient, 1007

Pearson’s correlation, for working 
memory (WM) and reference 
memory (rM), 1007

spatial memory tasks, 1004
Pituitary adenylate cyclase-activating 

polypeptide (PACAP), 1138
PKC. See Protein kinase C (PKC) 
p53 knockout mice, 741
Pkrdc gene, 932
Place conditioning procedure, 560–571

advantages, 563–566
all-or-none effect, 566
brief history, 561–563
cocaine-induced, 567
computer-based event logging software, 

use of, 565
conditioned taste aversion (CTA), 562
custom-made conditioning chambers, 564
ethanol-induced, 565
ethanol-paired compartment, 563
experimental protocol and conditioning 

apparatus, 566–571
conditioning trials, 567
phases, 566
pretest, 566

handmade place conditioning apparatus, 
562, 565

intravenous (I.V.) drug administration, 
use of, 563

via indwelling jugular catheters, 563
IRS2-Akt (protein kinase B) pathway, 566
observational data recorder, 565
place conditioning apparatus, 568
plexiglas sheets, 564
posttest, 567
rodent place conditioning procedure, 

568–571
posttest, 571
pretest session, 568
weigh rodents, 569

saline-paired compartment, 568
subcutaneous (s.c.) drug injections, 

use of, 563
three-compartment apparatus, 564
two- or three-compartment apparatus, 568
Y-shaped apparatus, 568

Plaque-forming unit (PFU), 864
Plasma and cerebrospinal fluid leptin 

concentration profiles, in male 
sheep, 297

Plasmacytoid, 364
Plasma protein, 151
Plasmid microinjection, 917
Plasminogen activator inhibitor-1 (PAI-1), 953
Platelet-activating factor acetylhydrolase 

(PAFAH), 685
Platelet-derived growth factor (PDGF), 

344, 954
Platelet-derived growth factor-β 

(PDGFβ), 679
Platelet endothelial cell adhesion molecule 

(PECAM), 210
Plmonary embolism, 160
p38 mitogen-activated protein kinase 

(MAPK), 953
Pneumocystis carinii, 775
Point mutations, 742

Pole test, 1097
Polydipsia, 609
Polymorphisms, 248
Polyuria, 609
POMC. See Proopiomelanocortin (POMC) 
Porcine biomedical models, 672
Porcine enteric caliciviruses, 855
Porcine in vivo produced embryos, 674
Porcine model arrangement, photograph, 435
Porphyromonas gingivalis, 773
Positional cloning, 735
Positive reinforcement training (PRT), 47
Positron emission tomography (PET), 286, 

609, 679
Posterior subcapsular (PSC) cataract, 104
Postoperative ileus 

murine model of, 826
Postsynaptic density protein (PSD), 1138
Potassium dichromate, 387
Pouf5-IRES-EGFP knockin mouse line, 708
Poxviridae, 880–883

Monkeypox virus, 880–883
PPR. See Pattern recognition receptors (PRR) 
Practical and methodological consequences 

of mandatory group housing, 93
Prader-Willi syndrome, 231
Preanesthetic fasting, 786
Preclinical studies 

animal models, 853
Pregnancy 

hamster models of, 781
outcome, 773

Pregnant sheep, anesthesia of, 785–798
abdominal incision to exteriorization of 

fetal head, 795
alterations in ventilation, 796
analgesia, 793
anesthetic considerations, 786
anesthetic induction drugs for, 791
assessment depth of anesthesia, 790
cardiovascular performance, 790
closure of uterine and abdominal 

incisions, 797
euthanasia, 798
factors affecting 

blood pressure during, 794
heart rate during, 792

hypocalcemia, 785
induction of anesthesia, 786–787
installation of fetal esophageal and tracheal 

ligations, 796
intravenous fluid therapy, 789
introduction to animal facility, 785
isolation of fetal lung and gut, 795
laminitis, 785
maintenance of anesthesia, 787
mechanical ventilation, 789
monitoring anesthesia, 790
planning, 785
positioning, 790
preanesthetic preparation, assessment, 786
pregnancy toxemia, 785
premedicant drugs for, 789
preoperative preparation for aseptic 

surgery, 794
recovery from anesthesia, 793
respiratory performance, 791–792
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Prenatal stress (PS) model 
and altered pregnancy outcomes, 840
dopaminergic function, effect on, 843
in fetal sheep, 846
pregnant sheep as, 845–846
trans and multigenerational rat model, 845

behavior, 845
physiology, 845
postnatal procedures, 845

Preoptic area (POA), 283
Prepulse inhibition, 596
Pressure mats analysis, 1016

in pigs, 1017
experimental setup, for collecting 

pressure mat data, 1019
force-time curves 

load rate, 1017
one footfall with associated kinetic 

parameters, 1017
peak vertical force, 1017
peak vertical pressure, 1017
schematic representation of footfall 

outlines, associated with, 1017
stance duration, 1017
stance percentage, 1017
step duration, 1017
vertical impulse, 1017

use, of asymmetry indices (ASIs), 1017
velocity effect, 1017

Pressure strain (Ep), 168
Preterm birth (PTB), 769

animals in study of, 777–778
components of, 770

pathway to delivery, 770
placental pathology, 770
prelabor fetal conditions, 770
prelabor maternal conditions, 770
signs of initiation of parturition, 770

definition, 769
etiology of, 774
infection-driven inflammation, role in, 774
infection, inflammation and, 771–774

bacteria, 772–773
fungi, 774
viruses, 773

in amniotic fluid samples, 773
risk factor for, 771

Preterm deliveries 
indicated delivery, 770
preterm premature rupture of 

membranes, 770
spontaneous PTB, 770

Preterm infant 
treatment-to-discharge cost, 770

Preterm labor, 777, 781
Primary biliary cirrhosis (PBC), 316

animal models of, 317
Primary ciliary dyskinesia (PCD), 660
Primary sclerosing cholangitis (PSC) 

animal models, 316
Primordial and the spermatogonial stem cell 

(PGC, SSC) system, 636
Programmed cell death (PCD), 361
Progranulin gene (GrN), 1120
Proinflammatory cytokines, 387
Project goals, primacy of, 20

Proliferating cell nuclear antigen (PCNA), 123
Proof of principle (POP), 73
Proopiomelanocortin (POMC), 281
Prophylactic screening, 856
Prophylaxis, 420
Propionibacterium acnes, 361
Proprotein convertase subtilisin/kexin type 9 

(PCSK9), 685
Prostaglandin E2, 472
Prostaglandin synthase enzymes, 776
Protein kinase A (PKA), 763
Protein kinase C (PKC), 911
Protein–protein disulfides (PSSP), 105
Proteins signaling cascade, rupture in 

disease development, role in, 713
Proteolipid protein (PlP), 968
Protospacer, 745
Protospacer adjacent motif (PAM), 708
Psammomys Obesus, 255
Pseudomonas aeruginosa, 776
Psoriasis, 363
PTB. See Preterm birth (PTB) 
PTEN-induced putative kinase 1 (PINK1) 

gene, 1112
Ptgs2 expression, 776
Public Health Service Policy on Humane 

Care and Use of Laboratory Animals 
(PHS Policy), 11

PubMed, 230
Pulmonary embolism, acute, 159
Pulmonary hypertension, 159
Purkinje cells, 682
Pyelograms, 450
Pyridoxine, 423
Pyroptosis, 381
Pyrrolidone carboxylic acid, 362
Pyruvate dehydrogenase complex (PDC), 316

Q
QTL. See Quantitative trait locus (QTL) 
QTLmapping, 228, 230
Quantitative trait locus (QTL), 735
Quinpirole, 1132, 1136

R
rAAV vector. See Recombinant adeno-

associated virus (rAAV) vector 
Rabbit left kidney, cranial view of 

endocast, 460
Raclopride, 606
Radiofrequency, 456
Random enzyme-mediated gene transfer, 675
Rat model of streptozotocin-induced 

diabetes, 179
animal models of chronic renal failure, 183
clinical implications, 182
diabetes and autonomic cardiac 

innervation, 180–182
diabetes and cardiac contractility, 179
effect of insulin on contraction force, 179
heart and renal failure, 183
postrest potentiation of contraction in 

control and diabetic rats, 180
Rats 

median saccharin preference, 570
uremic myocardium, 188

Rattus norvegicus, 653, 777
Rbfox3 gene, 915
Reactive oxygen species (ROS), 1134
Receptor genome, 705
Recombinant activating gene 1 (RAG1) 

knockout mice, 858
Recombinant adeno-associated virus 

(rAAV)-mediated gene 
targeting, 693

Recombinant adeno-associated virus (rAAV) 
vectors, 674, 689

Recombinant DNA based techniques 
genetically modified animals creation, 

704–705
DNA insertion, 705

integration, 705
microinjection, 705

gene construct, 705
Recombinant inbred strains, establishment 

of, 736
Recombinase-mediated cassette exchange 

(RMCE), 679
Redefinition redefinition, 38
Reepithelialization process, 346, 350
Refinement, 84, 85
Regenerative skin 

wound healing, genetic mouse models, 
350–353

fox transcription factor family, 350
foxn1-deficient (nude) mice, 350
FOXO transcription factor 

subfamily, 352
homeobox genes, 352
Hox gene family, 352
non-Hox gene family, 352

ovol transcription factor family, 353
Regional myocardial function, 149
Remote inflammatory activation, 781
Renal calices, 461
Renal failure, 379
Renal pelvis, 457
Renal tumors, 445
Reperfusion-induced myocardial infarction 

prolonged coronary artery occlusion with 
and without, 154

Replication studies, 86
Research project value 

assessing, 35
nature and extent of harms, 35

determining, 32
as justificatory link between, 36
likely limited impact of successful 

experimental results, 37
pain/distress/other harms caused to 

animals, 33
predictability of results and, 36
unpredictability of the impact of research 

results, 37
value of unsuccessful projects, 37

Respiratory syncytial virus (RSV), 868
mortality rates, 869

Resting heart rate, 194
chronotropic responses to atropine and 

metipranolol, 194
Rest-potentiation phenomenon, 187
Restraint stress tests, 1146
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Retinal pigment epithelial (RPE) cells, 118
Retinitis pigmentosa (RP), 118
Retinoblastoma, 728
Retinoic acid inducible gene-I (RIG-I), 775

like receptors (RLR), 774
Retinopathy of prematurity (ROP), 258, 

816–819
animal models of, 817

kitten models, 818
mouse models, 818
rat models, 818
zebrafish models, 819

pathophysiology of, 817
prematurity, 816–819
treatment of, 817
vascularization of human retina, 816

Retroperitoneum, 446
Retroviridae, 877–879

human immunodeficiency virus type 1, 
877–879

Reverse genetics 
ENU-based, in mouse, 742–743

ENU mutant mouse library, 742
high throughput de novo mutation 

discovery, 742
mutagenesis for, 740
testing candidate genes in zebrafish 

models, 657–659
Reverse polymerase chain reaction 

(RT-PCR), 609
Review committees, 21
Rhabdomyolysis, 388
Rhesus macaques, 859, 877
Rhesus papillomavirus (RhPV), 880
Rhodopsin (RHO) gene, 682
RhPV. See Rhesus papillomavirus (RhPV) 
Ribosomal skipping, 676
Ribosylation, 249
Rift Valley fever virus (RVFV), 873
RIG-I. See Retinoic acid inducible gene-I 

(RIG-I) 
Riluzole, 1096
Rimonabant, 268
Risperidone, 604, 991
Rita rita, 346
RLR. See Retinoic acid-inducible gene I 

(RIG-I)-like receptors (RLR) 
RLR family 
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melanoma differentiation-associated gene 5 
(MDA5), 775

retinoic acid inducible gene-I (RIG-I), 775
RNA interference (RNAi), 269, 906
RNF216, 662
Rodent models 
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842–844

reasons for sticking, 75–76
ROSA26 ORF knockin clones, 711
Rota-rod test, 1098
Rotenone, 1113
Rousettus aegyptiacus, 864
Royal society for the prevention of cruelty to 
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Rperfusion, 150

3R—replacement, 84, 86
Rrespiratory support 

endotracheal, 807
noninvasive, 807

RSV. See Respiratory syncytial virus (RSV) 
RT-PCR. See Reverse polymerase chain 

reaction (RT-PCR) 
Ruminal acidosis, 785
RVFV. See Rift Valley fever virus (RVFV) 
Ryanodine type 1 receptor (RyR1), 290

S
Saccharomyces cerevisiae, 906
Salmonella dublin, 474
Salmonella typhimurium, 474
Sarco/endoplasmic reticulum calcium-

dependent ATPases (SERCA), 290
Sarcolipin, 290
Sarcoplasmic reticulum (SR), 290
SARS. See Severe acute respiratory syndrome 

(SARS) 
Schaffer collaterals, 764
Schizophrenia animal model, 1004

cognitive domains impaired, 600
creation, 590–593
DBA/2 mouse, 598
dopamine receptor density, 594
dopamine theory, 594
endophenotypes, 595
excitatory glutamatergic synapses, 589
features modeled, 593–600

clinical time course, 593
hyperdopaminergia, 594
information processing abnormalities, 

595–600
genetic abnormalities, 599–600
habituation, 597–598
latent inhibition, 598
other cognitive deficits, 598–599
P50/N40 gating, 596–597
prepulse inhibition (PPI), 595–596

negative symptoms, 595
positive symptoms, 594
treatment response, 593

gamma aminobutyric acid (GABA) 
neurotransmitter systems, 
role of, 589

maudsley nonreactive rat, 598
motor hyperactivity, 593
mouse models, 601
object recognition task, 605
overview of, 587–590

clinical presentation, 587–588
etiology, 588–589
pathophysiology, 589
treatment, 589–590

chlorpromazine, 589
dopamine-2 (D2) receptors, 589
first generation antipsychotics 

(FGAs), 589
second generation antipsychotics 

(SGAs), 590
serotonin 2A (5-HT2A) receptors, 590

pathophysiological theory, 589
pharmacological tautology, 602
PPI deficiency, 596

prenatal risk factors, 588
probabilistic learning, 605
social interaction test, 595
social isolation rearing, 597
specific animal models, 600–609

brattleboro (BRAT) rat, 607–609
drug effects on, 609
heterozygous, 609

genetic models, 605–607
by genetic engineering, 606
inherent genetic variation, 

based on, 607
neurodevelopmental approach, 604–605

methylazoxymethanol acetate 
model, 605

neonatal ventral hippocampus lesion 
(NVHL) model, 605

social isolation rearing model, 605
pharmacological approaches, 600–604

NMDA receptor antagonists, 603–604
prodopamine drugs administration, 

600–603
three rodent models, comparison of, 591
two-hit developmental model, 588

SCID-BALB/c mice, 882
SCID mice, 859, 877, 958
Scientific and technical merit concept, 33
Scientific expertise, 19
Scientific resources, 23
Scientific value of the project, 33
Scleroderma fibroblasts, 954
Sclerodermatous graft-versus-host disease 

(Scl-GvHD) model, 959
Sclerosis, multiple. See also Central nervous 

system (CNS)
animal model of, 967
aspect of, 971
brain atrophy, 970
comparison of progression of disease, in 

the different types of, 970
complex biology of, 967
diagnosis of, 971
different models of EAE and, 970
engagement of oligodendrocytes in, 970
formation of demyelinating lesion in, 970
initial identification, 970
measurement of axonal conduction, 971
MRI and CSF oligoclonal analyses, 971
neuronal damage in, 970
pathological studies, 971
pathology of, 967
scar formation, 967
viral infections, 974

SCN. See Suprachiasmatic nuclei (SCN) 
SCNT. See Somatic cell nuclear transfer 

(SCNT) 
Scuncus murinus, 628
SDP. See Strain distribution pattern (SDP) 
Semliki Forest complex, 857
Sencar mice, 930
Senior-Loken autosomal recessive 

disease, 118
Septic AKI, 389
SERCA. See Sarco/ endoplasmic reticulum 

calcium-dependent ATPases 
(SERCA) 
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Serine protease inhibitor Kazal-type 5 
(SPINK5), 366

Serotonin, 271
Sertoli cells, 623, 636
Serum creatinine and urea levels of 

sheep, 454
Serum response factor (SRF), 686
Severe acute respiratory syndrome 

(SARS), 861
Severe combined immunodeficiency (SCID) 

mice, 328, 369, 695, 952
Sevoflurane, physicochemical property, 792
Sex and season, interaction between, 298
Sex chromosomal aberrations 

in male mammals, 627–629
39, XXY, 628
XXY karyotype, 627
39, XXY karyotype, 627
61, XXY karyotype, 627
79, XXY/78XY mosaicism, 627
43, XXY/42, XY mosaic karyotype, 628

sGC. See Synthetic glucocorticoids (sGC) 
sgRNA scaffolds, 909
sgRNA web-design tool, 917
Short day photoperiod (SD), 293
Short hairpin RNA (shRNA), 911
SHOX gene, 627
Shroom4 genes, 633
Sibutramine, 268
Signal-regulated kinase 1 (ERK1), 1138
Simian immunodeficiency virus (SIV), 878
Single nucleotide polymorphisms (SNP), 

599, 729
Single-stranded oligodeoxynucleotides 

(ssODN), 911
Single strike phenomenon, 781
Singleton pregnancies, 785
Sin Nombre virus (SNV), 875
Site-specific endonuclease techniques, 

907–910
CRISPR applications, 909–910
CRISPR-Cas9 System, 907–909
ZFNs and TALENs, 907

SIV. See Simian immunodeficiency virus (SIV) 
Skin cancer 

animal models, 367–371
two-stage chemical carcinogenesis, 

DMBA/TPA, 367–368
genetically engineered animal models 

modeling skin cancer with, 368–369
modeling with human cells, 369–370

Skin diseases, 357
Skin fibrosis 

by exogenous injection of growth 
factors, 959

Skin healing 
comparative summary of differences, 

between reparative and regenerative 
mammalian models, 345

in higher vertebrate model organisms, 
348–350

mammals, 348
acomys, 349–350
mammalian fetuses, 348

reptiles, 348

in lower vertebrate model organisms 
amphibians, 347

anura amphibians, Xenopus laevis, 347
urodele amphibians, Ambystomatidae 

Axolotls, 347
fish, 344–346

Skin homeostasis, 343
Skin regeneration, 343

animal models, 343
de novo human, on immunodeficient mice, 

369, 370
mechanisms in animals, categories, 343

epimorphosis, 343
morphallaxis, 343

SLT. See Specific Locus Test (SLT) 
SMA. See Spinal muscular atrophy (SMA) 
Smad signaling, 955, 958
Small sample sizes and reuse of animals, 92
SMN1, 662
Snow Mountain virus, 854
SNP. See Single nucleotide 

polymorphisms (SNP) 
SNV. See Sin Nombre virus (SNV) 
Society for Neuroscience, 12
SOD1 gene, 1117
Sodium-hydrogen exchanger regulator 

factor-1 (NHERF-1), 427
Sodium iothalamate, 388
Sodium oxalate, 421
Soft pediatric catheter, 473
Solithromycin, 783
Somatic cell nuclear transfer (SCNT), 673

derived Bama minipigs, 674
Sonic hedgehog (SHH), 368
Sorbitol dehydrogenase (SDH), 107
Sorex araneus, 628
Sparus auratus, 346
Specific Locus Test (SLT), 733
Specific pathogen free (SPF), 854
Spinal muscular atrophy (SMA), 662, 681
Splash test test, 996
Spontaneously hypertensive rat (SHR), 391

effects of high- or normal-salt diet, 392
Sporadic Alzheimer’s disease. See Late-onset 

Alzheimer’s disease 
Sprague-Dawley rats, 421, 757
Squamous cell carcinoma (SCC), 367
SR. See Sarcoplasmic reticulum (SR) 
SREBP. See Sterol regulatory element-binding 

protein (SREBP) 
SSc. See Systemic sclerosis (SSc) 
SSODN. See Single-stranded 

oligodeoxynucleotides (SSODN) 
ssRNA-Cas ribonucleoprotein complex 

(RNP), 907
Staphylococcus aureus, 360, 776
Stargardt-like macular dystrophy type 3 

(STGD3), 683
State of large animal model development and 

research, 92
STAT1 knockout mice, 877
Steady-state contraction (CF) of papillary 

muscles 
in control (sham) and partially 

nephrectomized rats (NX), 187

Stem cell proliferation, 346
Stenosis-induced ischemia, 150
Sterile surgical 

consumables, 787
equipment, 788

Sternal recumbency, 793
Sterol regulatory element-binding protein 

(SREBP), 271
STGD3. See Stargardt-like macular dystrophy 

type 3 (STGD3) 
Stimulant-induced psychosis, 603
Stimulated Raman scattering, 273
Strain distribution pattern (SDP), 735
Streptococcus agalactiae, 773
Streptococcus pneumoniae, 776, 870
Streptococcus pyogenes, 870, 909
Streptomyces achromogenes, 176
Streptomyces toxytricini, 268
Streptomyces verticillus, 952
Streptomycetes achromogenes, 249
Streptozotocin (STZ), 176, 248, 397
Stress exposure, 1145
Stress-induced epigenetic and metabolic 

changes, 844
Stress research, 840
Stroke-prone SHR (SHRSP), 391
STZ. See Streptozotocin (STZ) 
Substance use disorder (SUD) 

goal boxes, 562
overview, 557–558
reward and reinforcement, 558–559
start box, 562
superstitious behaviors, 560
unconditioned stimulus (US), 560

Subthalamic nuclei (sTN), 1088
Sulfate anion transporter-1 (Sat1), 426
SUM cells, 937
Suprachiasmatic nuclei (SCN), 293, 738
Surgical animal models, 994
Surgically-implanted instrumentations, 167
SV40 T-antigen viral oncogene, 906
Swabian-Hall breed, 690
Sweet food consumption test, 996, 997
Sylvilagus floridanus, 880
Synteny, 729
Synthetic glucocorticoids (sGC), 840
α-Synuclein gene, 1111
Syrian golden hamster, 863, 867, 875
Systemic lupus erythematosus (SLE), 403
Systemic sclerosis (SSc), 951

animal models of, 951
pathogenesis of, 954

Systolic wall thickening, 149
effects of brief left circumflex coronary 

artery occlusion on, 149

T
TAA. See Thioacetamide (TAA) 
Tacrolimus, 384
Tail-suspension tests, 996, 997, 1147
TALEN. See Transcription activator-like 

effector (TALEN) 
Tamm-Horsfall protein (THP), 426
Targeting-induced local lesions in genomes 

(TILLING), 531, 659
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Target of rapamycin (TOR), 271
Taste aversion conditioning 

cocaine-induced, 573
intracerebroventricular (ICV) drug 

administrations, 573
mean water consumption, 575
nalgene tube for fluid access, 570
other advantages, 576

Tatera Brantsii, 875
T-cell receptor (TCR), 320
T-cell receptor a (TCRa) chain knockout 

mice, 475
Tet-Off transactivator (tTA), 675
Tetracycline, 710
Tetrazolium stains (TTC), 156, 157
TGF-β protein, 953
TGF-β signaling, 953, 955, 957, 958, 961
Theiler’s murine encephalomyelitis virus 

(TMeV), 974
Thermal tachypnea, 760
Thermogenesis, 282

as determinant of energy expenditure, 
282–303

brown fat, 282–287
diet-induced, 292–293
mechanism, 283
skeletal muscle, 288–291

humans, 291
rodents, 289

AMP-activated protein kinase, 289
futile calcium cycling, 290

sheep, 290–291
UCP1 knockout models, 285

Thiazolidinediones (TZDs), 684
Thin layer chromatography, 273
Thioacetamide (TAA), 314
Thiobarbituric acid reactive species 

(TBARs), 1134
Three-dimensional (3D) skin raft culture 

system, 371
Thrifty genes, 227
Thrombocytopenia, 858, 875
Thymosin β4, 686
Thyroid-stimulating hormone  

(TSH), 296
action role within hypothalamus, 296

Tibetan miniature pig model, 1117
Tight skin (Tsk) mouse, 957–958

Tsk1 Mouse, 957–958
Tsk2 Mouse, 957–958

TILLING. See Targeting-induced local lesions 
in genomes (TILLING) 

Time to peak of contraction (TTP), 187
Timm-positive puncta, 762
Timothy syndrome (TS), 661
Tissue homeostasis, 364
TLR. See Toll-like receptor (TLR) 
TNBC. See Triple-negative breast 

cancers (TNBC) 
TNBS. See 2,4,6-Trinitrobenzene sulfonic 

acid (TNBS) 
TNF. See Tumor necrosis factor (TNF) 
Togaviridae, 855–858

Chikungunya virus, 857–858
equine encephalitis virus, 855–857

Toll-like receptor (TLR), 468, 772, 824, 954
driven proinflammatory signaling, 774, 781

TOR. See Target of rapamycin (TOR) 
TOTAL trial, 812
Totipotent cell, 709
Toxin models, 979–983

demyelination changing structure and 
cellular composition of lesion 
area, 980

focal toxins, 979
advantages of, 982
anti-galc antibodies, 982
ethidium bromide, 981
lysolecithin, 979

local delivery of gliotoxin lysolethicin, 980
remyelination, by thinly myelinated 

axons, 981
systemic toxins, 982

advantages of, 983
cuprizone, 983

Tramadol, 793
Transcription activator-like effector (TALEN) 

technology, 907
Transcription activator-like effector nucleases 

(TALEN), 673, 706
Transcription factor T-bet, 953
Trans-generational studies, 844
Transgenesis, 705, 906
Transgene technology, 676
Transgenic models, 811

fly models, 1039
large animal models, 92
mouse models, 854, 864, 960

Fra-2 transgenic mouse, 960
kinase-deficient type II TGF-β receptor 

transgenic mouse, 960
TGF-β receptor I transgenic mouse, 960

rat models, Alzheimer’s disease, 1058
rodent models, Alzheimer’s disease, 1053

APP models, 1053
cDNA-based transgenic APP 

models, 1053
crosses with APOE, 1057
examples of, 1055
knock-ins model, 1056
mouse models, 1053

artificial chromosome based 
technology, 1053

development, of sophisticated gene-
targeting technologies, 1053

FAD-associated mutations, 1053
mutations, 1053

presenilin models and crosses, 1056
rat models, 1058
rodent models 

impact of risk factors in, 1059
insulin resistance and hyperglycemia, 

1060
limitations of, 1060–1061
type 2 diabetes mellitus (T2DM), 1059

triple transgenic model (3xTg), 1057
YAC/BAC-based models, 1054

Translational animal models, 74
concept of generalizability, 74

Translational medicine (TM), 73

Translational relevance, 74
Translational research, 73

bidirectional, 75
defined, 73
model’s circular structure, 75
stage(s), 74

Translational value, 74, 75
Transmural necrosis, 469
Transposon-mediated transgenesis, 530
Tranylcypromine, 991
Traumatic brain injury, 91
Tricoepithelioma, 367
TRIF signaling, 775
Triglyceride, 273
Triglyceride accumulation 

lipid droplets, 274–275
2,4,6-Trinitrobenzene sulfonic acid 

(TNBS), 471
Triple-negative breast cancers (TNBC), 937
Triple transgenic model (3xTg), 1057
Troposmia, 526
TSG. See Tumor-suppressor genes (TSG) 
TSH. See Thyroid-stimulating hormone (TSH) 
Tubular necrosis, acute, 388
Tulane virus, 855
Tumor cell administration, site of, 933
Tumor growth rates, 934
Tumorigenesis, 716, 905, 909, 912
Tumor initiating cells, 927
Tumor necrosis factor (TNF), 824, 954

expression, 954
TNFα AND TNFα-converting 

enzymes, 364
Tumor necrosis factor alpha (TNFα), 973
Tumor-suppressor genes (TSG), 905
Tunicamycin, 384

induced acute kidney injury, 385
Type 1 diabetes, 245–252

animal model, choosing, 251
autoimmune, spontaneous models of, 

246–248
BB rat, 247
Komeda diabetes-prone rat, 248
Lew.1AR1-iddm rat, 248
nonobese diabetic mouse, 246–247

chemical induction, 248–250
alloxan, 249
multiple low dose streptozotocin, 250
single high dose STZ, 250
streptozotocin, 249

large animal models, 250–251
chemical ablation of beta cells, 251
pancreatectomy, 250

nonautoimmune diabetes, spontaneous 
models of, 248

Akita mouse, 248
rodent models, characteristics, 246
study endpoints, 251–252

blood glucose concentrations and 
weight, 251

endogenous beta cells, regeneration, 252
immune cell phenotyping and 

autoantibody response, 252
insulitis scoring, 251

virus-induced models, 250
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Type- 2 diabetes (T2D), 221, 245, 252–258
beta cell insufficiencies, induced models, 

256–257
high-fat diet and streptozotocin, 257
neonatal streptozotocin 

administration, 256
pancreas injury models, 256

diet-induced models of obesity and 
diabetes, 254–255

diet-induced obesity in sand rat, 255
ex vivo analysis, 258

function of isolated islets, 258
pancreas histology, 258

high-fat feeding in mice and rats, 254
high-fat high sucrose feeding in mice and 

rats, 254
large animal models, 257
maternal low-protein model in rats, 255
maternal over nutrition in rats, 255
model for research, 257
monogenic models, 252–253

LEPDB/DB mice, 253
LEPOB/OB mice, 252
Zucker fatty rats and Zucker diabetic 

fatty rats, 253
obese models, 252–255
obesity, polygenic models, 253–254

KK and KK-AY mice, 254
NZO mice, 254
OLETF rats, 254
TALLYHO/JNG mice, 254

planned strain development, 255–256
amyloid deposition, models of, 256
Goto-Kakizaki rats, 255
noncNZO10/Ltj mouse, 255
UC Davis Type 2 diabetes mellitus rat, 256
Zucker diabetic Sprague Dawley 

(ZDSD) rat, 256
prenatal diet manipulations, 255
rodent models, characteristics, 253
study, end points, 258

glucose tolerance tests, 258
insulin resistance measurement, 258
serum insulin concentrations, 258

Tyramine, 197, 199
Tyrosine hydroxylase (TH), 190

U
UCD-200 chicken, 960
UCO. See Umbilical cord occlusions (UCO) 
UCP. See Uncoupling protein (UCP) 
Uilateral ureteral obstruction (UUO) 

model, 390
Ulcerative colitis (UC), 315, 467
Umbilical cord occlusions (UCO), 822
Uncoupling protein (UCP), 285
Unfolded protein response (UPR), 381
Uniform conditions in laboratory, 89
UPA. See Urokinase-type plasminogen 

activator (uPA) 
UPR. See Unfolded protein response (UPR) 
Urea and creatinine levels in serum 

samples, 454
Ureaplasma parvum, 772
Ureaplasma spp., 772
Ureaplasma urealyticum, 772

Urea, serum levels, 449
Uremic autonomic neuropathy, 188
Ureterorenoscopy, 446
Urinary extravasation, 460
Urinary stone disease, 419

canine model, 437–438
effect of diet on stone risk, 438
stone risk association with breed, 437
stones, types, 437

feline model, 439
stone risk association with breed, 439
types of stones, 439

fly model, 428–433
anatomic/physiologic comparison 

between fly and humans, 429–430
diet-induced model, 430

hyperoxaluria, 430
genetic models, 430

hyperoxaluria, 431
xanthinuria, 431

limitations, 433
stone composition, 431

mouse model, 425–428
anatomic/physiologic/genomic 

comparison between mice and 
humans, 425

histology/pathology/stone 
composition, 427

hyperoxaluria, 425–426
exogenous induction, 425
genetic modification, 426
metabolic syndrome, 426

limitations, 428
transporter knockout model, 426–427

cystine transporter, 427
Na-phosphate transporter, 427
oxalate transporter, 426

other animal models, 436
porcine model, 434–436

anatomic/physiologic comparison 
between pigs and humans, 434

histology/pathology/stone 
composition, 435

induction of hyperoxaluria, 434
limitations, 436
treatment simulation in porcine 

model, 435
rat model, 420–424

anatomic/physiologic comparison, 
between rat and humans, 420

hypercalciuria, 421
applicability, 421
cross-breeding model, 421
supersaturation, 421

hyperoxaluria, 421
exogenous induction, 421–423
gastric bypass surgery, 424
intestinal resection, 424

limitations, 424
predominant stone type, 424

Urinary supersaturation, 421
Urinomas, 447, 449, 454
Urocanic acid, 362
Urokinase-type plasminogen activator (uPA), 

328, 955
Urolithiasis, 420

US department of Agriculture (USDA), 13
animal and plant health inspection service 

(APHIS), 17
Utero inflammation, 778

V
Vagal nerve stimulation, 825
Valproate, 991
Valproic acid (VPA), 134
Vascular cell adhesion molecule (VCAM), 210
Vascular intrarenal anatomy, 446
Vasculitis, 856
Vasculogenesis, 951
Vasopressin-2 (V2) receptors, 607
V1b knockout mice, 608
VEEV. See Venezuelan equine encephalitis 

virus (VEEV) 
Venezuelan equine encephalitis virus 

(VEEV), 855
vaccine, 856

Ventilator-induced lung injury (VILI), 806, 813
Ventral pallidum, 1134
Ventricular hypertrophy, left, 159, 163

aortic banding, 159
in nonhuman primates, 159

Vertebrate skin regeneration, 343
VILI. See Ventilator-induced lung 

injury (VILI) 
Viral shedding, duration, 855
Viremia, 855, 857, 860, 874
Virus-like particle (VLP)-based vaccine, 855
Visceral adhesions, 454
Visual impairment, 118
Vitamin A, 118
Voluntary food intake (VFI), changes, 295
von Willebrand factor (VWF) gene, 686

deficiencies, 674

W
Waist-to-hip ratio (WHR), 267
WAT. See White adipose tissue (WAT) 
WEEV. See Western equine encephalitis virus 

(WEEV) 
Well-being, 39

as absence of pain or distress, 40
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