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Preface

When I first started studying proteins as an undergrad-
uate I encountered for the first time complex areas of
biochemistry arising from the pioneering work of Paul-
ing, Sumner, Kendrew, Perutz, Anfinsen, together with
other scientific ‘giants’ too numerous to describe at
length in this text. The area seemed complete. How
wrong I was and how wrong an undergraduate’s per-
ception can be! The last 30 years have seen an explo-
sion in the area of protein biochemistry so that my 1975
edition of Biochemistry by Albert Lehninger remains,
perhaps, of historical interest only. The greatest change
has occurred through the development of molecular
biology where fragments of DNA are manipulated in
ways previously unimagined. This has enabled DNA
to be sequenced, cloned, manipulated and expressed
in many different cells. As a result areas of recom-
binant DNA technology and protein engineering have
evolved rapidly to become specialist disciplines in their
own right. Almost any protein whose primary sequence
is known can be produced in large quantity via the
expression of cloned or synthetic genes in recombinant
host cells. Not only is the method allowing scien-
tists to study some proteins for the first time but the
increased amount of protein derived from recombinant
DNA technology is also allowing the application of
new and continually advancing structural techniques.
In this area X-ray crystallography has remained at the
forefront for over 40 years as a method of determin-
ing protein structure but it is now joined by nuclear
magnetic resonance (NMR) spectroscopy and more
recently by cryoelectron microscopy whilst other meth-
ods such as circular dichroism, infrared and Raman
spectroscopy, electron spin resonance spectroscopy,
mass spectrometry and fluorescence provide more lim-
ited, yet often vital and complementary, structural data.
In many instances these methods have become estab-
lished techniques only in the last 20 years and are

consequently absent in many of those familiar text-
books occupying the shelves of university libraries.

An even greater impact on biochemistry has
occurred with the rapid development of cost-effective,
powerful, desktop computers with performance equiv-
alent to the previous generation of supercomput-
ers. Many experimental techniques relied on the co-
development of computer hardware but software has
also played a vital role in protein biochemistry. We
can now search databases comparing proteins at the
level of DNA or amino acid sequences, building up
patterns of homology and relationships that provide
insight into origin and possible function. In addition
we use computers routinely to calculate properties such
as isoelectric point, number of hydrophobic residues or
secondary structure – something that would have been
extraordinarily tedious, time consuming and problem-
atic 20 years ago. Computers have revolutionized all
aspects of protein biochemistry and there is little doubt
that their influence will continue to increase in the
forthcoming decades. The new area of bioinformatics
reflects these advances in computing.

In my attempt to construct an introductory yet exten-
sive text on proteins I have, of necessity, been circum-
spect in my description of the subject area. I have often
relied on qualitative rather than quantitative descrip-
tions and I have attempted to minimise the introduc-
tion of unwieldy equations or formulae. This does
not reflect my own interests in physical biochemistry
because my research, I hope, was often quantitative.
In some cases particularly the chapters on enzymes
and physical methods the introduction of equations is
unavoidable but also necessary to an initial descrip-
tion of the content of these chapters. I would be failing
in my duty as an educator if I omitted some of these
equations and I hope students will keep going at these
‘difficult’ points or failing that just omit them entirely
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on first reading this book. However, in general I wish
to introduce students to proteins by describing princi-
ples governing their structure and function and to avoid
over-complication in this presentation through rigorous
and quantitative treatment. This book is firmly intended
to be a broad introductory text suitable for undergrad-
uate and postgraduate study, perhaps after an initial
exposure to the subject of protein biochemistry, whilst
at the same time introducing specialist areas prior to
future advanced study. I hope the following chapters
will help to direct students to the amazing beauty and
complexity of protein systems.

Target audience
The present text should be suitable for all introductory
modes of biochemistry, molecular biology, chemistry,
medicine and dentistry. In the UK this generally means
the book is suitable for all undergraduates between
years 1 and 3 and this book has stemmed from lectures
given as parts of biochemistry courses to students of
biochemistry, chemistry, medicine and dentistry in all
3 years. Where possible each chapter is structured
to increase progressively in complexity. For purely
introductory courses as would occur in years 1 or 2
it is sufficient to read only the first parts, or selected
sections, of each chapter. More advanced courses may
require thorough reading of each chapter together with
consultation of the bibliography and secondly the list
of references given at the end of the book.

The world wide web
In the last ten years the world wide web (WWW)
has transformed information available to students. It
provides a new and useful medium with which to
deliver lecture notes and an exciting and new teach-
ing resource for all. Consequently within this book
URLs direct students to learning resources and a list
of important addresses is included in the appendix.
In an effort to exploit the power of the internet
this book is associated with ‘web-based’ tutorials,
problems and content and is accessed from the following
URL http://www.wiley.com/go/whitfordproteins. These
‘pages’ are continually updated and point the interested
reader towards new areas as they emerge. The Bibli-
ography points interested readers towards further study

material suitable for a first introduction to a subject
whilst the list of references provides original sources
for many areas covered in each of the twelve chapters.

For the problems included at the end of each chapter
there are approximately 10 questions that aim to build
on the subject matter discussed in the preceding text.
Often the questions will increase in difficulty although
this is not always the case. In this book I have limited
the bibliography to broad reviews or accessible journal
papers and I have deliberately restricted the number of
‘high-powered’ (difficult!) articles since I believe this
organization is of greater use to students studying these
subjects for the first time. To aid the learning process
the web edition has multiple-choice questions for use
as a formative assessment exercise. I should certainly
like to hear of all mistakes or omissions encountered
in this text and my hope is that educators and students
will let me know via the e-mail address at the end of
this section of any required corrections or additions.

Proteins are three-dimensional (3D) objects that are
inadequately represented on book pages. Consequently
many proteins are best viewed as molecular images
using freely available software. Here, real-time manip-
ulation of coordinate files is possible and will prove
helpful to understanding aspects of structure and func-
tion. The importance of viewing, manipulating and
even changing the representation of proteins to com-
prehending structure and function cannot be underesti-
mated. Experience has suggested that the use of com-
puters in this area can have a dramatic effect on stu-
dent’s understanding of protein structures. The ability
to visualize in 3D conveys so much information – far
more than any simple 2D picture in this book could
ever hope to portray. Alongside many figures I have
written the Protein DataBank files (e.g. PDB: 1HKO)
used to produce diagrams. These files can be obtained
from databases at several permanent sites based around
the world such as http://www.rscb.org/pdb or one of
the many ‘mirrors’ that exist (for example, in the
UK this data is found at http://pdb.ccdc.cam.ac.uk).
For students with Internet access each PDB file can
be retrieved and manipulated independently to pro-
duce comparable images to those shown in the text.
To explore these macromolecular images with reason-
able efficiency does not require the latest ‘all-powerful’
desktop computer. A computer with a Pentium III (or
later) based processor, a clock speed of 200 MHz or
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greater, 32–64 MB RAM, hard disks of 10 GB, a
graphics video card with at least 8 MB memory and
a connection to the internet are sufficient to view and
store a significant number of files together with rep-
resentative images. Of course things are easier with a
computer with a surfeit of memory (>256 MB) and
a high ‘clock’ speed (>2 GHz) but it is not obliga-
tory to see ‘on-line’ content or to manipulate molecular
images. This book was started on a 700 MHz Pentium
III based processor equipped with 256 MB RAM and
16 MB graphics card.

Organization of this book
This book will address the structure and function of
proteins in 12 subsequent chapters each with a defini-
tive theme. After an initial chapter describing why one
would wish to study proteins and a brief historical
background the second chapter deals with the ‘building
blocks’ of proteins, namely the amino acids together
with their respective chemical and physical proper-
ties. No attempt is made at any point to describe the
metabolism connected with these amino acids and the
reader should consult general textbooks for descriptions
of the synthesis and degradation of amino acids. This
is a major area in its own right and would have length-
ened the present book too much. However, I would
like to think that students will not avoid these areas
because they remain an equally important subject that
should be covered at some point within the under-
graduate curriculum. Chapter 3 covers the assembly
of amino acids into polypeptide chains and levels of
organizational structure found within proteins. Almost
all detailed knowledge of protein structure and func-
tion has arisen through studies of globular proteins but
the presence of fibrous proteins with different struc-
tures and functional properties necessitated a separate
chapter devoted to this area (Chapter 4). Within this
class the best understood structures are those belonging
to the collagen class of proteins, the keratins and the
extended β sheet structures such as silk fibroin. The
division between globular proteins and fibrous proteins
was made at a time when the only properties one could
compare readily were a protein’s amino acid compo-
sition and hydrodynamic radius. It is now apparent
that other proteins exist with properties intermediate
between globular and fibrous proteins that do not lend

themselves to simple classification. However, the ‘old’
schemes of identification retain their value and serve
to emphasize differences in proteins.

Membrane proteins represent a third group with
different composition and properties. Most of these
proteins are poorly understood, but there have been
spectacular successes from the initial low-resolution
structure of bacteriorhodopsin to the highly defined
structure of bacterial photosynthetic reaction centres.
These advances paved the way towards structural
studies of G proteins and G-protein coupled receptors,
the respiratory complexes from aerobic bacteria and the
structure of ATP synthetases.

Chapter 6 focuses both on experimental and com-
putational methods of comparing proteins where in
silico methods have become increasingly important as
a vital tool to assist with modern protein biochemistry.
Chapter 7 focuses on enzymes and by discussing basic
reaction rate theories and kinetics the chapter leads to
a discussion of enzyme-catalysed reactions. Enzymes
catalyse reactions through a variety of mechanisms
including acid–base catalysis, nucleophilic driven
chemistry and transition state stabilization. These and
other mechanisms are described along with the princi-
ples of regulation, active site chemistry and binding.

The involvement of proteins in the cell cycle,
transcription, translation, sorting and degradation of
proteins is described in Chapter 8. In 50 years we
have progressed from elucidating the structure of
DNA to uncovering how this information is converted
into proteins. The chapter is based around the struc-
ture of two macromolecular systems: the ribosome
devoted towards accurate and efficient synthesis and
the proteasome designed to catalyse specific proteoly-
sis. Chapter 9 deals with the methods of protein purifi-
cation. Very often, biochemistry textbooks describe
techniques without placing the technique in the correct
context. As a result, in Chapter 9 I have attempted to
describe equipment as well as techniques so that stu-
dents may obtain a proper impression of this area.

Structural methods determine the topology or fold
of proteins. With an elucidation of structure at atomic
levels of resolution comes an understanding of bio-
logical function. Chapter 10 addresses this area by
describing different techniques. X-ray crystallography
remains at the forefront of research with new variations
of the basic principle allowing faster determination of
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structure at improved resolution. NMR methods yield
structures of comparable resolution to crystallography
for small soluble proteins. In ideal situations these
methods provide complete structural determination of
all heavy atoms but they are complemented by other
spectroscopic methods such as absorbance and fluores-
cence methods, mass spectrometry and infrared spec-
troscopy. These techniques provide important ancillary
information on tertiary structure such as the helical con-
tent of the protein, the proportion and environment of
aromatic residues within a protein as well as secondary
structure content.

Chapter 11 describes protein folding and stabil-
ity – a subject that has generated intense research inter-
est with the recognition that disease states arise from
aberrant folding or stability. The mechanism of protein
folding is illustrated by in vitro and in vivo studies.
Whilst the broad concepts underlying protein fold-
ing were deduced from studies of ‘model’ proteins
such as ribonuclease, analysis of cell folding path-
ways has highlighted specialised proteins, chaperones,
with a critical function to the overall process. The
GroES–GroEL complex is discussed to highlight the
integrated process of synthesis and folding in vivo.

The final chapter builds on the preceding 11 chapters
using a restricted set of well-studied proteins (case
studies) with significant impact on molecular medicine.
These proteins include haemoglobin, viral proteins,
p53, prions and α1-antitrypsin. Although still a young
subject area this branch of protein science will expand
in the next few years and will rely on the techniques,
knowledge and principles elucidated in Chapters 1–11.
The examples emphasize the impact of protein science
and molecular medicine on the quality of human life.
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1
An Introduction to protein structure

and function

Biochemistry has exploded as a major scientific
endeavour over the last one hundred years to rival pre-
viously established disciplines such as chemistry and
physics. This occurred with the recognition that living
systems are based on the familiar elements of organic
chemistry (carbon, oxygen, nitrogen and hydrogen)
together with the occasional involvement of inorganic
chemistry and elements such as iron, copper, sodium,
potassium and magnesium. More importantly the laws
of physics including those concerning thermodynam-
ics, electricity and quantum physics are applicable to
biochemical systems and no ‘vital’ force distinguishes
living from non-living systems. As a result the laws
of chemistry and physics are successfully applied to
biochemistry and ideas from physics and chemistry
have found widespread application, frequently revolu-
tionizing our understanding of complex systems such
as cells.

This book focuses on one major component of all
living systems – the proteins. Proteins are found in
all living systems ranging from bacteria and viruses
through the unicellular and simple eukaryotes to
vertebrates and higher mammals such as humans.
Proteins make up over 50 percent of the dry weight
of cells and are present in greater amounts than
any other biomolecule. Proteins are unique amongst
the macromolecules in underpinning every reaction

occurring in biological systems. It goes without saying
that one should not ignore the other components of
living systems since they have indispensable roles, but
in this text we will consider only proteins.

A brief and very selective historical
perspective

With the vast accumulation of knowledge about pro-
teins over the last 50 years it is perhaps surprising to
discover that the term protein was introduced nearly
170 years ago. One early description was by Gerhardus
Johannes Mulder in 1839 where his studies on the com-
position of animal substances, chiefly fibrin, albumin
and gelatin, showed the presence of carbon, hydro-
gen, oxygen and nitrogen. In addition he recognized
that sulfur and phosphorus were present sometimes in
‘animal substances’ that contained large numbers of
atoms. In other words, he established that these ‘sub-
stances’ were macromolecules. Mulder communicated
his results to Jöns Jakob Berzelius and it is suggested
the term protein arose from this interaction where the
origin of the word protein has been variously ascribed
to derivation from the Latin word primarius or from
the Greek god Proteus. The definition of proteins was
timely since in 1828 Friedrich Wöhler had shown that

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd



 

2 AN INTRODUCTION TO PROTEIN STRUCTURE AND FUNCTION

(NH4)OCN C

O

H2N NH2

Figure 1.1 The decomposition of ammonium cyanate
yields urea

heating ammonium cyanate resulted in isomerism and
the formation of urea (Figure 1.1). Organic compounds
characteristic of living systems, such as urea, could
be derived from simple inorganic chemicals. For many
historians this marks the beginning of biochemistry and
it is appropriate that the discovery of proteins occurred
at the same period.

The development of biochemistry and the study of
proteins was assisted by analysis of their composition
and structure by Heinrich Hlasiwetz and Josef Haber-
mann around 1873 and the recognition that proteins
were made up of smaller units called amino acids.
They established that hydrolysis of casein with strong
acids or alkali yielded glutamic acid, aspartic acid,
leucine, tyrosine and ammonia whilst the hydrolysis
of other proteins yielded a different group of products.
Importantly their work suggested that the properties of
proteins depended uniquely on the constituent parts – a
theme that is equally relevant today in modern bio-
chemical study.

Another landmark in the study of proteins occurred
in 1902 with Franz Hofmeister establishing the con-
stituent atoms of the peptide bond with the polypep-
tide backbone derived from the condensation of free
amino acids. Five years earlier Eduard Buchner rev-
olutionized views of protein function by demonstrat-
ing that yeast cell extracts catalysed fermentation of
sugar into ethanol and carbon dioxide. Previously it
was believed that only living systems performed this
catalytic function. Emil Fischer further studied biolog-
ical catalysis and proposed that components of yeast,
which he called enzymes, combined with sugar to pro-
duce an intermediate compound. With the realization
that cells were full of enzymes 100 years of research
has developed and refined these discoveries. Further
landmarks in the study of proteins could include Sum-
ner’s crystallization of the first enzyme (urease) in
1926 and Pauling’s description of the geometry of the

peptide bond; however, extensive discussion of these
advances and many other important discoveries in pro-
tein biochemistry are best left to history of science
textbooks.

A brief look at the award of the Nobel Prizes
for Chemistry, Physiology and Medicine since 1900
highlighted in Table 1.1 reveals the involvement of
many diverse areas of science in protein biochemistry.
At first glance it is not obvious why William and
Lawrence Bragg’s discovery of the diffraction of
X-rays by sodium chloride crystals is relevant, but
diffraction by protein crystals is the main route towards
biological structure determination. Their discovery was
the first step in the development of this technique.
Discoveries in chemistry and physics have been
implemented rapidly in the study of proteins. By 1958
Max Perutz and John Kendrew had determined the first
protein structure and this was soon followed by the
larger, multiple subunit, structure of haemoglobin and
the first enzyme, lysozyme. This remarkable advance
in knowledge extended from initial understanding of
the atomic composition of proteins around 1900 to
the determination of the three-dimensional structure of
proteins in the 1960s and represents a major chapter
of modern biochemistry. However, advances have
continued with new areas of molecular biology proving
equally important to understanding protein structure
and function.

Life may be defined as the ordered interaction
of proteins and all forms of life from viruses to
complex, specialized, mammalian cells are based on
proteins made up of the same building blocks or
amino acids. Proteins found in simple unicellular
organisms such as bacteria are identical in structure
and function to those found in human cells illustrating
the evolutionary lineage from simple to complex
organisms.

Molecular biology starts with the dramatic eluci-
dation of the structure of the DNA double helix by
James Watson, Francis Crick, Rosalind Franklin and
Maurice Wilkins in 1953. Today, details of DNA repli-
cation, transcription into RNA and the synthesis of pro-
teins (translation) are extensive. This has established
an enormous body of knowledge representing a whole
new subject area. All cells encode the information con-
tent of proteins within genes, or more accurately the
order of bases along the DNA strand, yet it is the
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Table 1.1 Selected landmarks in the study of protein structure and function from 1900–2002 as seen by the award
of the Nobel Prize for Chemistry, Physiology or Medicine

Date Discoverer + Discovery

1901 Wilhelm Conrad Röntgen ‘in recognition of the . . . discovery of the remarkable rays subsequently
named after him’

1907 Eduard Buchner ‘cell-free fermentation’

1914 Max von Laue ‘for his discovery of the diffraction of X-rays by crystals’

1915 William Henry Bragg and William Lawrence Bragg ‘for their services in the analysis of crystal
structure by . . . X-rays’

1923 Frederick Grant Banting and John James Richard Macleod ‘for the discovery of insulin’

1930 Karl Landsteiner ‘for his discovery of human blood groups’

1946 James Batcheller Sumner ‘for his discovery that enzymes can be crystallized’.

John Howard Northrop and Wendell Meredith Stanley ‘for their preparation of enzymes and virus
proteins in a pure form’

1948 Arne Wilhelm Kaurin Tiselius ‘for his research on electrophoresis and adsorption analysis, especially
for his discoveries concerning the complex nature of the serum proteins’

1952 Archer John Porter Martin and Richard Laurence Millington Synge ‘for their invention of partition
chromatography’

1952 Felix Bloch and Edward Mills Purcell ‘for their development of new methods for nuclear magnetic
precision measurements and discoveries in connection therewith’

1954 Linus Carl Pauling ‘for his research into the nature of the chemical bond and . . . to the elucidation of
. . . complex substances’

1958 Frederick Sanger ‘for his work on the structure of proteins, especially that of insulin’

1959 Severo Ochoa and Arthur Kornberg ‘for their discovery of the mechanisms in the biological synthesis
of ribonucleic acid and deoxyribonucleic acid’

1962 Max Ferdinand Perutz and John Cowdery Kendrew ‘for their studies of the structures of globular
proteins’

1962 Francis Harry Compton Crick, James Dewey Watson and Maurice Hugh Frederick Wilkins ‘for their
discoveries concerning the molecular structure of nucleic acids and its significance for information
transfer in living material’

1964 Dorothy Crowfoot Hodgkin ‘for her determinations by X-ray techniques of the structures of important
biochemical substances’

1965 François Jacob, André Lwoff and Jacques Monod ‘for discoveries concerning genetic control of
enzyme and virus synthesis’

1968 Robert W. Holley, Har Gobind Khorana and Marshall W. Nirenberg ‘for . . . the genetic code and its
function in protein synthesis’

1969 Max Delbrück, Alfred D. Hershey and Salvador E. Luria ‘for their discoveries concerning the
replication mechanism and the genetic structure of viruses’

(continued overleaf )
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Table 1.1 (continued)

Date Discoverer + Discovery

1972 Christian B. Anfinsen ‘for his work on ribonuclease, especially concerning the connection between
the amino acid sequence and the biologically active conformation’ Stanford Moore and William H.
Stein ‘for their contribution to the understanding of the connection between chemical structure and
catalytic activity of . . . ribonuclease molecule’

1972 Gerald M. Edelman and Rodney R. Porter ‘for their discoveries concerning the chemical structure of
antibodies’

1975 John Warcup Cornforth ‘for his work on the stereochemistry of enzyme-catalyzed reactions’. Vladimir
Prelog ‘for his research into the stereochemistry of organic molecules and reactions’

1975 David Baltimore, Renato Dulbecco and Howard Martin Temin ‘for their discoveries concerning the
interaction between tumour viruses and the genetic material of the cell’

1978 Werner Arber, Daniel Nathans and Hamilton O. Smith ‘for the discovery of restriction enzymes and
their application to problems of molecular genetics’

1980 Paul Berg ‘for his fundamental studies of the biochemistry of nucleic acids, with particular regard to
recombinant-DNA’ Walter Gilbert and Frederick Sanger ‘for their contributions concerning the
determination of base sequences in nucleic acids’

1982 Aaron Klug ‘development of crystallographic electron microscopy and structural elucidation of
nucleic acid–protein complexes’

1984 Robert Bruce Merrifield ‘for his development of methodology for chemical synthesis on a solid
matrix’

1984 Niels K. Jerne, Georges J.F. Köhler and César Milstein ‘for theories concerning the specificity in
development and control of the immune system and the discovery of the principle for production of
monoclonal antibodies’

1988 Johann Deisenhofer, Robert Huber and Hartmut Michel ‘for the determination of the structure of a
photosynthetic reaction centre’

1989 J. Michael Bishop and Harold E. Varmus ‘for their discovery of the cellular origin of retroviral
oncogenes’

1991 Richard R. Ernst ‘for . . . the methodology of high resolution nuclear magnetic resonance
spectroscopy’

1992 Edmond H. Fischer and Edwin G. Krebs ‘for their discoveries concerning reversible protein
phosphorylation as a biological regulatory mechanism’

1993 Kary B. Mullis ‘for his invention of the polymerase chain reaction (PCR) method’ and Michael Smith
‘for his fundamental contributions to the establishment of oligonucleotide-based, site-directed
mutagenesis’

1994 Alfred G. Gilman and Martin Rodbell ‘for their discovery of G-proteins and the role of these proteins
in signal transduction’
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Table 1.1 (continued)

Date Discoverer + Discovery

1997 Paul D. Boyer and John E. Walker ‘for their elucidation of the enzymatic mechanism underlying the
synthesis of adenosine triphosphate (ATP)’. Jens C. Skou ‘for the first discovery of an
ion-transporting enzyme, Na+, K+-ATPase’

1997 Stanley B. Prusiner ‘for his discovery of prions – a new biological principle of infection’

1999 Günter Blobel ‘for the discovery that proteins have intrinsic signals that govern their transport and
localization in the cell’

2000 Arvid Carlsson, Paul Greengard and Eric R Kandel ‘signal transduction in the nervous system’

2001 Paul Nurse, Tim Hunt and Leland Hartwill ‘for discoveries of key regulators of the cell cycle’

2002 Kurt Wuthrich, ‘for development of NMR spectroscopy as a method of determining biological
macromolecules structure in solution.’ John B. Fenn and Koichi Tanaka ‘for their development of
soft desorption ionization methods for mass spectrometric analyses of biological macromolecules’.
Sydney Brenner, H. Robert Horvitz and John E. Sulston ‘for their discoveries concerning genetic
regulation of organ development and programmed cell death’

conversion of this information or expression into pro-
teins that represents the tangible evidence of a living
system or life.

DNA −→ RNA −→ protein

Cells divide, synthesize new products, secrete unwanted
products, generate chemical energy to sustain these pro-
cesses via specific chemical reactions, and in all of
these examples the common theme is the mediation
of proteins.

In 1944 the physicist Erwin Schrödinger posed the
question ‘What is Life?’ in an attempt to understand the
physical properties of a living cell. Schrödinger sug-
gested that living systems obeyed all laws of physics
and should not be viewed as exceptional but instead
reflected the statistical nature of these laws. More
importantly, living systems are amenable to study using
many of the techniques familiar to chemistry and
physics. The last 50 years of biochemistry have demon-
strated this hypothesis emphatically with tools devel-
oped by physicists and chemists rapidly employed in
biological studies. A casual perusal of Table 1.1 shows
how quickly methodologies progress from discovery to
application.

The biological diversity of proteins

Proteins have diverse biological functions ranging from
DNA replication, forming cytoskeletal structures, trans-
porting oxygen around the bodies of multicellular
organisms to converting one molecule into another.
The types of functional properties are almost end-
less and are continually being increased as we learn
more about proteins. Some important biological func-
tions are outlined in Table 1.2 but it is to be expected
that this rudimentary list of properties will expand
each year as new proteins are characterized. A for-
mal demarcation of proteins into one class should not
be pursued too far since proteins can have multiple
roles or functions; many proteins do not lend them-
selves easily to classification schemes. However, for
all chemical reactions occurring in cells a protein is
involved intimately in the biological process. These
proteins are united through their composition based on
the same group of 20 amino acids. Although all pro-
teins are composed of the same group of 20 amino
acids they differ in their composition – some contain
a surfeit of one amino acid whilst others may lack
one or two members of the group of 20 entirely.
It was realized early in the study of proteins that



 

6 AN INTRODUCTION TO PROTEIN STRUCTURE AND FUNCTION

Table 1.2 A selective list of some functional roles for proteins within cells

Function Examples

Enzymes or catalytic proteins Trypsin, DNA polymerases and ligases,
Contractile proteins Actin, myosin, tubulin, dynein,
Structural or cytoskeletal proteins Tropocollagen, keratin,
Transport proteins Haemoglobin, myoglobin, serum albumin, ceruloplasmin,

transthyretin
Effector proteins Insulin, epidermal growth factor, thyroid stimulating hormone,
Defence proteins Ricin, immunoglobulins, venoms and toxins, thrombin,
Electron transfer proteins Cytochrome oxidase, bacterial photosynthetic reaction centre,

plastocyanin, ferredoxin
Receptors CD4, acetycholine receptor,
Repressor proteins Jun, Fos, Cro,
Chaperones (accessory folding proteins) GroEL, DnaK
Storage proteins Ferritin, gliadin,

variation in size and complexity is common and the
molecular weight and number of subunits (polypep-
tide chains) show tremendous diversity. There is no
correlation between size and number of polypeptide
chains. For example, insulin has a relative molecu-
lar mass of 5700 and contains two polypeptide chains,
haemoglobin has a mass of approximately 65 000 and
contains four polypeptide chains, and hexokinase is
a single polypeptide chain with an overall mass of
∼100 000 (see Table 1.3).

The molecular weight is more properly referred to
as the relative molecular mass (symbol Mr). This is
defined as the mass of a molecule relative to 1/12th
the mass of the carbon (12C) isotope. The mass of
this isotope is defined as exactly 12 atomic mass
units. Consequently the term molecular weight or
relative molecular mass is a dimensionless quantity
and should not possess any units. Frequently in this
and many other textbooks the unit Dalton (equivalent
to 1 atomic mass unit, i.e. 1 Dalton = 1 amu) is used
and proteins are described with molecular weights of
5.5 kDa (5500 Daltons). More accurately, this is the
absolute molecular weight representing the mass in
grams of 1 mole of protein. For most purposes this
becomes of little relevance and the term ‘molecular

Table 1.3 The molecular masses of proteins together
with the number of subunits. The term ‘subunit’ is
synonymous with the number of polypeptide chains
and is used interchangeably

Protein Molecular
mass

Subunits

Insulin 5700 2
Haemoglobin 64 500 4
Tropocollagen 285 000 3
Subtilisin 27 500 1
Ribonuclease 12 600 1
Aspartate

transcarbamoylase
310 000 12

Bacteriorhodopsin 26 800 1
Hexokinase 102 000 1

weight’ is used freely in protein biochemistry and in
this book.

Proteins are joined covalently and non-covalently
with other biomolecules including lipids, carbohydrates,
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nucleic acids, phosphate groups, flavins, heme groups
and metal ions. Components such as hemes or metal
ions are often called prosthetic groups. Complexes
formed between lipids and proteins are lipoproteins,
those with carbohydrates are called glycoproteins,
whilst complexes with metal ions lead to metallo-
proteins, and so on. The complexes formed between
metal ions and proteins increases the involvement of
elements of the periodic table beyond that expected
of typical organic molecules (namely carbon, hydro-
gen, nitrogen and oxygen). Inspection of the periodic
table (Figure 1.2) shows that at least 20 elements have
been implicated directly in the structure and function
of proteins (Table 1.4). Surprisingly elements such as
aluminium and silicon that are very abundant in the
Earth’s crust (8.1 and 25.7 percent by weight, respec-
tively) do not occur in high concentration within cells.
Aluminium is rarely, if ever, found as part of proteins

whilst the role of silicon is confined to biomineralization
where it is the core component of shells. The involve-
ment of carbon, hydrogen, oxygen, nitrogen, phospho-
rus and sulfur is clear although the role of other ele-
ments, particularly transition metals, has been difficult
to establish. Where transition metals occur in proteins
there is frequently only one metal atom per mole of pro-
tein and led in the past to a failure to detect metal. Other
elements have an inferred involvement from growth
studies showing that depletion from the diet leads to
an inhibition of normal cellular function. For metallo-
proteins the absence of the metal can lead to a loss of
structure and function.

Metals such as Mo, Co and Fe are often found
associated with organic co-factors such as pterin,
flavins, cobalamin and porphyrin (Figure 1.3). These
organic ligands hold metal centres and are often tightly
associated to proteins.

Table 1.4 The involvement of trace elements in the structure and function of proteins

Element Functional role

Sodium Principal intracellular ion, osmotic balance
Potassium Principal intracellular ion, osmotic balance
Magnesium Bound to ATP/GTP in nucleotide binding proteins, found as structural component of

hydrolase and isomerase enzymes
Calcium Activator of calcium binding proteins such as calmodulin
Vanadium Bound to enzymes such as chloroperoxidase.
Manganese Bound to pterin co-factor in enzymes such as xanthine oxidase or sulphite oxidase. Also

found in nitrogenase and as component of water splitting enzyme in higher plants.
Iron Important catalytic component of heme enzymes involved in oxygen transport as well as

electron transfer. Important examples are haemoglobin, cytochrome oxidase and
catalase.

Cobalt Metal component of vitamin B12 found in many enzymes.
Nickel Co-factor found in hydrogenase enzymes
Copper Involved as co-factor in oxygen transport systems and electron transfer proteins such as

haemocyanin and plastocyanin.
Zinc Catalytic component of enzymes such as carbonic anhydrase and superoxide dismutase.
Chlorine Principal intracellular anion, osmotic balance
Iodine Iodinated tyrosine residues form part of hormone thyroxine and bound to proteins
Selenium Bound at active centre of glutathione peroxidase
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Figure 1.3 Organic co-factors found in proteins. These co-factors are pterin, the isoalloxine ring found as part of
flavin in FAD and FMN, the pyridine ring of NAD and its close analogue NADP and the porphyrin skeletons of heme
and chlorophyll. R represents the remaining part of the co-factor whilst M and V signify methyl and vinyl side chains

Proteins and the sequencing of the
human and other genomes

Recognition of the diverse roles of proteins in biolog-
ical systems increased largely as a result of the enor-
mous amount of sequencing information generated via
the Human Genome Mapping project. Similar schemes
aimed at deciphering the genomes of Escherichia coli,
yeast (Sacharromyces cerevisiae), and mouse provided
related information. With the completion of the first
draft of the human genome mapping project in 2001
human chromosomes contain approximately 25–30 000
genes. This allows a conservative estimate of the num-
ber of polypeptides making up most human cells as
∼25 000, although alternative splicing of genes and
variations in subunit composition increase the num-
ber of proteins further. Despite sequencing the human
genome it is an unfortunate fact that we do not know
the role performed by most proteins. Of those thou-
sands of polypeptides we know the structures of only a
small number, emphasizing a large imbalance between

the abundance of sequence data and the presence of
structure/function information. An analysis of protein
databases suggests about 1000 distinct structures or
folds have been determined for globular proteins. Many
proteins are retained within cell membranes and we
know virtually nothing about the structures of these
proteins and only slightly more about their functional
roles. This observation has enormous consequences for
understanding protein structure and function.

Why study proteins?

This question is often asked not entirely without reason
by many undergraduates during their first introduction
to the subject. Perhaps the best reply that can be given
is that proteins underpin every aspect of biological
activity. This is particularly important in areas where
protein structure and function have an impact on
human endeavour such as medicine. Advances in
molecular genetics reveal that many diseases stem from
specific protein defects. A classic example is cystic
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Figure 1.4 The shape of erythrocytes in normal and sickle cell anemia arises from mutations to haemoglobin found
within the red blood cell. (Reproduced with permission from Voet, D, Voet, J.G and Pratt, C.W. Fundamentals of
Biochemistry. John Wiley & Sons Inc.)

fibrosis, an inherited condition that alters a protein,
called the cystic fibrosis transmembrane conductance
regulator (CFTR), involved in the transport of sodium
and chloride across epithelial cell membranes. This
defect is found in Caucasian populations at a ratio
of ∼1 in 20, a surprisingly high frequency. With 1
in 20 of the population ‘carrying’ a single defective
copy of the gene individuals who inherit defective
copies of the gene from each parent suffer from the
disease. In the UK the incidence of cystic fibrosis is
approximately 1 in 2000 live births, making it one
of the most common inherited disorders. The disease
results in the body producing a thick, sticky mucus
that blocks the lungs, leading to serious infection, and
inhibits the pancreas, stopping digestive enzymes from
reaching the intestines where they are required to digest
food. The severity of cystic fibrosis is related to CFTR
gene mutation, and the most common mutation, found
in approximately 65 percent of all cases, involves the
deletion of a single amino acid residue from the protein
at position 508. A loss of one residue out of a total
of nearly 1500 amino acid residues results in a severe
decrease in the quality of life with individuals suffering
from this disease requiring constant medical care and
supervision.

Further examples emphasize the need to understand
more about proteins. The pioneering studies of Vernon
Ingram in the 1950s showed that sickle cell anemia
arose from a mutation in the β chain of haemoglobin.
Haemoglobin is a tetrameric protein containing 2α

and 2β chains. In each of the β chains a mutation

is found that involves the change of the sixth amino
acid residue from a glutamic acid to a valine. The
alteration of two residues out of 574 leads to a drastic
change in the appearance of red blood cells from their
normal biconcave disks to an elongated sickle shape
(Figure 1.4).

As the name of the disease suggests individuals
are anaemic showing decreased haemoglobin content
in red blood cells from approximately 15 g per
100 ml to under half that figure, and show frequent
illness. Our understanding of cystic fibrosis and of
sickle cell anaemia has advanced in parallel with
our understanding of protein structure and function
although at best we have very limited and crude means
of treating these diseases.

However, perhaps the greatest impetus to understand
protein structure and function lies in the hope of
overcoming two major health issues confronting the
world in the 21st century. The first of these is cancer.
Cancer is the uncontrolled proliferation of cells that
have lost their normal regulated cell division often in
response to a genetic or environmental trigger. The
development of cancer is a multistep, multifactorial
process often occurring over decades but the precise
involvement of specific proteins has been demonstrated
in some instances. One of the best examples is a
protein called p53, normally present at low levels in
cells, that ‘switches on’ in response to cellular damage
and as a transcription factor controls the cell cycle
process. Mutations in p53 alter the normal cycle of
events leading eventually to cancer and several tumours
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including lung, colorectal and skin carcinomas are
attributed to molecular defects in p53. Future research
on p53 will enable its physicochemical properties to
be thoroughly appreciated and by understanding the
link between structure, folding, function and regulation
comes the prospect of unravelling its role in tumour
formation and manipulating its activity via therapeutic
intervention. Already some success is being achieved
in this area and the future holds great promise for
‘halting’ cancer by controlling the properties of p53
and similar proteins.

A second major problem facing the world today
is the estimated number of people infected with the
human immunodeficiency virus (HIV). In 2003 the
World Health Organization (WHO) estimated that
over 40 million individuals are infected with this
virus in the world today. For many individuals,
particularly those in the ‘Third World’, the prospect
of prolonged good health is unlikely as the virus
slowly degrades the body’s ability to fight infection
through damage to the immune response mechanism
and in particular to a group of cells called cytotoxic
T cells. HIV infection encompasses many aspects of
protein structure and function, as the virus enters cells
through the interaction of specific viral coat proteins
with receptors on the surface of white blood cells. Once
inside cells the virus ‘hides’ but is secretly replicating
and integrating genetic material into host DNA through
the action of specific enzymes (proteins). Halting the
destructive influence of HIV relies on understanding
many different, yet inter-related, aspects of protein
structure and function. Again, considerable progress
has been made since the 1980s when the causative
agent of the disease was recognized as a retrovirus.
These advances have focussed on understanding the

structure of HIV proteins and in designing specific
inhibitors of, for example, the reverse transcriptase
enzyme. Although in advanced health care systems
these drugs (inhibitors) prolong life expectancy, the
eradication of HIV’s destructive action within the
body and hence an effective cure remains unachieved.
Achieving this goal should act as a timely reminder
for all students of biology, chemistry and medicine
that success in this field will have a dramatic impact
on the quality of human life in the forthcoming
decades.

Central to success in treating any of the above dis-
eases are the development of new medicines, many
based on proteins. The development of new therapies
has been rapid during the last 20 years with the list of
new treatments steadily increasing and including min-
imizing serious effects of different forms of cancer via
the use of specific proteins including monoclonal anti-
bodies, alleviating problems associated with diabetes
by the development of improved recombinant ‘insulins’
and developing ‘clot-busting’ drugs (proteins) for the
management of strokes and heart attacks. This highly
selective list is the productive result of understanding
protein structure and function and has contributed to
a marked improvement in disease management. For
the future these advances will need to be extended
to other diseases and will rely on an extensive and
thorough knowledge of proteins of increasing size and
complexity. We will need to understand the structure
of proteins, their interaction with other biomolecules,
their roles within different biological systems and their
potential manipulation by genetic or chemical meth-
ods. The remaining chapters in this book represent an
attempt to introduce and address some of these issues
in a fundamental manner helpful to students.



 



 

2
Amino acids:

the building blocks of proteins

Despite enormous functional diversity all proteins con-
sist of a linear arrangement of amino acid residues
assembled together into a polypeptide chain. Amino
acids are the ‘building blocks’ of proteins and in order
to understand the properties of proteins we must first
describe the properties of the constituent 20 amino
acids. All amino acids contain carbon, hydrogen, nitro-
gen and oxygen with two of the 20 amino acids
also containing sulfur. Throughout this book a colour
scheme based on the CPK model (after Corey, Pauling
and Kultun, pioneers of ‘space-filling’ representations
of molecules) is used. This colouring scheme shows
nitrogen atoms in blue, oxygen atoms in red, carbon
atoms are shown in light grey (occasionally black), sul-
fur is shown in yellow, and hydrogen, when shown, is
either white, or to enhance viewing on a white back-
ground, a lighter shade of grey. To avoid unnecessary
complexity ‘ball and stick’ representations of molecu-
lar structures are often shown instead of space-filling
models. In other instances cartoon representations of
structure are shown since they enhance visualization of
organization whilst maintaining clarity of presentation.

The 20 amino acids found in proteins
In their isolated state amino acids are white crystalline
solids. It is surprising that crystalline materials form the

building blocks for proteins since these latter molecules
are generally viewed as ‘organic’. The crystalline
nature of amino acids is further emphasized by their
high melting and boiling points and together these
properties are atypical of most organic molecules.
Organic molecules are not commonly crystalline nor do
they have high melting and boiling points. Compare,
for example, alanine and propionic acid – the former
is a crystalline amino acid and the other is a volatile
organic acid. Despite similar molecular weights (89
and 74) their respective melting points are 314 ◦C
and −20.8 ◦C. The origin of these differences and the
unique properties of amino acids resides in their ionic
and dipolar nature.

Amino acids are held together in a crystalline
lattice by charged interactions and these relatively
strong forces contribute to high melting and boiling
points. Charge groups are also responsible for electrical
conductivity in aqueous solutions (amino acids are
electrolytes), their relatively high solubility in water
and the large dipole moment associated with crystalline
material. Consequently amino acids are best viewed
as charged molecules that crystallize from solutions
containing dipolar ions. These dipolar ions are called
zwitterions. A proper representation of amino acids
reflects amphoteric behaviour and amino acids are
always represented as the zwitterionic state in this

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd



 

14 AMINO ACIDS: THE BUILDING BLOCKS OF PROTEINS

C

O

O−
H

CH3N+

R

Figure 2.1 A skeletal model of a generalized amino
acid showing the amino (blue) carboxyl (red) and R
groups attached to a central or α carbon

textbook as opposed to the undissociated form. For
19 of the twenty amino acids commonly found in
proteins a general structure for the zwitterionic state has
charged amino (NH3

+) and carboxyl (COO−) groups
attached to a central carbon atom called the α carbon.
The remaining atoms connected to the α carbon are a
single hydrogen atom and the R group or side chain
(Figure 2.1).

The acid–base properties of amino
acids
At pH 7 the amino and carboxyl groups are charged
but over a pH range from 1 to 14 these groups
exhibit a series of equilibria involving binding and
dissociation of a proton. The binding and dissociation
of a proton reflects the role of these groups as weak
acids or weak bases. The acid–base behaviour of
amino acids is important since it influences the eventual
properties of proteins, permits methods of identification
for different amino acids and dictates their reactivity.
The amino group, characterized by a basic pK value
of approximately 9, is a weak base. Whilst the amino
group ionizes around pH 9.0 the carboxyl group
remains charged until a pH of ∼2.0 is reached. At
this pH a proton binds neutralizing the charge of the
carboxyl group. In each case the carboxyl and amino
groups ionize according to the equilibrium

HA + H2O −→ H3O+ + A− (2.1)

where HA, the proton donor, is either –COOH or
–NH3

+ and A− the proton acceptor is either –COO−
or –NH2. The extent of ionization depends on the
equilibrium constant

K = [H+][A−]/[HA] (2.2)

and it becomes straightforward to derive the relation-
ship

pH = pK + log[A−]/[HA] (2.3)

known as the Henderson–Hasselbalch equation (see
appendix). For a simple amino acid such as alanine
a biphasic titration curve is observed when a solution
of the amino acid (a weak acid) is titrated with
sodium hydroxide (a strong base). The titration curve
shows two zones where the pH changes very slowly
after additions of small amounts of acid or alkali
(Figure 2.2). Each phase reflects different pK values
associated with ionizable groups.

During the titration of alanine different ionic species
predominate in solution (Figure 2.3). At low pH (<2.0)
the equilibrium lies in favour of the positively charged
form of the amino acid. This species contains a charged
amino group and an uncharged carboxyl group leading
to the overall or net charge of +1. Increasing the
pH will lead to a point where the concentration of
each species is equal. This pH is equivalent to the
first pK value (∼pH 2.3) and further increases in
pH lead to point of inflection, where the dominant

Equivalents of Sodium Hydroxide

0.00 0.05 0.10 0.15 0.20
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Figure 2.2 Titration curve for alanine showing
changes in pH with addition of sodium hydroxide
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H3N+ C C

OCH3

OHH

H3N+ C C

OCH3

O−
H

H2N C C

OCH3

O−
H

low pH ~ 2

pH ~ 7

high pH ~ 12

+1

0

−1

Figure 2.3 The three major forms of alanine
occurring in titrations between pH 1 and 14

species in solution is the zwitterion. The zwitterion,
although dipolar, has no overall charge and at this
pH the amino acid will not migrate towards either the
anode or cathode when placed in an electric field. This
pH is called the isoelectric point or pI and for alanine
reflects the arithmetic mean of the two pK values pI =
(pK1 + pK2)/2. Continuing the pH titration still further
into alkaline conditions leads to the loss of a proton

from the amino group and the formation of a species
containing an overall charge of −1. The R group may
contain functional groups that donate or accept protons
and this leads to more complex titration curves. Amino
acids showing additional pK values include aspartate,
glutamate, histidine, argininine, lysine, cysteine and
tyrosine (see Table 2.1).

Amino acids lacking charged side chains show
similar values for pK1 of about 2.3 that are significantly
lower than the corresponding values seen in simple
organic acids such as acetic acid (pK1 ∼4.7). Amino
acids are stronger acids than acetic acid as a result
of the electrophilic properties of the α amino group
that increase the tendency for the carboxyl hydrogen
to dissociate.

Stereochemical representations
of amino acids

Although an amino acid is represented by the skeletal
diagram of Figure 2.1 it is more revealing, and
certainly more informative, to impose a stereochemical
view on the arrangement of atoms. In these views an
attempt is made to represent the positions in space
of each atom. The amino, carboxyl, hydrogen and R
groups are arranged tetrahedrally around the central α

carbon (Figure 2.4).

Table 2.1 The pK values for the α-carboxyl, α-amino groups and side chains found in the individual amino acids

Amino acid pK1 pK2 pKR Amino acid pK1 pK2 pKR

Alanine 2.4 9.9 – Leucine 2.3 9.7 –
Arginine 1.8 9.0 12.5 Lysine 2.2 9.1 10.5
Asparagine 2.1 8.7 – Methionine 2.1 9.3 –
Aspartic Acid 2.0 9.9 3.9 Phenylalanine 2.2 9.3 –
Cysteine 1.9 10.7 8.4 Proline 2.0 10.6 –
Glutamic Acid 2.1 9.5 4.1 Serine 2.2 9.2 –
Glutamine 2.2 9.1 – Threonine 2.1 9.1 –
Glycine 2.4 9.8 – Tyrosine 2.2 9.2 10.5
Histidine 1.8 9.3 6.0 Tryptophan 2.5 9.4 –
Isoleucine 2.3 9.8 – Valine 2.3 9.7 –

Adapted from Dawson, R.M.C, Elliot, W.H., & Jones, K.M. 1986 Data for Biochemical Research, 3rd edn. Clarendon Press Oxford.
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Figure 2.4 The spatial arrangement of atoms in the
amino acid alanine

The nitrogen atom (blue) is part of the amino
(–NH3

+) group, the oxygen atoms (red) are part of
the carboxyl (–COO−) group. The remaining groups
joined to the α carbon are one hydrogen atom and the
R group.

The R group is responsible for the different
properties of individual amino acids. As amino acids
make up proteins the properties of the R group
contribute considerably to the physical properties of
proteins. Nineteen of the 20 amino acids found in
proteins have the arrangement shown by Figure 2.4 but
for the remaining amino acid, proline, an unusual cyclic
ring is formed by the side chain bonding directly to the
amide nitrogen (Figure 2.5).

N CH

H2C CH2

H2
C

C

O−

O

H2

+

Figure 2.5 The structure of proline – an unusual
amino acid containing a five-membered pyrroli-
dine ring

A glance at the structures of the 20 different side
chains reveals major differences in, for example, size,
charge and hydrophobicity although the R group is
always attached to the α carbon (C2 carbon). From the
α carbon subsequent carbon atoms in the side chains
are designated as β, γ, δ, ε and ζ. In some databases of
protein structures the Cβ is written as CB, the Cδ as CD,
Cζ as CZ, etc. Both nomenclatures are widely used.
The nomenclature is generally unambiguous but care
needs to be exercised when describing the atoms of the
side chain of isoleucine. Isoleucine has a branched side
chain in which the Cγ or CG is either a methyl group
or a methylene group. In this instance the two groups
are distinguished by the use of a subscript 1 and 2, i.e.
CG1 and CG2. A similar line of reasoning applies to
the carbon atoms of aromatic rings. In phenylalanine,
for example, the aromatic ring is linked to the Cβ atom
by the Cγ atom and contains two Cδ and Cε atoms (Cδ1

and Cδ2, Cε1 and Cε2) before completing ring at the Cζ

(or CZ) atom.

Peptide bonds

Amino acids are joined together by the formation
of a peptide bond where the amino group of one
molecule reacts with the carboxyl group of the other.
The reaction is described as a condensation resulting
in the elimination of water and the formation of a
dipeptide (Figure 2.6).

Three amino acids are joined together by two pep-
tide bonds to form a tripeptide and the sequence

NH2 CH

CH3

COOHH2N CH2 COOH

H2N CH2 CO NH CH

CH3

COOH

+

Glycylalanine

H2O

Figure 2.6 Glycine and alanine react together to
form the dipeptide glycylalanine. The important
peptide bond is shown in red
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continues with the formation of tetrapeptides, pen-
tapeptides, and so on. When joined in a series of
peptide bonds amino acids are called residues to
distinguish between the free form and the form
found in proteins. A short sequence of residues
is a peptide with the term polypeptide applied to
longer chains of residues usually of known sequence
and length. Within the cell protein synthesis occurs
on the ribosome but today peptide synthesis is
possible in vitro via complex organic chemistry.
However, whilst the organic chemist struggles to
synthesize a peptide containing more than 50 residues
the ribosome routinely makes proteins with over
1000 residues.

All proteins are made up of amino acid residues
linked together in an order that is ultimately derived
from the information residing within our genes. Some
proteins are clearly related to each other in that they
have similar sequences whilst most proteins exhibit
a very different composition of residues and a very
different order of residues along the polypeptide chain.
From the variety of side chains a single amino acid
can link to 19 others to create a total of 39 different
dipeptides. Repeating this for the other residues leads
to a total of 780 possible dipeptide permutations.
If tripeptides and tetrapeptides are considered the
number of possible combinations rapidly reaches
a very large figure. However, when databases of
protein sequences are studied it is clear that amino
acid residues do not occur with equal frequency in
proteins and sequences do not reflect even a small
percentage of all possible combinations. Tryptophan
and cysteine are rare residues (less than 2 percent of all
residues) in proteins whilst alanine, glycine and leucine
occur with frequencies between 7 and 9 percent (see
Table 2.2).

Amino acid sequences of proteins are read from
left to right. This is from the amino or N terminal
to the carboxyl or C terminal. The individual amino
acids have three-letter codes, but increasingly, in order
to save space in the presentation of long protein
sequences, a single-letter code is used for each amino
acid residue. Both single- and three-letter codes are
shown alongside the R groups in Table 2.2 together
with some of the relevant properties of each side chain.
Where possible the three-letter codes for amino acids
will be used but it should be stressed that single letter

codes avoid potential confusion. For example Gly,
Glu and Gln are easily mistaken when rapidly reading
protein sequences but their single letter codes of G, E
and Q are less likely to be misunderstood.

Joining together residues establishes a protein
sequence that is conveniently divided into main chain
and side chain components. The main chain, or
polypeptide backbone, has the same composition in all
proteins although it may differ in extent – that is the
number of residues found in the polypeptide chain. The
backbone represents the effective repetition of peptide
bonds made up of the N, Cα and C atoms, with pro-
teins such as insulin having approximately 50 residues
whilst other proteins contain over 1000 residues and
more than one polypeptide chain (Figure 2.7). Whilst
all proteins link atoms of the polypeptide backbone
similarly the side chains present a variable component
in each protein.

Properties of the peptide bond

The main chain or backbone of the polypeptide chain is
established by the formation of peptide bonds between
amino acids. The backbone consists of the amide
N, the α-carbon and the carbonyl C linked together
(Figure 2.8).

N CH C

OR

NH3 CH C

OR

N C

O

R

CH
O−

H

H
n

+

Figure 2.7 Part of a polypeptide chain formed by
the covalent bonding of amino acids where n is often
50–300, although values above and below these limits
are known.

C

O

N
CHN

CH
C

O

H

H

residue i residue i + 1

Figure 2.8 The polypeptide backbone showing
arrangement of i, i + 1 residues within a chain.
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Table 2.2 The frequencies with which amino acid residues occur in proteins

Amino acid Property of individual amino
acid residues

Ball and stick representation
of each amino acid

Alanine
A
Ala
Mr 71.09

Non-polar side chain.
Small side chain volume.
Van der Waals volume = 67 Å3∗

Frequency in proteins = 7.7 %
Surface area = 115 Å2

Unreactive side chain

Arginine
R
Arg
Mr 156.19

Positively charged side chain at pH 7.0. pK
for guanidino group in proteins ∼12.0

Van der Waals volume = 167 Å3

Frequency in proteins = 5.1 %
Surface area = 225 Å2

Participates in ionic interactions with
negatively charged groups

Asparagine
N
Asn
Mr 114.11

Polar, but uncharged, side chain
Van der Waals volume = 148 Å3

Frequency in proteins = 4.3 %
Surface area = 160 Å2

Polar side chain will hydrogen bond
Relatively small side chain volume leads to

this residue being found relatively
frequently in turns

Aspartate
D
Asp
Mr 115.09

Negatively charged side chain
pK for side chain of ∼4.0
Van der Waals volume = 67 Å3

Frequency in proteins = 5.2 %
Surface area = 150 Å2

Charged side chain exhibits electrostatic
interactions with positively charged groups.
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Table 2.2 (continued)

Amino acid Property of individual amino
acid residues

Ball and stick representation
of each amino acid

Cysteine
C
Cys
Mr 103.15

Side chain contains thiol (SH) group.
Van der Waals volume = 86 Å3

Frequency in proteins = 2.0 %
Surface area = 135 Å2

Thiol side chain has pK in isolated amino
acid of ∼8.5 but in proteins varies 5–10

Thiol group is very reactive

Glutamine
Q
Gln
Mr 128.12

Polar but uncharged side chain
Van der Waals volume = 114 Å3

Frequency in proteins = 4.1 %
Surface area = 180 Å2

Polar side chain can hydrogen bond

Glutamate
E
Glu
Mr 129.12

Negatively charged side chain.
Van der Waals volume = 109 Å3

Frequency in proteins = 6.2 %
Surface area = 190 Å2

Side chain has pK of ∼4.5.

Glycine
G
Gly
Mr 57.05

Uncharged, small side chain.
Often found in turn regions of proteins or

regions of conformational flexibility
No chiral centre; due to two hydrogens

attached to Cα centre
Van der Waals volume = 48 Å3

Frequency in proteins = 7.4 %
Surface area = 75 Å2

(continued overleaf )
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Table 2.2 (continued)

Amino acid Property of individual amino
acid residues

Ball and stick representation
of each amino acid

Histidine
H
His
Mr 137.14

Imidazole side chain
Van der Waals volume = 118 Å3

Frequency in proteins = 2.3 %
Surface area = 195 Å2

The side chain exhibits a pK ∼ 6.0 in model
peptides but in proteins can vary from
4–10

Isoleucine
I
Ile
Mr 113.16

Hydrophobic side chain exhibiting non-polar
based interactions but generally unreactive

Van der Waals volume = 124 Å3

Frequency in proteins = 5.3 %
Surface area = 175 Å2

Leucine
L
Leu
Mr 113.16

Hydrophobic side chain
Van der Waals volume = 124 Å3

Frequency in proteins = 8.5 %
Surface area = 170 Å2

Lysine
K
Lys
Mr 128.17

Positively charged side chain
Van der Waals volume = 135 Å3

Frequency in proteins = 5.9 %
Surface area = 200 Å2

Side chain is basic with pK of ∼10.5.
Shows ionic interactions
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Table 2.2 (continued)

Amino acid Property of individual amino
acid residues

Ball and stick representation
of each amino acid

Methionine
M
Met
Mr 131.19

Sulfur containing hydrophobic side chain
The sulfur is unreactive especially when

compared with thiol group of cysteine
Van der Waals volume = 124 Å3

Frequency in proteins = 2.4 %
Surface area = 185 Å2

Phenylalanine
F
Phe
Mr 147.18

Hydrophobic, aromatic side chain
Phenyl ring is chemically unreactive in

proteins. Exhibits weak optical absorbance
around 280 nm

Van der Waals volume = 135 Å3

Frequency in proteins = 4.0 %
Surface area = 210 Å2

Proline
P
Pro
Mr 97.12

Cyclic ring forming hydrophobic side chain
The cyclic ring limits conformational

flexibility around N-Cα bond
In a polypeptide chain lacks amide hydrogen

and cannot form backbone hydrogen bonds
Van der Waals volume = 90 Å3

Frequency in proteins = 5.1 %
Surface area = 145 Å2

Serine
S
Ser
Mr 87.08

Polar but uncharged side chain. Contains
hydroxyl group (–OH) that hydrogen bonds

Oxygen atom can act as potent nucleophile in
some enzymes

Van der Waals volume = 73 Å3

Frequency in proteins = 6.9 %
Surface area = 115 Å2

(continued overleaf )
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Table 2.2 (continued)

Amino acid Property of individual amino
acid residues

Ball and stick representation
of each amino acid

Threonine
T
Thr
Mr 101.11

Polar but uncharged side chain. Contains
hydroxyl group (–OH)

Hydrogen bonding side chain
Van der Waals volume = 93 Å3

Frequency in proteins = 5.9 %
Surface area = 140 Å2

Tryptophan
W
Trp
Mr 186.21

Large, hydrophobic and aromatic side chain
Almost all reactivity is based around the

indole ring nitrogen
Responsible for majority of near uv

absorbance in proteins at 280 nm
Van der Waals volume = 163 Å3

Frequency in proteins = 1.4 %
Surface area = 255 Å2

Tyrosine
Y
Tyr
Mr 163.18

Aromatic side chain
Van der Waals volume = 141 Å3

Frequency in proteins = 3.2 %
Surface area = 230 Å2

Phenolic hydroxyl group ionizes at pH values
around pH 10

Aromatic ring more easily substituted than
that of phenylalanine

Valine
V
Val
Mr 99.14

Hydrophobic side chain
Van der Waals volume = 105 Å3

Frequency in proteins = 6.6 %
Surface area = 155 Å2

From Jones, D.T. Taylor, W.R. & Thornton, J.M. (1991) CABIOS 8, 275–282. Databases of protein sequences are weighted towards globular
proteins but with the addition of membrane proteins to databases a gradual increase in the relative abundance of hydrophobic residues
such as Leu, Val, Ile, Phe, Trp is expected. The surface area was calculated for an accessible surface of residue X in the tripeptide G-X-G
(Chothia, C. (1975) J. Mol. Biol., 105, 1–14). Volumes enclosed by the van der Waals radii of atoms as described by Richards, F.M. (1974)
J. Mol. Biol. 82, 1–14.
∗1 Å = 0.1 nm.
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The linear representation of the polypeptide chain
does not convey the intricacy associated with the
bond lengths and angles of the atoms making up the
peptide bond. The peptide bond formed between the
carboxyl and amino groups of two amino acids is a
unique bond that possesses little intrinsic mobility. This
occurs because of the partial double bond character
(Figure 2.9)–a feature associated with the peptide bond
and resonance between two closely related states.

One of the most important consequences of reso-
nance is that the peptide bond length is shorter than
expected for a simple C–N bond. On average a peptide
bond length is 1.32 Å compared to 1.45 Å for an ordi-
nary C–N bond. In comparison the average bond length
associated with a C=N double bond is 1.25 Å, empha-
sizing the intermediate character of the peptide bond.
More importantly the partial double bond between car-
bon and nitrogen atoms restricts rotation about this
bond. This leads to the six atoms shown in Figure 2.9
being coplanar; that is all six atoms are found within a
single imaginary plane. For any polypeptide backbone
represented by the sequence –N–Cα–C–N–Cα–C–only
the Cα–C and N–Cα bonds exhibit rotational mobil-
ity. As a result of restricted motion about the peptide
bond two conformations related by an angle of 180◦

are possible. The first occurs when the Cα atoms are
trans to the peptide bond whilst the second and less
favourable orientation occurs when the Cα atoms are
cis (Figure 2.10).

N

Ca

O Ca

H

N

Ca

−O Ca

H

+

Figure 2.9 The peptide bond may be viewed as a
partial double bond as a result of resonance

N

Ca

O Ca

H

N

Ca

O H

Catrans cis

Figure 2.10 Cis and trans configurations are possible
about the rigid peptide bond
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N
CHN

CH
C

O

H

H

residue i residue i + 1

118.2119.5

121.9 115.6

123.2121.1

0.105 nm 0.123 nm

0.145 nm
0.152 nm0.132 nm

0.38 nm

Figure 2.11 Detailed bond lengths and angles for
atoms of the polypeptide backbone

The trans form is the more favoured state because in
this arrangement repulsion between non-bonded atoms
connected to the Cα centre are minimized. For most
peptide bonds the ratio of cis to trans configurations
is approximately 1:1000. However, one exception to
this rule is found in peptide bonds where the following
residue is proline. Proline, unusual in having a cyclic
side chain that bonds to the backbone amide nitrogen,
has less repulsion between side chain atoms. This leads
to an increase in the relative stability of the cis peptide
bond when compared with the trans state, and for
peptide bonds formed between Xaa and proline (Xaa
is any amino acid) the cis to trans ratio is 1:4.

The dimensions associated with the peptide bond
have generally been obtained from crystallographic
studies of small peptides and besides the peptide bond
length of 0.132 nm other characteristic bond lengths
and angles have been identified (Figure 2.11). One
of the most important dimensions is the maximum
distance between corresponding atoms in sequential
residues. In the trans peptide bond and a fully extended
conformation this distance is maximally 0.38 nm
although in proteins it is often much less.

The chemical and physical properties
of amino acids

Chemical reactions exhibited by the 20 amino acids
are extensive and revolve around the reactivity of
amino and carboxyl groups. In proteins, however, these
groups are involved in peptide bonds and the defining
properties of amino acids are those associated with
side chains.
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Glycine

Glycine is the simplest amino acid containing two
hydrogen atoms attached to the central α carbon.
Consequently it lacks an asymmetric centre and
does not occur as R/S isomers (see below). More
importantly the absence of any significant functional
group means that glycine possesses little intrinsic
chemical reactivity. However, the absence of a large
side chain results in conformational flexibility about
the N–Cα and Cα–C bonds in a polypeptide chain. This
fact alone has important consequences for the overall
structure of proteins containing significant numbers of
glycine residues.

Aliphatic side chains: alanine, valine,
isoleucine and leucine

Alanine, like glycine, has a very simple side chain – a
single methyl group (CH3) that is chemically inert and
inactive (Figure 2.12). It is joined in this remarkable
non-reactivity by the side chains of valine, leucine
and isoleucine (Figure 2.13). The side chains of these
amino acids are related in containing methine (CH)
or methylene (–CH2) groups in branched aliphatic
chains terminated by methyl groups. However, one
very important property possessed by these side chains
is their unwillingness to interact with water – their
hydrophobicity. The side chains interact far more
readily with each other and the other non-polar
side chains of amino acids such as tryptophan or
phenylalanine. In later chapters on tertiary structure,
protein stability and folding the important role of
the weak hydrophobic interaction in maintaining the

Figure 2.12 The side chain of alanine is the un-
reactive methyl group (–CH3)

Figure 2.13 The structures of the side chains of
leucine (left) and isoleucine (right)

Figure 2.14 The side chain of valine is branched
at the CB (–CH or methine) group and leads to two
methyl groups

native state of proteins is described. Alanine, valine,
leucine and isoleucine will all exhibit hydrophobic
interactions. Isoleucine and leucine as their names
suggest are isomers differing in the arrangement of
methylene and methyl groups. The first carbon atom
in the side chain (CB) is a methylene (CH2) group
in leucine whilst in isoleucine it is a methine (–CH–)
moiety. The CB of leucine is linked to a methine group
(CG) whilst in isoleucine the CB atom bonds to a
methyl group and a methylene group. The side chain
of valine (Figure 2.14) has one methylene group less
than leucine but is otherwise very similar in property.
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The hydroxyl-containing residues: serine
and threonine

The side chains of serine and threonine are charac-
terized by the presence of a polar hydroxyl (–OH)
group (Figure 2.15). Their side chains are generally
small (Table 2.2). Although small the side groups of
both serine and threonine hydrogen bond with other
residues in proteins whilst in an isolated state their reac-
tivity is confined to that expected for a primary alcohol,
with esterification representing a common reaction with
organic acids. One of the most important reactions to a
serine or threonine side chain is the addition of a phos-
phate group to create phosphoserine or phosphothreo-
nine. This occurs as a post-translational modification
in the cell after protein synthesis on the ribosome and
is important in protein–protein interactions and intra-
cellular signalling pathways.

In one group of enzymes – the serine proteases – the
activity of a single specific serine side chain is
enhanced by its proximity to histidine and aspartyl side
chains. By itself the side chain of Ser is a weak nucle-
ophile but combined with His and Asp this triad of
residues becomes a potent catalytic group capable of
splitting peptide bonds.

The acidic residues: aspartate and glutamate

Aspartic acid and glutamic acid have side chains with
a carboxyl group (Figure 2.16). This leads to the side
chain having a negative charge under physiological

Figure 2.15 The side chains of serine and threonine
are aliphatic containing hydroxyl groups

Figure 2.16 The acidic side chains of aspartate and
glutamate

conditions and hence to their description as acidic
side chains. For this reason the residues are normally
referred to as aspartate and glutamate reflecting the
ionized and charged status under most cellular con-
ditions. The two side chains differ by one methylene
group (CH2) but are characterized by similar pK values
(range 3.8–4.5).

The side chains behave as typical organic acids and
exhibit a wide range of chemical reactions including
esterification with alcohols or coupling with amines.
Both of these reactions have been exploited in chemical
modification studies of proteins to alter one or more
aspartate/glutamate side chains with a loss of the
negatively charged carboxyl group. As expected the
side chains of aspartate and glutamate are potent
chelators of divalent metal ions and biology exploits
this property to bind important ions such as Ca2+ in
proteins such as calmodulin or Zn2+ in enzymes such
as carboxypeptidase.

The amide-containing residues: asparagine
and glutamine

Asparagine and glutamine residues are often confused
with their acidic counterparts, the side chains of aspar-
tate and glutamate. Unlike the acidic side chains the
functional group is an amide – a generally unreactive
group that is polar and acts as hydrogen bond donor
and acceptor (see Figure 2.17). The amide group is
labile at alkaline pH values, or extremes of temperature,
being deamidated to form the corresponding acidic side
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Figure 2.17 The uncharged side chains of asparagine
and glutamine

chain. This reaction can occur during protein isolation
and occasionally leads to protein sequences containing
the three letter code Glx or Asx where the identity of a
residue, either Gln or Glu and Asp or Asn, is unclear.

The sulfur-containing residues: cysteine
and methionine

Sulfur occurs in two of the 20 amino acids: cysteine and
methionine. In cysteine the sulfur is part of a reactive
thiol group whilst in methionine sulfur is found as
part of a long, generally unreactive, side chain. The
side chain of methionine is non-polar (Figure 2.18)
and is larger than that of valine or leucine although
it is unbranched. Its properties are dominated by the
presence of the sulfur atom, a potent nucleophile under
certain conditions.

The sulfur atom is readily methylated using methyl
iodide in a reaction that is often used to introduce
a ‘label’ onto methionine residue via the use of 13C
labelled reactant. In addition the sulfur of methionine
interacts with heavy metal complexes particularly those
involving mercury and platinum such as K2PtCl4 or

Figure 2.18 The side chain of methionine
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Figure 2.19 Oxidation of methionine side chains by
strong oxidizing agents

HgCl2 and these have proved extremely useful in the
formation of isomorphous heavy atom derivatives in
protein crystallography (see Chapter 10). The sulfur
atom of methionine can be oxidized to form first a
sulfoxide and finally a sulfone derivative (Figure 2.19).
This form of oxidative damage is known to occur in
proteins and the reaction scheme involves progressive
addition of oxygen atoms.

One of the most important reactions of methionine
involves cyanogen bromide – a reagent that breaks the
polypeptide chain on the C-terminal side of methionine
residues by sequestering the carbonyl group of the next
peptide bond in a reaction involving water and leading
to formation of a homoserine lactone (Figure 2.20).
This reaction is used to split polypeptide chains
into smaller fragments for protein sequencing. When
compared with cysteine, however, the side chain of
methionine is less reactive undergoing comparatively
few important chemical reactions.

The functional group of cysteine is the thiol (–SH)
group, sometimes called the sulfhydryl or mercapto
group. It is the most reactive side chain found
amongst the 20 naturally occurring amino acids under-
going many chemical reactions with diverse reagents
(Figure 2.21). Some enzymes exploit reactivity by
using a conserved cysteine residue at their active sites
that participates directly in enzyme-catalysed reactions.

The large sulfur atom as part of the thiol group influ-
ences side chain properties significantly, with disulfide
bonds forming between cysteine residues that are close
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Figure 2.20 The reaction of cyanogen bromide with
methionine residues

Figure 2.21 The thiol group in the side chain of
cysteine is the most reactive functional group found
in amino acid residues

together in space. This forms a strong covalent bond
and exercises considerable conformational restraint on
the structure adopted in solution by polypeptides. For-
mation of a disulfide bridge is another example of
post-translational modification (Figure 2.22).

The thiol group ionizes at alkaline pH values (∼pH
8.5) to form a reactive thiolate anion (S−). The
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S S CH2 CH
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Figure 2.22 Formation of a disulfide bridge between
two thiol side chains
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Figure 2.23 The formation of mixed disulfides via
the interaction of thiolate groups. A thiolate anion
reacts with other symmetrical disulfides to form a
mixed disulfide formed between R1 and R2

thiolate anion reacts rapidly with many compounds but
the most important includes other thiols or disulfides
in exchange type reactions occurring at neutral to
alkaline pH values. A general reaction scheme for thiol-
disulfide exchange is given in Figure 2.23.

A common reaction of this type is the reaction
between cysteine and Ellman’s reagent (dithionitroben-
zoic acid, DTNB; Figure 2.24). The aromatic disulfide
undergoes exchange with reactive thiolate anions form-
ing a coloured aromatic thiol – nitrothiobenzoate. The
benzoate anion absorbs intensely at 416 nm allowing
the concentration of free thiol groups to be accurately
estimated in biological systems.

Thiols are also oxidized by molecular oxygen in
reactions catalysed by trace amounts of transition met-
als, including Cu and Fe. More potent oxidants such
as performic acid oxidize the thiol group to a sul-
fonate (SO3

2−) and this reaction has been exploited
as a method of irreversibly breaking disulfide bridges
to form two cysteic acid residues. More frequently
the disulfide bridge between cysteine residues is bro-
ken by reducing agents that include other thiols such
as mercaptoethanol or dithiothreitol (Figure 2.25) as
well as more conventional reductants such as sodium
borohydride or molecular hydrogen. Dithiothreitol,
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Figure 2.24 The reaction between the thiolate anion
of cysteine and Ellman’s reagent
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Figure 2.25 The reaction between dithiothreitol and
disulfide groups leads to reduction of the disulfide and
the formation of two thiols

sometimes called Cleland’s reagent, reacts with disul-
fide groups to form initially a mixed disulfide inter-
mediate but this rapidly rearranges to yield a stable
six-membered ring and free thiol groups (–SH). The

equilibrium constant for the reaction lies over to the
right and is largely driven by the rapid formation of
cyclic disulfide and its inherent stability.

The basic residues: lysine and arginine

The arginine side chain (Figure 2.26) contains three
methylene groups followed by the basic guanidino
(sometimes called guanadinium) group, which is
usually protonated, planar and with the carbon atom
exhibiting sp2 hybridization.

The guanidino group is the most basic of the side
chains found in amino acids with a pK of 12 and
under almost all conditions the side chain retains a net
positive charge (Figure 2.27). The positive charge is
distributed over the entire guanidino group as a result
of resonance between related structures

Lysine possesses a long side chain of four methy-
lene groups terminated by a single ε amino group
(Figure 2.28). The amino group ionizes with a pK

of approximately 10.5–11.0 and is very basic. As
expected the side chain interacts strongly in proteins
with oppositely charged side chains but will also
undergo methylation, acetylation, arylation and acyla-
tion. Many of these reactions are performed at high
pH (above pH 9.0) since the unprotonated nitrogen
is a potent nucleophile reacting rapidly with suitable
reagents. One of the most popular lysine modifications

Figure 2.26 The side chain of arginine is very basic
and contains a guanidino group
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Figure 2.27 Charge delocalization and isomerization within the guanidino group
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Figure 2.28 The lysine side chain is basic
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Figure 2.29 Reaction of lysine side chains with
dinitrobenzene derivatives

involves adding a nitrobenzene derivative to the
ε-amino group. The nitrobenzene group is coloured and
the rate of the reaction is therefore comparatively easily
followed spectrophotometrically. In the example shown
in Figure 2.29 4-chloro-3, 5-dinitrobenzoic acid reacts
with lysine side chains to form a negatively charged
dinitrophenol derivative. Methylation, unlike the ary-
lation reaction described above, preserves the positive
charge on the side chain and in some systems, partic-
ularly fungi, trimethylated lysine residues are found as
natural components of proteins.

One of the most important reactions occurring with
lysine side chains is the reaction with aldehydes to
form a Schiff base (see Figure 2.30). The reaction is
important within the cell because pyridoxal phosphate,
a co-factor derived from vitamin B6, reacts with the ε

amino group of lysine and is found in many enzyme
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4

H

Figure 2.30 Reaction between pyridoxal phosphate
and lysine side chains results in formation of a
covalent Schiff base intermediate. The aldehyde group
of pyridoxal phosphate links with the ε amino group
of a specific lysine residue at the active site of
many enzymes

active sites. Pyridoxal phosphate is related to vitamin
B6, pyridoxine.

Proline

The side chain of proline is unique in possessing a side
chain that covalently bonds with the backbone nitrogen
atom to form a cyclic pyrrolidine ring with groups
lacking reactivity. One of the few reactions involving
prolyl side chains is enzyme-catalysed hydroxylation.
The cyclic ring imposes rigid constraints on the N-Cα

bond leading to pronounced effects on the configuration
of peptide bonds preceding proline. In addition the
ring is puckered with the Cγ atom displaced by 0.5 Å
from the remaining atoms of the ring which show
approximate co-planarity.

Histidine

The imidazole side chain of histidine (Figure 2.31) is
unusual and alone amongst the side chains of amino
acids in exhibiting a pK around 7.0. In its ionized
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Figure 2.31 The side chain of histidine showing
nomenclature for side chain atoms. The IUPAC scheme
encourages the use of pros (meaning ‘near’ and
abbreviated with the symbol π) and tele (meaning
‘far’, abbreviated with the symbol τ) to show their
position relative to the main chain

state the side chain has a positive charge whilst in
the unionized state the side chain remains neutral.
However, protonation not only modulates the charge
and acid–base behaviour of the side chain but also
alters nucleophilic and electrophilic properties of the
ring (Figure 2.32).

The protonated nitrogen, shown in red in Figure 2.32,
is called the NE2 or ε2. Experimental evidence suggests
that the hydrogen atom is usually located on the NE2
nitrogen but upon further protonation the structure on
the right is formed with the ND1 nitrogen now binding
a proton. The charge cannot be accurately assigned to
one of the nitrogen atoms and resonance structures exist
(Figure 2.33).
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Figure 2.32 Protonation of the imidazole side chain
leads to a positively charge
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Figure 2.33 Delocalization of charge in protonated
imidazole side chains of histidine is possible

The unprotonated nitrogen of the uncharged imida-
zole ring is a potent nucleophile and has a capacity for
hydrogen bonding.

The aromatic residues: phenylalanine,
tyrosine and tryptophan

The aromatic side chains have a common property
of absorbing in the ultraviolet region of the electro-
magnetic spectrum. Table 2.3 shows the spectroscopic
properties of Phe, Tyr and Trp. As a result Phe, Tyr
and Trp are responsible for the absorbance and flu-
orescence of proteins frequently measured between

Table 2.3 Spectroscopic properties of the aromatic amino acids

Amino acid Absorbance Fluorescence

λmax (nm) ε (M−1 cm−1) λmax (nm) Quantum yield

Phenylalanine 257.4 197 282 0.04
Tyrosine 274.6 1420 303 0.21
Tryptophan 279.8 5600 348 0.20

λ, wavelength; ε, molar absorptivity coefficient.
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250 and 350 nm. In this region the molar extinction
coefficients of Phe, Tyr and Trp, an indication of how
much light is absorbed at a given wavelength, are not
equal. Tryptophan exhibits a molar extinction coeffi-
cient approximately four times that of tyrosine and over
28 times greater than phenylalanine. Almost all spec-
trophotometric measurements of a protein’s absorbance
at 280 nm reflect the intrinsic Trp content of that pro-
tein. At equivalent molar concentrations proteins with
a high number of tryptophan residues will give a much
larger absorbance at 280 nm when compared with pro-
teins possessing a lower Trp content.

Phenylalanine

The aromatic ring of phenylalanine is chemically inert
and has generally proved resistant to chemical modi-
fication (Figure 2.34). Only with genetic modification
of proteins have Phe residues become routinely altered.
The numbering scheme of atoms around the aromatic
benzene ring is shown for carbon and hydrogens. Alter-
native nomenclatures exist for the ring proteins with
labels of HD, HE or HZ (Hδ, Hε or Hζ in some schemes)
being the most common. In many proteins rotation of
the aromatic ring around the CB–CG axis leads to the
protons at the 2,6 positions (HD) and the 3,5 positions
(HE) being indistinguishable.

Although the aromatic ring is inert chemically it
remains hydrophobic and prefers interactions in pro-
teins with other non-polar residues. With other aromatic

CZ/HZ

CE/HE

CD/HD

CB/HB

CG

Figure 2.34 The aromatic side chain of phenylalanine

rings Phe forms important π–π interactions derived
from the delocalized array of electrons that arises from
bonding between the ring carbon atoms. In a simple
alkene such as ethene each carbon links to two hydro-
gens and a single carbon. This is achieved by sp2

hybridization where the normal ground state of car-
bon 1s22s22px

12py
1 is transformed by elevating one

of the 2s electrons into the vacant pz orbital yield-
ing 1s22s12px

12py
12pz

1. The sp2 hybrids, made from
rearrangement of the 2s orbital and two of the three
2p orbitals, are orientated at an angle of 120◦ to each
other within a plane. The remaining 2pz orbital is at
right angles to these hybrids. Formation of three bonds
leaves the pz orbital vacant and a similar situation exists
in benzene or the aromatic ring of phenylalanine; each
sp2 hybridized carbon is bonded to two carbon atoms
and a single hydrogen and has a single unpaired elec-
tron. This electron lies in the vacant pz orbital proximal
to and overlapping with another carbon atom possess-
ing an identical configuration. The extensive overlap
produces a system of π bonds where the electrons are
not confined between two carbon atoms but delocal-
ize around the entire ring. Six delocalized electrons
go into three π molecular orbitals – two in each. The
interaction of these π molecular orbitals by the close
approach of two aromatic rings leads to further delocal-
ization. The coplanar orientation is the basis for π–π

interactions and may account for the observation that
aromatic side chains are found in proteins in close
proximity to other aromatic groups. π–π interactions
are expected to make favourable and significant con-
tributions to the overall protein stability. Studies with
model compounds suggest that an optimal geometry
exists with the aromatic rings perpendicular to each
other and leading to positively charged hydrogens on
the edge of one ring interacting favourably with the
π electrons and partially negatively charged carbons
of the other. For proteins, as opposed to model com-
pounds, this type of interaction is less common than a
co-planar orientation of aromatic rings.

Tyrosine

Tyrosine is more reactive than phenylalanine due to
the hydroxyl group (Figure 2.35) substituted at the
fourth (CZ) aromatic carbon, often called the para
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Figure 2.35 The side chain of tyrosine contains a
reactive hydroxyl group

position. The hydroxyl group leaves the aromatic ring
susceptible to substitution reactions.

Nucleophiles such as nitrating agents or activated
forms of iodide react with tyrosine side chains in
proteins and change the acid–base properties of the
ring. Reaction with nitrating agents yields mono
nitrotyrosine derivatives at the 3,5 position followed
by dinitro derivatives. Normally the hydroxyl group is
a weak acid with a pK ∼ 11.0 but the addition of one
or more nitro groups causes the pK to drop by up to
4 pH units. The tyrosine interacts with other aromatic
rings but the presence of the OH group also allows
hydrogen bonding.

Tryptophan

The indole side chain (Figure 2.36) is the largest side
chain occurring in proteins and is responsible for most
of the intrinsic absorbance and fluorescence. As a crude
approximation the molar extinction coefficient of a pro-
tein at 280 nm may be estimated by adding up the
number of Trp residues found in the sequence and
multiplying by 5800 (see Table 2.3). However, the rel-
atively low frequency of Trp residues in proteins means
that this approach is not always accurate and in some
cases (for proteins lacking Trp) will be impossible.

The side chain is hydrophobic and does not undergo
extensive chemical reactions. Exceptions to the rule of
unreactivity include modifying reagents such as iodine,
N -bromosuccinimide and ozone although their use in
chemical modification studies of proteins is limited.
Universally the weakest or most sensitive part of the
indole ring is the pyrrole nitrogen atom.
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H
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H

CB/HB

C2/H2

C4/H4

C7/H7

C5/H5

C6/H6

C3
C3a
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Figure 2.36 The indole ring of tryptophan. The
nomenclature of the ring protons names the ring
protons as H2, H4, H5, H6 and H7. The carbons with
protons attached are similarly named i.e C2, C3 . . . C7.
The carbon centres lacking protons are C3, C3a and
C7a. The nitrogen is properly termed the N1 centre
but is frequently called the indole, or NE1, nitrogen.
In addition Greek symbols are often applied to these
carbon and protons with the following symbols used
Cξ2 = C7, Cη2 = C6, Cξ3 = C5, Cη3 = C4

Detection, identification and
quantification of amino acids
and proteins
To quantify protein isolation requires a means of
estimating protein concentration and most methods
use the properties of amino acid side chains. Proteins
absorb around 280 nm principally because of the
relative contributions of tryptophan, phenylalanine and
tyrosine. If their occurrence in proteins is known
then, in theory at least, the concentration of a protein
solution is calculated using the data of Table 2.4 and
Beer–Lamberts law where

A280 = ε280c l (2.4)

(where A is absorbance, ε is molar absorptivity
coefficient, c is the concentration in moles dm−3 and
l is the light path length normally 1 cm). In practice
this turns out to be a very crude method of measuring
protein concentration and of limited accuracy. The
number of Trp, Tyr or Phe residues is not always
known and more importantly the absorbance of proteins
in their native state does not usually equate with a
simple summation of their individual contributions.
Moreover the presence of any additional components
absorbing at 280 nm will lead to inaccuracies and
this could include the presence of impurities, disulfide
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bridges, or additional co-factors such as heme or flavin.
Performing spectrophotometric measurements under
denaturing conditions allows improved estimation of
protein concentration from the sum of the Trp, Tyr and
Phe components. The contribution of disulfide bridges,
although weak around 280 nm, can be eliminated by
the addition of reducing agents, and under denaturing
conditions co-factors are frequently lost.

An alternative method of determining protein con-
centration exploits the reaction between the thiol group
of cysteine and Ellman’s reagent. The reaction pro-
duces the nitrothiobenzoate anion and since the molar
absorptivity coefficient for this product at 410 nm is
accurately known (13 600 M−1 cm−1) the reagent offers
one route of determining protein concentration if the
number of thiol groups is known beforehand. In gen-
eral, protein concentration may be determined by any
reaction with side chains that lead to coloured prod-
ucts that can be quantified by independent methods.
Other reagents with applications in estimating protein,
peptide or amino acid concentration include ninhy-
drin, fluorescamine, dansyl chloride, nitrophenols and
fluorodinitrobenzene. They have the common theme of
possessing a reactive group towards certain side chains
combined with a strong chromophore. A common
weakness is that all rely on reactions with a restricted
number of side chains to provide estimates of total pro-
tein concentration. A better approach is to devise assays
based on the contribution of all amino acids.

Historically the method of choice has been the biuret
reaction (Figure 2.37) where a solution of copper(II)
sulfate in alkaline tartrate solution reacts with peptide
bonds to form a coloured (purple) complex absorbing
around 540 nm. The structure of the complex formed
is unclear but involves the coordination of copper ions
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NH
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NH
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HC
Cu2+

Figure 2.37 The complexation of cupric ions by
peptide bonds in the biuret method

by the amide hydrogen of peptide bonds. An important
aspect of this assay is that it is based around the
properties of the polypeptide backbone. Reduction of
Cu(II) to Cu(I) is accompanied by a colour change
and if the absorbance of the unknown protein is
compared with a calibration curve then concentration
is accurately determined. Ideally the standard protein
used to construct a calibration curve will have similar
properties, although frequently bovine serum albumin
(BSA) is used.

Another commonly used method of estimating
protein concentration is the Folin–Lowry method.
The colour reaction is enhanced by the addition
of Folin–Ciocalteau’s reagent to a protein solu-
tion containing copper ions. The active ingredient
of Folin–Ciocalteau’s reagent is a complex mixture
of phosphotungstic and phosphomolybdic acids. The
reduced Cu(I) generated in the biuret reaction forms
a number of reduced acid species in solution each
absorbing at a wavelength maximum between 720 and
750 nm and leading to an obvious blue colour. Estima-
tion of protein concentration arises by comparing the
intensity of this blue colour to a ‘standard’ protein of
known concentration at wavelengths between 650 and
750 nm.

Coomassie Brilliant Blue (Figure 2.38) does not
undergo chemical reactions with proteins but forms
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Figure 2.38 Coomassie blue dyes are commonly
used to estimate protein concentration (R250 = H;
G250 = CH3)
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stable complexes via non-covalent interactions.
Coomassie blue (G250) is used to estimate the amount
of protein in solution because complex formation is
accompanied by a shift in absorbance maxima from
465 to 595 nm. The mechanism of complex forma-
tion between dye and protein is unclear but from the
structure of the dye involves non-polar interactions.

Stereoisomerism
Up to this point the α carbon of amino acids has been
described as an asymmetric centre and little attention
has been paid to this characteristic property of tetrahe-
dral carbon centres. One of the most important conse-
quences of the asymmetric α carbon is that it gives rise
to a chiral centre and the presence of two isomers. The
two potential arrangements of atoms about the central
carbon are shown for alanine (Figure 2.39) and whilst
superficially appearing identical a closer inspection of
the arrangement of atoms and the relative positions
of the amino, carboxyl, hydrogen and methyl groups
reveals that the two molecules can never be exactly
superimposed.

The molecules are mirror images of each other or
stereoisomers. Most textbooks state that these isomers
are termed the L and D isomers without resorting to
further explanation. All naturally occurring amino acids

Figure 2.39 Two stereoisomers of alanine. As viewed
the C–H bond of the α-carbon is pointing away from
the viewer (down into the page) and superposition
of the remaining groups attached this chiral centre
is impossible. Each molecule is a mirror image of
the other known variously as enantiomers, optical
isomers or stereoisomers.

Table 2.4 The specific optical rotation of selected
amino acids

L-Amino

Acid

[α]D(H2O) L-Amino

Acid

[α]D(H2O)

Alanine +1.8 Isoleucine +12.4

Arginine +12.5 Leucine −11.0

Cysteine −16.5 Phenylalanine −34.5

Glutamic Acid +12.0 Threonine −28.5

Histidine −38.5 Tryptophan −33.7

found in proteins belong to the L absolute configuration.
However, at the same time the asymmetric or chiral
centre is also described as an optically active centre.
An optically active centre is one that rotates plane-
polarized light. Amino acids derived from the hydrol-
ysis of proteins under mild conditions will, with the
exception of glycine, rotate plane-polarized light in a
single direction. If this direction is to the right the
amino acids are termed dextrorotatory (+) whilst rota-
tion to the left is laevorotatory (−). Values for isolated
amino acids are known, with L-amino acids rotating
plane-polarized light in different directions and to dif-
fering extents (Table 2.4).

The terms dextro- and levorotatary must not be
confused with the L and D isomers, which for historical
reasons are related to the arrangement of atoms in L-
and D-glyceraldehyde. L-Trp is laevorotatory whilst L-
Glu is dextrorotatory. The D and L stereoisomers of
any amino acid have identical properties with two
exceptions: they rotate plane-polarized light in opposite
directions and they exhibit different reactivity with
asymmetric reagents. This latter point is important in
protein synthesis where D amino acids are effective
inhibitors and in enzymes where asymmetric active
sites discriminate effectively between stereoisomers.

The Cahn–Ingold–Prelog scheme has been devised
to avoid confusion and provides an unambiguous
method of assigning absolute configurations particularly
for molecules containing more than one asymmetric
centre. The amino acids isoleucine and threonine each
contain two asymmetric centres, four stereoisomers,
and potential confusion in naming isomers using the
DL system. Using threonine as an example we can see
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that the α carbon and the β carbon are each attached
to four different substituents. For the β carbon these
are the hydroxyl group, the methyl group, the hydrogen
atom and the α carbon. The RS system is based on
ranking the substituents attached to each chiral centre
according to atomic number. The smallest or lowest
ranked group is arranged to point away from the viewer.
This is always the C–H bond for the Cα carbon and the
remaining three groups are then viewed in the direction
of decreasing priority. For biomolecules the functional
groups commonly found in proteins are ranked in order
of decreasing priority:

SH > P > OR > OH > NH3 > COO > CHO

> CH2OH > C6H5 > CH3 > H

The priority is established initially on the basis of
atomic number so H (atomic no. = 1) has the lowest
priority whilst groups containing sulfur (atomic no. =
16) are amongst the highest. To identify RS isomers
one first identifies the asymmetric or stereogenic centre
and in proteins this involves an sp3 carbon centre
with a tetrahedral arrangement containing four different
groups. With the C–H bond (lowest priority) pointing
away from the viewer the three remaining groups
are ranked according to the scheme shown above. In
the case where two carbon atoms are attached to an
asymmetric centre then one moves out to the next
atom and applies the same selection rule at this point.
This leads to CH3 being of lower priority than C2H5

which in turn is lower than COO−. Where two isotopes
are present and this is most commonly deuterium and
hydrogen the atomic number rule is applied leading
to D having a greater priority than H. Having ranked
the groups we now assess if the priority (from high
to low) is in a clockwise or anticlockwise direction.
A clockwise direction leads to the R isomer (Latin:
rectus = right) whilst an anticlockwise direction leads
to the S isomer (Latin: sinister = left).

In L-threonine at the first asymmetric centre
(Cα) when looking down the Cα–H bond (pointing
away from the viewer in the arrangement shown
in Figure 2.40) the direction of decreasing order of
priority (NH3

+, COO− and CH–OH–CH3) is counter
clockwise. The Cα, the second carbon, is therefore con-
figuration S. A similar line of reasoning for the asym-
metric centre located at the third carbon (CG) yields

Figure 2.40 The asymmetric Cα centre of Thr is in
the S configuration. The Cα is shown on green whilst
the other atoms have their normal CPK colours

Figure 2.41 The asymmetric CG centre of threonine is
in the R configuration. The CG atom is shown in green
and the C–H bond is pointing away from the viewer

a decreasing order of priority in a clockwise direction
and hence the R configuration. Combining these two
schemes yields for L-threonine the nomenclature [2S-
3R] threonine (Figure 2.41).

Non-standard amino acids

The 20 amino acids are the building blocks of pro-
teins but are also precursors for further reactions that
produce additional amino acids. Amino acids with
unusual stereochemistry about the Cα carbon often
called D amino acids are comparatively common in
micro-organisms. Prominent examples are D-alanine
and D-isoglutamate in the cell wall of the Gram-positive
bacterium Staphylococcus aureus. In other bacteria
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Figure 2.42 Canavanine and β-N-oxalyl L-α, β-
diamino propionic acid (ODAP)

small peptide molecules known as ionophores form
channels in membranes through the use of proteins con-
taining D amino acid residues. A well-known example
is the 15 residue peptide Gramicidin A containing a
series of alternating D and L amino acids. In each case
the use of these unusual or non-standard amino acids
may be viewed as a defensive mechanism. Plants and
microorganism use non-standard amino acids as pro-
tective weapons. Canavanine, a homologue of arginine
containing an oxygen instead of a methylene group at
the δ position, accumulates as a storage protein in alfafa
seeds where it acts as a natural defence against insect
predators (Figure 2.42).

A serious occurrence of an unusual amino acid is the
presence of β-N -oxalyl L-α, β-diamino propionic acid
(ODAP) in the legume Lathyrus sativus. Ingestion of
seeds containing this amino acid is harmless to humans
in small quantities but increased consumption leads to

a neurological disorder (lathyrism) resulting in irre-
versible paralysis of leg muscles. ODAP is the culprit
and acts by mimicking glutamate in biological systems.

Amino acids undergo a wide range of metabolic
conversions as part of the cell’s normal synthetic
and degradative pathways. However, in a few cases
amino acids are converted to specific products. Instead
of undergoing further metabolism these modified
amino acids are used to elicit biological response.
The most important examples of the conversion of
amino acids into other modified molecules include
histamine, dopamine, thyroxine and γ-amino butyric
acid (GABA) (Figure 2.43). GABA is formed from the
amino acid glutamate as a result of decarboxylation
and is an important neurotransmitter; thyroxine is an
iodine-containing hormone stimulating basal metabolic
rate via increases in carbohydrate metabolism in
vertebrates, whilst in amphibians it plays a role in
metamorphosis; histamine is a mediator of allergic
response reactions and is produced by mast cells as
part of the body’s normal response to allergens.

Summary

Twenty different amino acids act as the building blocks
of proteins. Amino acids are found as dipolar ions
in solutions. The charged properties result from the
presence of amino and carboxyl groups and lead to
solubility in water, an ability to act as electrolytes, a
crystalline appearance and high melting points.
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Figure 2.43 Biologically active amino acid derivatives. Clockwise from top left are GABA, dopamine, histamine
and thyroxine
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Of the 20 amino acids found in proteins 19 have a
common structure based around a central carbon, the
Cα carbon, in which the amino, carboxyl, hydrogen
and R group are arranged tetrahedrally. An exception
to this arrangement of atoms is proline. The Cα carbon
is asymmetric with the exception of glycine and leads
to at least two stereoisomeric forms.

Amino acids form peptide bonds via a condensation
reaction and the elimination of water in a process
that normally occurs on the ribosomes found in cells.
The formation of one peptide bond covalently links
two amino acids forming a dipeptide. Polypeptides or
proteins are built up by the repetitive formation of
peptide bonds and an average sized protein may contain
1000 peptide bonds.

The peptide bond possesses hybrid characteristics
with properties between that of a C–N single bond
and those of a C=N double bond. These properties
result in decreased peptide bond lengths compared to a
C–N single bond, a lack of rotation about the peptide
bond and a preferred orientation of atoms in a trans
configuration for most peptide bonds. One exception to
this rule is the peptide bond preceding proline residues
where the cis configuration is increased in stability
relative to the trans configuration.

The side chains dictate the chemical and phys-
ical properties of proteins. Side chain properties
include charge, hydrophobicity and polarity and under-
pin many aspects of the structure and function
of proteins.

Problems
1. Why are amino acids white crystalline solids and

how does this account for their physicochemical
properties?

2. Using Figures 2.13 and 2.14 identify methine, me-
thene and methyl groups in the side chains of
leucine, isoleucine and valine. Label each carbon
atom according to the usual nomenclature. Repeat the
exercise of nomenclature for Figure 2.18.

3. Translate the following sequence into a sequence
based on the single letter codes.
Ala-Phe-Phe-Lys-Arg-Ser-Ser-Ser-Ala-Thr-Leu-
Ile-Val-Thr-Lys-Lys-Gln-Gln-Phe-Asn-Gly-Gly-
Pro-Asp-Glu-Val-Leu-Arg-Thr-Ala-Ser-Thr-Lys-
Ala-Thr-Asp.

4. What is the average mass of an amino acid residue?
Why is such information useful yet at the same
time limited?

5. Which of the following peptides might be expected to
be positively charged, which are negatively charged
and which carry no net charge?
Ala-Phe-Phe-Lys-Arg-Ser-Ser-Ser-Ala-Thr-Leu-
Ile-Val-
Ala-Phe-Phe-Lys-Arg-Ser-Glu-Asp-Ala-Thr-Leu-
Ile-Val-
Ala-Phe-Phe-Lys-Asp-Ser-Ser-Asp-Ala-Thr-Leu-
Ile-Val-
Ala-Phe-Phe-Lys-Asp-Ser-Ser-His-Ala-Thr-Leu-
Ile-Val-

Ala-Phe-Phe-Lys-Asp-Ser-Glu-His-Ala-Thr-Leu-
Ile-Val-
Are there any contentious issues?

6. The reagent 1-fluoro 2,4-dinitrobenzene has been
used to identify amino acids. Describe the groups
and residues you would expect this reagent to react
with preferentially. Under what conditions would you
perform the reactions.

7. Histidine has three ionizable functional groups. Draw
the structures of the major ionized forms of histidine
at pH 1.0, 5.0, 8.0 and 13.0. What are the respective
charges at each pH?

8. The pK1 and pK2 values for alanine are 2.34 and
9.69. In the dipeptide Ala-Ala these values are 3.12
and 8.30 whilst the tripeptide Ala-Ala-Ala has values
of 3.39 and 8.00. Explain the trends for the values of
pK1 and pK2 in each peptide.

9. A peptide contains the following aromatic residues
3 Trp, 6 Tyr and 1 Phe and gives an absorbance
at 280 nm of 0.8. Having added 1 ml of a solution
of this peptide to a cuvette of path length 1 cm
light calculate from the data provided in Table 2.4
the approximate concentration of the peptide (you
can assume the differences in ε between 280 nm
and those reported in Table 2.4 are negligible). The
molecular mass of the peptide is 2670 what was the
concentration in mg ml−1.
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10. Citrulline is an amino acid first isolated from
the watermelon (Citrullus vulgaris). Determine the
absolute (RS) configuration of citrulline for any
asymmetric centre. Isoleucine has two asymmetric
centres. Identify these centres and determine the
configuration at each centre. How many potential
optical isomers exist for isoleucine?



 

3
The three-dimensional structure

of proteins

Amino acids linked together in a flat ‘two-dimensional’
representation of the polypeptide chain fail to convey
the beautiful three-dimensional arrangement of pro-
teins. It is the formation of regular secondary structure
into complicated patterns of protein folding that ulti-
mately leads to the characteristic functional properties
of proteins.

Primary structure or sequence
The primary structure is the linear order of amino acid
residues along the polypeptide chain. It arises from
covalent linkage of individual amino acids via peptide
bonds. Thus, asking the question ‘What is the primary
structure of a protein?’ is simply another way of asking
‘What is the amino acid sequence from the N to C
terminals?’ To read the primary sequence we simply
translate the three or single letter codes from left to
right, from amino to carboxyl terminals. Thus in the
sequence below two alternative representations of the
same part of the polypeptide chain are given, starting
with alanine at residue 1, glutamate at position 2 and
extending to threonine as the 12th residue (Figure 3.1).

Every protein is defined by a unique sequence
of residues and all subsequent levels of organization
(secondary, super secondary, tertiary and quaternary)
rely on this primary level of structure. Some proteins

are related to one another leading to varying degrees
of similarity in primary sequences. So myoglobin,
an oxygen storage protein found in a wide range of
organisms, shows similarities in human and whales
in the 153 residue sequence (Figure 3.2). Most of
the sequence is identical and it is easier to spot the
differences. When a change occurs in the primary
sequence it frequently involves two closely related
residues. For example, at position 118 the human
variant has a lysine residue whilst whale myoglobin
has an arginine residue. Reference to Table 2.2 will
show that arginine and lysine are amino acids that
contain a positively charged side chain and this change
is called a conservative transition. In contrast in a few
positions there are very different amino acid residues.
Consider position 145 where asparagine (N) is replaced
by lysine (K). This transition is not conservative; the
small, polar, side chain of asparagine is replaced by the
larger, charged, lysine. Regions, or residues, that never
change are called invariant.

Secondary structure
Primary structure leads to secondary structure; the
local conformation of the polypeptide chain or the
spatial relationship of amino acid residues that are close
together in the primary sequence. In globular proteins

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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NH3-Ala-Glu-Glu-Ser-Ser-Lys-Ala-Val-Lys-Tyr-Tyr-Thr-……… 

NH3---A---E---E---S----S----K----A---V---K---Y----Y----T……..  

Figure 3.1 Single- and three-letter codes for amino
terminal of a primary sequence

the three basic units of secondary structure are the
α helix, the β strand and turns. All other structures
represent variations on one of these basic themes.
This chapter will focus on the chemical and physical
properties of polypeptides that permit the transition
from randomly oriented polymers of amino acid
residues to regular repeating secondary structure. With
20 different amino acid residues found in proteins there
are 780 possible permutations for a dipeptide. In an
average size polypeptide of ∼100 residues the number
of potential sequences is astronomical. In view of
the enormous number of possible conformations many
fundamental studies of protein secondary structure have
been performed on homopolymers of amino acids for
example poly-alanine, poly-glutamate, poly-proline or
poly-lysine.

Homopolymers have the advantage that either all
the residues are identical or in some cases simple
repeating units such as poly Ala-Gly, where Ala-
Gly dipeptides are repeated along the length of the
polymer. In comparison with polypeptides derived
from proteins these polymers have the advantage of

consistent conformations. This is not to imply that the
conformation of homopolymers is regular and ordered.
In some instances these polymers are unstructured,
however, the common theme is that the polymers
are uniform in their conformations and hence are
much more attractive candidates for initial studies
of structure.

Studies of homopolymers have been advanced by
host–guest studies where a polymer of alanine residues
is modified by an introduction of a single different
residue in the middle of the polypeptide. By measuring
changes in stability, solubility, or helical properties
these studies allow the effect of the new or guest
residue to be accurately defined. Indeed, much of
the data reported in tables throughout this book were
obtained by the introduction of a single amino acid
residue into a polymer containing just one type of
residue. The host peptide is usually designed to be
monomeric (i.e. non-aggregating), to be soluble and
not more than 15 residues in length. By systematically
replacing residue 8 with any of the other 19 amino
acids these studies have elucidated many of the
properties of residues within polypeptide chains. One
property that has been extensively studied using this
approach is the relative helical tendency of amino acid
residues in a peptide of poly-alanine. Results suggest,
unsurprisingly, that alanine is the most stable residue
to substitute into a poly-alanine peptide whilst proline
is the most destabilizing. More revealing is the relative

* 20 * 40
Human Mb : GLSDGEWQLVLNVWGKVEADIPGHGQEVLIRLFKGHPETL : 40
Whale Mb : VLSEGEWQLVLHVWAKVEADVAGHGQDILIRLFKSHPETL : 40

* 60 * 80
Human Mb : EKFDKFKHLKSEDEMKASEDLKKHGATVLTALGGILKKKG : 80
Whale Mb : EKFDRFKHLKTEAEMKASEDLKKHGVTVLTALGAILKKKG : 80

* 100 * 120
Human Mb : HHEAEIKPLAQSHATKHKIPVKYLEFISECIIQVLQSKHP : 120
Whale Mb : HHEAELKPLAQSHATKHKIPIKYLEFISEAIIHVLHSRHP : 120

* 140 *
Human Mb : GDFGADAQGAMNKALELFRKDMASNYKELGFQG : 153
Whale Mb : GDFGADAQGAMNKALELFRKDIAAKYKELGYQG : 153

Figure 3.2 The primary sequences of human and sperm whale myoglobin. Identical residues are shown in blue,
the regions in yellow show conserved substitutions whilst the red regions show non-conservative changes. Astericks
indicate every tenth residue. Single letter codes for residues are used
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Table 3.1 The helical propensity of amino acid
residues substituted into alanine polymers

Residue Helix

propensity,

�G (kJ mol−1)

Residue Helix

propensity,

�G (kJ mol−1)

Ala 0 Ile 0.41

Arg 0.21 Leu 0.21

Asn 0.65 Lys 0.26

Asp0 0.43 Met 0.24

Asp− 0.69 Phe 0.54

Cys 0.68 Pro 3.16

Gln 0.39 Ser 0.50

Glu0 0.16 Thr 0.66

Glu− 0.40 Tyr 0.53

Gly 1.00 Trp 0.49

His0 0.56 Val 0.61

His+ 0.66

Derived from Pace, C.N. & Scholtz, J.M. Biophys. J. 1998, 75, 422–427.
The data includes uncharged Glu, Asp and His residues (superscript 0). All
residues form helices with less propensity than poly-Ala hence the positive
values for �G .

helical tendencies or propensities of the other residues
when measured relative to alanine (Table 3.1).

When the first crystal structures of proteins became
available it allowed a comparison between residue
identity and secondary structure. Ala, Leu and Glu
are found more frequently in α helices whilst Pro,
Gly and Asp were found less frequently than average.
Using this analysis of primary sequence a helix
propensity scale was derived, and is still used in
predicting the occurrence of helices and sheets in
folded soluble proteins.

The α helix

The right-handed α helix is probably the best known
and most identifiable unit of secondary structure. The
structure of the α helix was derived from model-
building studies until the publication of the crystallo-
graphic structure of myoglobin. This demonstrated that
α helices occurred in proteins and were largely as pre-
dicted from theoretical studies by Linus Pauling. The

α helix is the most common structural motif found in
proteins; in globular proteins over 30 percent of all
residues are found in helices.

The regular α helix (Figure 3.3) has 3.6 residues per
turn with each residue offset from the preceding residue
by 0.15 nm. This parameter is called the translation per
residue distance. With a translation distance of 0.15 nm
and 3.6 residues per turn the pitch of the α helix is
simply 0.54 nm (i.e. 3.6 × 0.15 nm). The pitch is the
translation distance between any two corresponding
atoms on the helix. One of the major results of model
building studies was the realization that the α helix
arises from regular values adopted for φ (phi) and ψ

(psi), the torsion or dihedral angles (Figure 3.4).
The values of φ and ψ formed in the α helix

allow the backbone atoms to pack close together
with few unfavourable contacts. More importantly this
arrangement allows some of the backbone atoms to
form hydrogen bonds. The hydrogen bonds occur
between the backbone carbonyl oxygen (acceptor)
of one residue and the amide hydrogen (donor) of
a residue four ahead in the polypeptide chain. The
hydrogen bonds are 0.286 nm long from oxygen to
nitrogen atoms, linear and lie (in a regular helix)
parallel to the helical axis. It is worth noting that
in ‘real’ proteins the arrangement of hydrogen bonds
shows variation in length and angle with respect to
helix axes (Figure 3.5).

Hydrogen bonds have directionality that reflects
the intrinsic polarization of the hydrogen bond due
to the electronegative oxygen atom. In a similar fash-
ion the peptide bond also has polarity and the combined
effect of these two parameters give α helices pro-
nounced dipole moments. On average the amino end of
the α helix is positive whilst the carboxyl end is neg-
ative. In the α helix, the first four NH groups and last
four CO groups will normally lack backbone hydrogen
bonds. For this reason very short helices often have
distorted conformations and form alternative hydro-
gen bond partners. The distortion of hydrogen bonds
and lengths that occur in real helices are accompanied
by the dihedral angles (φ and ψ) that deviate signif-
icantly from the ideal values of −57◦ and −47◦ (see
Table 3.2).

Visualization of the α helix frequently neglects the
side chains but an ideal arrangement involves the
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Pitch ~ 0.54 nm

Pitch ~ 0.54 nm

C terminal direction

N terminal direction

Ca

Ca

Ca

Figure 3.3 A regular α helix. Only heavy atoms (C, N and O, but not hydrogen) are shown and the side chains are
omitted for clarity

N

N

O

O

y

f

Ca

Ca

C′

C′

Figure 3.4 φ is defined by the angle between the
C′–N–Cα –C′ atoms whilst ψ is defined by the atoms
N–Cα –C′–N

Figure 3.5 Arrangement of backbone hydrogen
bonds in a real α helix from myoglobin, shows
deviations from ideal geometry
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Table 3.2 Dihedral angles, translation distances and number of residues per turn for regular secondary
structure conformations. In poly(Pro) I ω is 0◦ whilst in poly(Pro) II ω is 180◦

Dihedral angle (◦) Translation distance

per residue (nm)
Secondary structure element φ ψ Residues/turn

α helix −57 −47 3.6 0.150
310 helix −49 −26 3.0 0.200
π helix −57 −70 4.4 0.115
Parallel β strand −139 +135 2.0 0.320
Antiparallel β strand −119 +113 2.0 0.340
Poly(Pro) I −83 +158 3.3 0.190
Poly(Pro) II −78 +149 3.0 0.312

atoms projecting outwards into solution. Although the
side chains radiate outwards there are conformational
restrictions because of potential overlap with atoms
in neighbouring residues. This frequently applies to
branched side chains such as valine, isoleucine and
threonine where the branch occurs at the CB atom
and is closest to the helix. Steric restriction about the
CA–CB bond leads to discrete populations or rotamers
(Figure 3.6). The symbol χ1 (pronounced “KI one”)
is used to define this angle and is best appreciated by
viewing projections along the CA–CB bond.

Alanine, glycine and proline do not have χ1 angles
whilst the χ2 angle for serine, threonine and cysteine
is difficult to measure because it involves determining
the position of a single H atom accurately. However,
in databases of protein structures the χ1 angles adopted
for all residues (except Ala, Gly and Pro) have been
documented, whilst the χ2 distribution of Arg, Glu,
Gln, Ile, Leu, Lys and Met are also well known. This
has lead to the idea of rotamer libraries that reflect the
most probable side chain conformations in elements of
secondary structure (see Table 3.3).

Proline does not form helical structure for the
obvious reason that the absence of an amide proton
(NH) precludes hydrogen bonding whilst the side chain
covalently bonded to the N atom restricts backbone
rotation. The result is that proline often locates at the
beginning of helices or in turns between two α helical
units. Occasionally proline is found in a long helical

Table 3.3 The range or distribution of χ1

bond angles in different rotamer populations

Rotamer χ1 angle

g+ (gauche +) −120◦ − 0◦

trans 120◦ −240◦

g− (gauche −) 0◦ − 120◦

CO

CH2

H H

NHH
NHH

CO

H

C
H2

H

NHH

CO

H

H CH2

Figure 3.6 The CA–CB bond and different rotamer
populations. Instead of looking directly along the
CA–CB bond the bond is offset slightly to aid viewing.
The front face represents the ‘backbone’ portion of the
molecule. A clockwise rotation is defined as positive
(+) whilst a counter clockwise rotation is negative (−)
and leads to angles between methylene and CO group
of ∼180◦, −60◦ and +60◦

region but invariably a major effect is to distort the
helix causing a kink or change of direction of the
polypeptide backbone.
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Figure 3.7 Wireframe and space-filling representa-
tions of one end of a regular α helix

The α helix is frequently portrayed in textbooks
including this one with a ‘ball and stick’ or ‘wireframe’
representation (Figure 3.7). A better picture is provided
by ‘space-filling’ representations (Figure 3.7) where
atoms are shown with their van der Waals radii.
In the ‘end-on’ view of the α helix the wireframe
representation suggests a hollow α helix. In contrast,
the space filling representation emphasizes that little
space exists anywhere along the helix backbone.
Other representations of helices include cylinders
showing the length and orientation of each helix
or a ribbon representation that threads through the
polypeptide chain. The preceding section views the
helix as a stable structure but experiments with
synthetic poly-amino acids suggest that very few
polymers fold into regular helical conformation.

Other helical conformations

The 310 helix is a structural variation of the α helix
found in proteins (Figure 3.8). The 310 helices are
often found in proteins when a regular α helix is
distorted by the presence of unfavourable residues,
near a turn region or when short sequences fold into
helical conformation. In the 310 helix the dominant
hydrogen bonds are formed between residues i, i + 3 in
contrast to (i, i + 4) bonds seen in the regular α helix.
The designation 310 refers to the number of backbone
atoms located between the donor and acceptor atoms
(10) and the fact that there are three residues per

4

3

2

1

Figure 3.8 A 310 helix shows many similarities to
a regular α helix. Closer inspection of the hydrogen
bond donor and acceptor reveals i, i + 3 connectivity,
three residues per turn and dihedral angle values of
∼−50 and −25 reflect a more tightly coiled helix (see
Table 3.2)

turn. With three residues per turn the 310 helix is a
tighter, narrower structure in which the potential for
unfavourable contacts between backbone or side chain
atoms is increased.

Whilst the 310 helix is a narrower structure than
the α helix a third possibility is a more loosely coiled
helix with hydrogen bonds formed between the CO and
NH groups separated by five residues (i, i + 5). This
structure is the π helix and at one stage it was thought
not to occur naturally. However, examples of this helix
structure have been described in proteins. Soyabean
lipoxygenase has a 43-residue helix containing regions
essential to enzyme function and stability running
through the centre of the molecule. Three turns of an
expanded helix with eight (i, i + 5) hydrogen bonds
and 4.4 residues per turn make it an example of a π

helix containing more than one turn found in a protein
(Figure 3.9).

The rarity of this form of secondary structure arises
for a number of reasons. One major limitation is that
the φ/ψ angles of a π helix lie at the edge of the
allowed, minimum energy, region of the Ramachandran
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Figure 3.9 The π helix showing i, i + 5 hydrogen
bonds and the end on view of the helix

plot. The large radius of the π helix means that
backbone atoms do not make van der Waals contact
across the helix axis leading to the formation of a
hole down the middle of the helix that is too small
for solvent occupation.

The β strand

The β strand, so called because it was the second
unit of secondary structure predicted from the model-
building studies of Pauling and Corey, is an extended
conformation when compared with the α helix. Despite
its name the β strand is a helical arrangement although
an extremely elongated form with two residues per turn
and a translation distance of 0.34 nm between similar
atoms in neighbouring residues. Although less easy
to recognize, this leads to a pitch or repeat distance
of nearly 0.7 nm in a regular β strand (Figure 3.10).
A single β strand is not stable largely because of
the limited number of local stabilizing interactions.
However, when two or more β strands form additional
hydrogen bonding interactions a stable sheet-like
arrangement is created (Figure 3.11). These β sheets
result in significant increases in overall stability and

~ 0.68 nm

φ

ψ

0.34 nm
Translation distance

Figure 3.10 The polypeptide backbone of a single β

strand showing only the heavy atoms

N C

C N

Inter-strand
hydrogen bond

Figure 3.11 Two adjacent β strands are hydrogen bonded to form a small element of β sheet. The hydrogen bonds
are inter-strand between neighbouring CO and NH groups. Only the heavy atoms are shown in this diagram for clarity
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are stabilized by the formation of backbone hydrogen
bonds between adjacent strands that may involve
residues widely separated in the primary sequence.

Adjacent strands can align in parallel or antiparallel
arrangements with the orientation established by deter-
mining the direction of the polypeptide chain from the
N- to the C-terminal. ‘Cartoon’ representations of β

strands make establishing directions in molecular struc-
tures easy since β strands are often shown as arrows;
the arrowheads indicate the direction towards the C
terminal. These cartoons take different forms but all
‘trace’ the arrangement of the polypeptide backbone
and summarize secondary structural elements found
in proteins without the need to show large numbers
of atoms.

Polyamino acid chains do not form β sheets when
dispersed in solution and this has hindered study of
the formation of such structures. However, despite this
observation many proteins are based predominantly
on β strands, with chymotrypsin a proteolytic enzyme
being one example (see Figure 3.12).

Unlike ideal representations strands found in pro-
teins are often distorted by twisting that arises from

a systematic variation of dihedral angles (φ and ψ)
towards more positive values. The result is a slight, but
discernable, right hand twists in the polypeptide chain.
In addition when strands hydrogen bond together to
form sheets further distortions occur especially with
mixtures of anti-parallel and parallel β strands. On
average β sheets containing antiparallel strands are
more common than sheets made up entirely of par-
allel strands. Anti-parallel sheets often form from just
two β strands running in opposite directions whilst it
is observed that at least four β strands are required to
form parallel sheets. β strands associate spectacularly
into extensive curved sheets known as β barrels. The
β barrel is found in many proteins (Figure 3.13) and
consists of eight parallel β strands linked together by
helical segments.

Turns as elements of secondary structure

As more high-resolution structures are deposited in
protein databases it has allowed turns from different
proteins to be defined and compared in terms of

Figure 3.12 Representation of the elements of β strands and α helices found in the serine protease chymotrypsin.
(PDB:2CGA). The strands shown in cyan have arrows indicating a direction leading from the N > C terminus, the
helices are shown in red and yellow with turns in grey. There is no convention describing the use of colours to a
particular element of secondary structure
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Figure 3.13 The β barrel of triose phosphate isomerase seen in three different views. The eight β strands
encompassed by helices are shown in the centre with two different views of the eight parallel β strands shown in the
absence of helical elements. Eight strands are arranged at an angle of approximately 36◦ to the barrel axis (running
from top to bottom in the right most picture) with each strand offset from the previous one by a constant amount

residue composition, angles and bond distances. In
some proteins the proportion of residues found in turns
can exceed 30 percent and in view of this high value it
is unlikely that turns represent random structures. Turns
have the universal role of enabling the polypeptide to
change direction and in some cases to reverse back
on itself. The reverse turns or bends arise from the
geometric properties associated with these elements of
protein structure.

Analysis of the amino acid composition of turns
reveals that bulky or branched side chains occur at
very low frequencies. Instead, residues with small side
chains such as glycine, aspartate, asparagine, serine,
cysteine and proline are found preferentially. An anal-
ysis of the different types of turns has established that
perhaps as many as 10 different conformations exist
on the basis of the number of residues making up the
turn and the angles φ and ψ associated with the central
residues. Turns can generally be classified according
to the number of residues they contain with the most
common number being three or four residues.

A γ turn contains three residues and frequently links
adjacent strands of antiparallel β sheet (Figure 3.14).
The γ turn is characterized by the residue in the
middle of the turn (i + 1) not participating in hydrogen
bonding whilst the first and third residues can form
the final and initial hydrogen bonds of the antiparallel
β strands. The change in direction of the polypeptide
chain caused by a γ turn is reflected in the values of φ

and ψ for the central residue. As a result of its size and

Cα
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Cβ
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γ turn-three residues β turn-four residues

i + 3

i + 1

i + 1

i
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i + 2

N

N

N

N

N

Figure 3.14 Arrangement of atoms in γ and β turns
connected to strands of an antiparallel β sheet. γ

turns contain three residues whilst β turns have four
residues. A large number of variations on this basic
theme exist in proteins. Hydrogen bonds are shown by a
dotted line whilst only heavy atoms of the polypeptide
backbone together with the CB atom are shown

conformational flexibility glycine is a favoured residue
in this position although others are found.

More commonly found in protein structures are four
residue turns (β turns). Here the middle two residues
(i + 1, i + 2) are never involved in hydrogen bonding
whilst residues i and i + 3 will participate in hydrogen
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bonding if a favourable arrangement forms between
donor and acceptor. Analysis of structures deposited
in protein databases reveals strong residue preferences.
In the relatively common type 1β turn any residue can
occur at position i, i + 3 with the exception that Pro is
never found. More significantly glycine is often found
at position i + 3 whilst proline predominates at i + 1.
Asn, Asp, Cys and Ser are also found frequently in
β-turns as the first residue.

Additional secondary structure

Both glycine and proline are associated with unusual
conformational flexibility when compared with the
remaining 18 residues. In the case of glycine there
is very little restriction to either φ/ψ as a result of
the small side chain (H). In the case of proline the
opposite situation applies with φ, the angle defined by
the N–Cα bond, restricted by the five-membered cyclic
(pyrrolidine) ring. Proline residues are not suited to
either helical or strand arrangements but are found at
high frequency in turns or bends.

Additionally polyproline chains adopt unique and
regular conformations distinct from helices, turns or
strands. Two recognized conformations are called
poly(Pro) I and poly(Pro) II. Proline is unique amongst
the twenty residues in showing a much higher propor-
tion of cis peptide bonds. The two forms of poly(Pro)
therefore contain all cis (I) or all trans (II) peptide
bonds. The value of φ is restricted by bond geometry
to −83◦ (I) and −78◦ (II) and the torsion angle restric-
tions create poly(Pro) I as a right-handed helix with 3.3
residues per turn, whilst poly(Pro) II is a left-handed
helix with three residues per turn. Poly(Gly) chains also
adopt regular conformation and presents the opposite
situation to poly(Pro) chains. Glycine has extreme con-
formational flexibility. In the solid state poly(Gly) has
been shown to adopt two regular conformations des-
ignated I and II. State I has an extended conformation
like a β strand whilst state II has three residues per turn
and is similar to poly(Pro).

The Ramachandran plot

The peptide bond is planar as a result of resonance
and its bond angle, ω, has a value of 0 or 180◦. A

N O
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H3C

H
N
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Figure 3.15 Cis and trans peptide bonds

peptide bond in the trans (Figure 3.15) conformation
(ω = 180◦) is favoured over the cis (Figure 3.15)
arrangement (ω = 0◦) by a factor of ∼1000 because
the preferential arrangement of non-bonded atoms leads
to fewer repulsive interactions that otherwise decrease
stability. In the cis peptide bond these non-bonded
interactions increase due to the close proximity of
side chains and Cα atoms with the preceding residue
and hence results in decreased stability relative to
the trans state. Peptide bonds preceding proline are
an exception to this trend with a trans/cis ratio of
approximately 4.

The peptide bond is relatively rigid, but far greater
motion is possible about the remaining backbone
torsion angles. In the polypeptide backbone C–N–Cα–C
defines the torsion angle φ whilst N–Cα–C–N defines
ψ. In practice these angles are limited by unfavourable
close contacts with neighbouring atoms and these
steric constraints limit the conformational space that is
sampled by polypeptide chains. The allowed values for
φ and ψ were first determined by G.N. Ramachandran
using a ‘hard sphere model’ for the atoms and these
values are indicated on a two-dimensional plot of φ

against ψ that is now called a Ramachandran plot
(Figure 3.16).

In the Ramachandran plot shown in Figure 3.16
the freely available conformational space is shaded in
green. This represents ideal geometry and is exhibited
by regular strands or helices. Analysis of crystal struc-
tures determined to a resolution of <2.5 Å showed
that over 80 percent of all residues are found in this
region of the Ramachandran plot. The yellow region
indicates areas that although less favourable can be
formed with small deviations from the ideal angular
values for φ or ψ. The yellow and green regions include
95 percent of all residues within a protein. Finally, the
purple coloured region, although much less favourable,
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Figure 3.16 Ramachandran plots showing favourable conformational parameters for different φ/ψ values. Left:
Ramachandran plot showing the φ/ψ angles exhibited by regular α helix and β strands. In addition the left-handed
helix has a region of limited stability and although not widely shown in protein structures isolated residues do adopt
this conformation. Right: Ramachandran plot derived from the crystal structure of bovine pancreatic trypsin inhibitor
PDB: 1BPI. The residue numbers for glycine are shown. In BPTI some of these residues do not exhibit typical φ/ψ
angles

will account for 98 percent of all residues in proteins.
All other regions are effectively disallowed with the
minor exception of a small region representing left-
handed helical structure. In total only 30 percent of the
total conformational space is available suggesting that
the polypeptide chain itself imposes severe restrictions.

One exception to this rule is glycine. Glycine lacks a
Cβ atom and with just two hydrogen atoms attached to
the Cα centre this residue is able to sample a far greater
proportion of the space represented in the Ramachan-
dran plot (Figure 3.17). For glycine this leads to a
symmetric appearance for the allowed regions. As
expected residues with large side chains are more likely
to exhibit unfavourable, non-bonded, interactions that
limit the possible values of φ and ψ. In the Ramachan-
dran plot the allowed regions are smaller for residues
with large side chains such as phenylalanine, trypto-
phan, isoleucine and leucine when compared with, for
example, the allowed regions for alanine.

Similar plots of χ1 versus χ2 describe their distri-
bution in proteins and it was found that the distribution
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Figure 3.17 Ramachandran plot showing conforma-
tional space ‘sampled’ by glycine residues
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of χ1 and χ2 side-chain torsion angles followed simple
energy-based calculations with preferences for values
of approximately +60◦, 180◦ and −60◦ for χ1 and χ2

in aliphatic side chains, and +90◦ and −90◦ for the
χ2 torsion angle of aromatic residues. Inspection of
χ1/χ2 distribution reveals that several residues display
preferences for certain combinations of torsion angles.
Leucine residues prefer the combinations −60◦/180◦

and 180◦/+60◦. This approach has led to the derivation
of a library of preferred, but not obligatory, side-chain
rotamers. These libraries are useful in the refinement
of protein structures and include residue-specific pref-
erences for combinations of side-chain torsion angles.
Valine, for example, shows the greatest preference for
one rotamer (χ1 is predominantly t) and is unique in
this respect amongst the side chains.

Tertiary structure

At the beginning of 2004 ∼22 000 sets of atomic
coordinates were deposited in databases such as the
Protein Data Bank (PDB) and this value increases daily
with the deposition of new structures from increasingly
diverse organisms (see Figure 3.18). This database is

currently maintained at Rutgers University with several
mirrors (identical sites) found at other sites across
the world (http://www.rcsb.org/pdb). Whilst some of
these proteins are duplicated or related (there are over
50 structures of T4 lysozyme and over 200 globin
structures) the majority represent the determination of
novel structures using mainly X-ray diffraction and
nuclear magnetic resonance (NMR) spectroscopy. Over
1000 different protein folds have been discovered to
date with undoubtedly more to follow.

PDB files contain information of the positions in
space of the vast majority of atoms making up a
protein. By identifying the x, y and z coordinate of
each atom we define the whole molecule. However,
besides the x, y and z coordinates of atoms PDB files
also contain header information describing the primary
sequence, the method used to determine the structure,
the organism from which this protein was derived, the
elements of secondary structure, any post-translational
modifications as well as the authors. As a consequence
of the great development in bioinformatics PDB files
are undergoing homologization to enable easy compar-
ison between structures and to permit widespread use
with different computer software packages. Figure 3.19
shows a representative PDB file.
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Figure 3.18 Data produced by the Protein Data Bank on the deposition of structures. From Berman, H.M. et al. The
Protein Data Bank. Nucl. Acids Res. 2000 28, 235–242. See http://www.rcsb.org/pdb for latest details. Red blocks
indicate total structures, purple blocks the number of submissions per year
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HEADER    HYDROLASE(ZYMOGEN)                      16-JAN-87   2CGA      2CGA   3 
COMPND    CHYMOTRYPSINOGEN *A                                           2CGA   4 
SOURCE    BOVINE (BOS $TAURUS) PANCREAS                                 2CGA   5 
AUTHOR    D.WANG,W.BODE,R.HUBER                                         2CGA   6 
>>>>>> 
>>>>>> 
JRNL        AUTH   D.WANG,W.BODE,R.HUBER                                2CGA   8 
JRNL        TITL   BOVINE CHYMOTRYPSINOGEN *A. X-RAY CRYSTAL STRUCTURE  2CGA   9 
>>>>>> 
REMARK   1                                                              2CGA  14 
REMARK   1 REFERENCE 1                                                  2CGA  15 
>>>>>> 
SEQRES   1 A  245  CYS GLY VAL PRO ALA ILE GLN PRO VAL LEU SER GLY LEU  2CGA  71 
SEQRES   2 A  245  SER ARG ILE VAL ASN GLY GLU GLU ALA VAL PRO GLY SER  2CGA  72 
SEQRES   3 A  245  TRP PRO TRP GLN VAL SER LEU GLN ASP LYS THR GLY PHE  2CGA  73 
>>>>>> 
>>>>>> 
SEQRES  17 B  245  LEU VAL GLY ILE VAL SER TRP GLY SER SER THR CYS SER  2CGA 106 
SEQRES  18 B  245  THR SER THR PRO GLY VAL TYR ALA ARG VAL THR ALA LEU  2CGA 107 
SEQRES  19 B  245  VAL ASN TRP VAL GLN GLN THR LEU ALA ALA ASN          2CGA 108 
>>>>>> 
CRYST1   59.300   77.100  110.100  90.00  90.00  90.00 P 21 21 21    8  2CGA 113 
ORIGX1      1.000000  0.000000  0.000000        0.00000                 2CGA 114 
ORIGX2      0.000000  1.000000  0.000000        0.00000                 2CGA 115 
ORIGX3      0.000000  0.000000  1.000000        0.00000                 2CGA 116 
SCALE1       .016863  0.000000  0.000000        0.00000                 2CGA 117 
SCALE2      0.000000   .012970  0.000000        0.00000                 2CGA 118 
SCALE3      0.000000  0.000000   .009083        0.00000                 2CGA 119 
MTRIX1   1   .987700   .155000   .017700        6.21700    1            2CGA 120 
MTRIX2   1   .022800  -.031400  -.999200      115.61600    1            2CGA 121 
MTRIX3   1  -.154300   .987400  -.034600       -3.74800    1            2CGA 122 
ATOM      1  N   CYS A   1     -10.656  55.938  41.808  1.00 11.66      2CGA 123 
ATOM      2  CA  CYS A   1     -10.044  57.246  41.343  1.00 11.66      2CGA 124 
ATOM      3  C   CYS A   1     -10.076  58.323  42.431  1.00 11.66      2CGA 125 
ATOM      4  O   CYS A   1     -10.772  58.097  43.448  1.00 11.66      2CGA 126 
ATOM      5  CB  CYS A   1     -10.807  57.718  40.066  1.00 11.66      2CGA 127 
>>>>>>
>>>>>>
>>>>>>
ATOM    744  N   ASN A 100     -13.152  77.724  22.378  1.00  8.65      2CGA 866 
ATOM    745  CA  ASN A 100     -14.213  76.940  23.011  1.00  8.65      2CGA 867 
ATOM    746  C   ASN A 100     -14.134  75.441  22.693  1.00  8.65      2CGA 868 
ATOM    747  O   ASN A 100     -13.706  75.062  21.563  1.00  8.65      2CGA 869 
>>>>>> 
>>>>>> 
ATOM   1461  N   VAL A 200      -9.212  70.793  39.923  1.00  9.30      2CGA1583 
ATOM   1462  CA  VAL A 200      -9.875  69.689  40.639  1.00  9.30      2CGA1584 
ATOM   1463  C   VAL A 200     -10.634  70.148  41.868  1.00  9.30      2CGA1585 
ATOM   1464  O   VAL A 200     -10.151  70.985  42.657  1.00  9.30      2CGA1586 
>>>>>> 
HETATM 3601  O   HOH   601     -20.008  66.224  26.138  1.00 26.69      2CGA3723 
HETATM 3602  O   HOH   602     -21.333  66.182  28.756  1.00 18.10      2CGA3724 
HETATM 3603  O   HOH   603     -18.000  68.022  22.774  1.00 34.03      2CGA3725 
MASTER       60    3    0    0    0    0    0    9 3927    2    0   38  2CGAA  6 
END                                                                     2CGA4053 

Figure 3.19 An abbreviated version of a representative PDB file. The file 2CGA refers to the chymotrypsin. In the
above example the structure was determined by X-ray crystallography and the initial lines (header and remarks) of a
PDB file give the authors, important citations, source of the protein and other useful information. Later the primary
sequence is described and this is followed by crystallographic data on the unit cell dimensions and space group.
The important lines are those beginning with ATOM since collectively these lines list all heavy atoms of the protein
together with their respective x, y and z coordinates. A line beginning HETATM lists the position of hetero atoms
which might include co-factors but more frequently lists water molecules found in the crystal structure. The symbol
������� is used here to denote the omission of many lines of text. Where more than one chain exists the
coordinates will be listed as chain A, chain B, etc.
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Ten years ago the representation of tertiary structures
on flat pages of a book represented a major prob-
lem as well as creating conceptual difficulty for stu-
dents. Although tertiary structures remain complex
to visualize the widespread development of desktop
computers capable of handling these relatively large
files coupled with graphical software to represent the
structures of proteins in different fashions has revo-
lutionized this area. Many of the images of proteins
shown in this book can be viewed as true ‘three-
dimensional’ structures by consulting the on-line ver-
sion of this book or by downloading the PDB file
from one of the many available databases and using
this file in a suitable molecular graphics package. An
alternative sometimes used is to represent molecules
as stereo images that can be viewed with either spe-
cial glasses or more easily on computers equipped to
display such structures again using special glasses. In
this book stereo images have not been widely used
purely for simplicity but students should endeavour
to view such presentations because of their ability to

convey space, folding and depth in highly complex
structures.

Numerous software packages have been developed
for viewing PDB files and each has its own advantages
and disadvantages as well as its own supporters and
detractors within the scientific community. Many of
these packages are public domain software whilst
others have been developed as commercial entities.
However, there is little doubt that as a result of this
important, yet often under-rated, development it has
become easier to portray tertiary structures conveying
their complexity and beauty.

Detailed tertiary structure

The tertiary structure represents the folded polypeptide
chain. It is defined as the spatial arrangement of amino
acid residues that are widely separated in the primary
sequence or more succinctly as the overall topology
formed by the polypeptide (see Figure 3.20). For small
globular proteins of 150 residues or less the folded

Ala-Glu-Glu-Ser-Ser-Lys-Ala-Val-….

Domain

Subunit 1 Subunit 2

Figure 3.20 Four levels of organization within proteins; primary, secondary, tertiary and quaternary
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structure involves a spherical compact molecule com-
posed of secondary structural motifs with little irregular
structure. Disordered or irregular structure in proteins
is normally confined to the N and C terminals or more
rarely to loop regions within a protein or linker regions
connecting one or more domains. Asking the ques-
tion ‘what is the tertiary structure of a protein?’ is
synonymous with asking ‘what is the protein fold?.’
The fold arises from linking together secondary struc-
tures forming a compact globular molecule. Elements
of secondary structure interact via hydrogen bonds,
as in β sheets, but also depend on disulfide bridges,
electrostatic interactions, van der Waals interactions,
hydrophobic contacts and hydrogen bonds between
non-backbone groups.

Interactions stabilizing tertiary structure

To form stable tertiary structure proteins must clearly
form more attractive interactions than unfavourable
or repulsive ones. The formation of stable tertiary
folds relies on interactions that differ in their relative
strengths and frequency in proteins.

Disulfide bridges

Disulfide bridges dictate a protein fold by forming
strong covalent links between cysteine side chains that
are often widely separated in the primary sequence.
A disulfide bridge cannot form between consecutive
cysteine residues and it is normal for each cysteine
to be separated by at least five other residues.
The formation of a disulfide bridge restrains the
overall conformation of the polypeptide and in bovine
pancreatic trypsin inhibitor (BPTI; Figure 3.21), a
small protein of 58 residues, there are three disulfide
bridges formed between residues 5–55, 14–38 and
30–51. The effect is to bring the secondary structural
elements closer together. Disulfide bonds are only
broken at high temperatures, acidic pH or in the
presence of reductants. In BPTI reduction of the
disulfide bonds leads to decreased protein stability that
is mirrored by other disulfide-rich proteins.

The hydrophobic effect

The importance of the hydrophobic effect was for a
long time underestimated. Charged interactions and

Figure 3.21 Structure of BPTI (PDB: 5PTI) showing
the protein fold held by three disulfide bridges (5–55,
14–38 and 30–51)

hydrogen bonds are not strong intramolecular forces
because water molecules compete significantly with
these effects. However, water is a very poor solvent
for many non-polar molecules and this is exemplified
by dissolving an organic solute such as cyclohexane
in water. Non-polar molecules cannot form hydrogen
bonds with water and this prevents molecules such
as cyclohexane dissolving extensively in aqueous
solutions. As a consequence interactions between water
and non-polar molecules are weakened and may be
virtually non-existent. The result is an enhancement
of interactions between non-polar molecules and the
formation of hydrophobic clusters within water. The
enhanced interactions between non-polar molecules
in the presence of water are the basis for the
hydrophobic effect. Since the side chains of many
amino acid residues are hydrophobic it is clear that
the hydrophobic effect may contribute significantly to
intramolecular interactions. The hydrophobic effect can
be restated as the preference of non-polar atoms for
non-aqueous environments.
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The magnitude of the hydrophobic effect has proved
difficult to estimate but has been accomplished by
measuring the free energy associated with transfer
of a non-polar solvent into water from the gaseous,
liquid or solid states. The thermodynamics governing
the transfer of non-polar molecules between phases
are complicated but it is worth remembering that
the enthalpy change, �H , represents changes in non-
covalent interactions in going between the two phases
whilst the entropy change (�S) reflects differences
in the order of each system. A summation of these
two terms gives �Gtr, the free energy of transfer of
a non-polar or hydrophobic molecule from one phase
to another, via the relationship �G = �H − T �S,
where T is temperature. The overall process involves
the transfer of a solute molecule into the aqueous
phase by (i) creating a cavity in the water, (ii) adding
solute to the cavity, and (iii) maximizing favourable
interactions between solute molecules and between
solvent molecules.

In ice water molecules are arranged in a regular
crystal lattice that maximizes hydrogen bonding with
other water molecules, forming on average four
hydrogen bonds. In the liquid phase these hydrogen
bonds break and form rapidly with an estimated half-
life of less than 1 ns. This leads to each water
molecule forming an average of 3.4 hydrogen bonds.
The capacity for hydrogen bonding and intermolecular
attraction accounts for the high boiling point of water
and the relatively large amounts of energy required
to break these interactions, especially when compared
with the interactions between non-polar liquids such as
cyclohexane (Figure 3.22). Here the C–H bonds show
little tendency to hydrogen bond and this is true for
most of the non-polar side chains of amino acids in
proteins. The hydrophobic interaction does not derive
from the interaction between non-polar molecules or
from the interaction between water and non-polar
solutes because hydrogen bonds do not form. The
driving force for the formation of hydrophobic clusters
is the tendency for water molecules to hydrogen
bond with each other. Water forms hydrogen bonded
networks around non-polar solutes to become more
ordered and one extreme example of this effect is the
observation of clathrates where water forms an ordered
cage around non-polar solutes. Around the cage water

∆H  = −8
T∆S  = −6

∆G  = −2
∆Cp = +12

∆H  = −8
T∆S  = −12

∆G  = +4
∆Cp = +120

∆H  = +2
T∆S  = −3

∆G  = +5

∆G  = +6
∆Cp  = 108

∆H  = 0
T∆S  = −6

∆H  = −2
T∆S  = −3

∆G  = +1

Liquid

Solid

Gas

Aqueous
solution

Figure 3.22 Transfer of a non-polar solute (cyclo-
hexane) from gas, liquid and solid phases to aqueous
solution around room temperature. The hydrophobic
interaction is temperature dependent and the respec-
tive enthalpy (�H), entropy (T�S) and free energy
(�G) of transfer are given in kcal mol−1. (Repro-
duced courtesy of Creighton, T.E. Proteins Structure &
Molecular Properties, 2nd edn. W.H. Freeman, 1993)

forms with maximum hydrogen bonding but each bond
has less than optimal geometry.

The energetics of the hydrophobic interaction can
now be explored in more detail to provide a physical
basis for the phenomena in protein structure. The
most interesting transitions are those occurring from
liquid phases involving the transfer of a non-polar
solute from a non-polar liquid to water. The adverse
ordering of water around the solute leads to an
unfavourable decrease in entropy, whilst the �Htr

term is approximately zero. It is the entropic factor
that dominates in the transfer of a non-polar solute
into aqueous solutions with enthalpy terms reflecting
increased hydrogen bonding.

The temperature dependence of the hydrophobic
interaction provides still more clues concerning the
process. As the temperature is increased water around
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non-polar solutes is disrupted by breaking hydrogen
bonds and becomes more like bulk water. This
process is reflected by a large heat capacity (�Cp)
that accompanies the hydrophobic interaction and is
characteristic of this type of interaction. The large
change in heat capacity underpins the temperature
dependency of the hydrophobic interaction through
its effect on both enthalpic and entropic terms. The
magnitude of Cp is related to the non-polar surface
area of the solute exposed to water along with many
other thermodynamic parameters. As a result a large
number of correlations have been made between
accessible surface area, solubility of non-polar solutes
in aqueous solutions and the energetics associated with
the hydrophobic interaction. The hydropathy index
established for amino acids is just one manifestation
of the hydrophobic interaction described here.

Charge–charge interactions

These interactions occur between the side chains of
oppositely charged residues as well as between the
NH3

+ and COO− groups at the ends of polypeptide

ARG 154

GLU 21

Figure 3.23 An example of electrostatic or charge–
charge interactions occurring in proteins. The example
shown is from the protease chymotrypsin (PDB: 2CGA).
Here the interaction is between arginine and glutamate
side chains. The donor atom is the hydrogen of the NE
nitrogen whilst the acceptor groups are both oxygen
atoms, OE1 and OE2. Reproduced courtesy Creighton,
T.E. Proteins Structure & Molecular Properties, 2nd
edn. W.H. Freeman, 1993

chains (Figure 3.23). Of importance to charge–charge
interactions1 are the side chains of lysine, arginine and
histidine together with the side chains of aspartate,
glutamate and to a lesser extent tyrosine and cysteine.

As a result of their charge the side chains of
these residues are found on the protein surface
where interactions with water or solvent molecules
dramatically weaken these forces. In view of their low
frequency and solvated status these interactions do not
usually contribute significantly to the overall stability
of a protein fold. Coulomb’s law describes the potential
energy (V ) between two separated charges (in a perfect
vacuum) according to the relationship

V = q1 q2/ε 4π r2 (3.1)

where q1 and q2 are the magnitude of the charges (nor-
mally +1 and −1), r is the separation distance between
these charges and ε is the permittivity of free space. In
other media, such as water this equation is modified to

V = q1 q2/εo 4π r2 (3.2)

where εo is the permittivity of the medium and is related
to the dielectric constant (εr) by

εr = ε/εo (3.3)

When the medium is water this has a value of
approximately ∼80 whilst methanol has a value of ∼34
and a hydrophobic solvent such as benzene has a value
of ∼2 (a perfect vacuum has a value of 1 by definition).
It has been estimated that each charge–pair interaction
located on the surface of a protein may contribute less
than 5 kJ mol−1 to the overall stability of a protein
and this must be compared with the much stronger
disulfide bridge (∼100–200 kJ mol−1). Occasionally
charge interactions exist within non-polar regions in
proteins and under these conditions with a low dielectric
medium and the absence of water the magnitude of the
charge–charge interaction can be significantly greater.

A variation occurring in normal charge–charge
interactions are the partial charges arising from hydro-
gen bonding along helices. Hydrogen bonding between
amide and carbonyl groups gives rise to a net dipole
moment for helices. In addition the peptide bonds
pointing in the same direction contribute to the accumu-
lative polarization of helices. As a result longer helices

1Sometimes called electrostatic, ionic or salt-bridge interactions.
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have a greater macrodipole. The net result is that a
small positive charge is located at the N-terminal end
of a helix whilst a negative charge is associated with
the C-terminal end. For a helix of average length this is
equivalent to +0.5–0.7 unit charge at the N-terminus
and −0.5–0.7 units at the C terminus. Consequently,
to neutralize the overall effect of the helix macrodipole
acidic side chains are more frequently located at the
positive end of the helix whilst basic side chains can
occur more frequently at the negative pole.

Hydrogen bonding

Hydrogen bonds contribute significantly to the stability
of α helices and to the interaction of β strands to
form parallel or antiparallel β sheets. As a result such
hydrogen bonds contribute significantly to the overall
stability of the tertiary structure or folded state. These
hydrogen bonds are between main chain NH and CO
groups but the potential exists with protein folding to
form hydrogen bonds between side chain groups and
between main chain and side chain. In all cases the
hydrogen bond involves a donor and acceptor atom and
will vary in length from 0.26 to 0.34 nm (this is the
distance between heavy atoms, i.e. between N and O in
a hydrogen bond of the type N–H- - - O=C) and may
deviate in linearity by ±40◦. In proteins other types
of hydrogen bonds can occur due to the presence of
donor and acceptor atoms within the side chains. This
leads to hydrogen bonds between side chains as well
as side chain–main chain hydrogen bonds. Particularly
important in hydrogen bond formation are the side
chains of tyrosine, threonine and serine containing
the hydroxyl group and the side chains of glutamine
and asparagine with the amide group. Frequently, side
chain atoms hydrogen bond to water molecules trapped
within the interior of proteins whilst at other times
hydrogen bonds appear shared between two donor or
acceptor groups. These last hydrogen bonds are termed
bifurcated. Table 3.4 shows examples of the different
types of hydrogen bond.

Van der Waals interactions

There are attractive and repulsive van der Waals forces
that control interactions between atoms and are very

Table 3.4 Examples of hydrogen bonds between
functional groups found in proteins

Residues involved in
hydrogen bonding

Nature of interaction
and typical distance
between donor and

acceptor atoms (nm)

Amide–carbonyl

Gln/Asn -backbone

N H O C
~0.29 nm

Amide-hydroxyl.

Backbone-Ser N H O C

H

H2
~0.3 nmAsn/Gln -Ser

Amide-imidazole.

Asn/Gln -His

Backbone -His

N H N NH

H2C

~0.31 nm

Hydroxyl-carbonyl

Ser/Thr/Tyr–backbone
O

H

O C

~0.28 nm
Ser-Asn/Gln

Thr- Asn/Gln

Tyr- Asn/Gln

Hydroxyl-hydroxyl

Thr,Ser and Tyr
O

H

H O

~0.28 nm
Tyr-Ser

important in protein folding. These interactions occur
between adjacent, uncharged and non-bonded atoms
and arise from the induction of dipoles due to fluctuat-
ing charge densities within atoms. Since atoms are con-
tinually oscillating the induction of dipoles is a constant
phenomena. It is unwise to view van der Waals forces
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as simply the interaction between temporary dipoles;
the interaction occurs between uncharged atoms and
involves several different types. Unlike the electrostatic
interactions described above they do not obey inverse
square laws and they vary in their contributions to the
overall intermolecular attraction. Three attractive con-
tributions are recognized and include in order of dimin-
ishing strength: (i) the orientation effect or interaction
between permanent dipoles; (ii) the induction effect or
interaction between permanent and temporary dipoles;
(iii) the dispersion effect or London force, which is the
interaction between temporary, induced, dipoles.

The orientation effect is the interaction energy
between two permanent dipoles and depends on their
relative orientation. For a freely rotating molecule it
might be expected that this effect would average out
to zero. However, very few molecules are absolutely
free to rotate with the result that preferred orienta-
tions exist. The energy of interaction varies as the
inverse sixth power of the interatomic separation dis-
tance (i.e. ∝ r−6) and is inversely dependent upon
the temperature. The induction effect also varies as
r−6 but is independent of temperature. The magni-
tude of this effect depends on the polarizability of
molecules. The dispersion effect, sometimes called the
London force, involves the interactions between tem-
porary and induced dipoles. It arises from a temporary
dipole inducing a complementary dipole in an adja-
cent molecule. These dipoles are continually shifting,
depend on the polarization of the molecule and result
in a net attraction that varies as r−6.1

When atoms approach very closely repulsion be-
comes the dominant and unfavourable interaction. The
repulsive term is always positive but drops away
dramatically as the distance between the two atoms
increases. In contrast it becomes very large at short
atomic distances and is usually modelled by r−12 dis-
tance dependency, although there are no experimental
grounds for this relationship. The combined repulsive
and attractive van der Waals terms are described by
plots of the potential energy as a function of inter-
atomic separation distance (Figure 3.24). The energy
of the van der Waals reactions is therefore described

1The dispersion effect is so called because the movement of electrons
underlying the phenomena cause a dispersion of light.

Repulsive
region

Attractive
region

Repulsive interaction

Net interaction

Attractive interaction

r

Figure 3.24 The van der Waals interaction as a
function of interatomic distance r. The repulsive term
increases rapidly as atoms get very close together

by the difference between the attractive (r−6) and repul-
sive terms (r−12)

Evdw ∝ −A/r6 + B/r12 (3.4)

Evdw = � E [(rm/r)12 − 2(rm/r)6] (3.5)

where the van der Waals potential (Evdw) is the sum
of all interactions over all atoms, E is the depth of the
potential well and rm is the minimum energy interaction
distance. This type of interaction is often called a
6–12 interaction, or the Leonard Jones potential.
Although van der Waals forces are extremely weak,
especially when compared with other forces influencing
protein conformation, their large number arranged close
together in proteins make these interactions significant
to the maintenance of tertiary structure.

A protein’s folded state therefore reflects the sum-
mation of attractive and repulsive forces embodied by
the summation of the electrostatic, hydrogen bond-
ing, disulfide bonding, van der Waals and hydrophobic
interactions (see Table 3.5). It is often of consider-
able surprise to note that proteins show only marginal
stability with the folded state being between 20 and
80 kJ mol−1 more stable than the unfolded state. The
relatively small value of �G reflects the differences
in non-covalent interactions between the folded and
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Table 3.5 Distance dependence and bond energy for
interactions between atoms in proteins

Bond Distance
dependence

Approximate
bond energy
(kJ mol−1)

Covalent No simple
dependence

∼200

Ionic ∝ 1/r2 <20
Hydrogen bond No simple

expression
<10

van der Waals ∝ 1/r6 <5
Hydrophobic No simple

expression
<10

unfolded states. This arises because an unfolded pro-
tein normally has an identical covalent structure to
the folded state and any differences in protein stability
arise from the favourable non-covalent interactions that
occur during folding.

The organization of proteins into domains

For proteins larger than 150 residues the tertiary
structure may be organized around more than one
structural unit. Each structural unit is called a domain,
although exactly the same interactions govern its
stability and folding. The domains of proteins interact
together although with fewer interactions than the
secondary structural elements within each domain.
These domains can have very different folds or
tertiary structures and are frequently linked by extended
relatively unstructured regions of polypeptide.

Three major classes of domains can be recognized.
These are domains consisting of mainly α helices,
domains containing mainly β strands and domains that
are mixed by containing α and β elements. In this
last class are structures containing both alternating α/β
secondary structures as well as proteins made up of
collections of helices and strands (α + β). Within each
of these three groups there are many variations of the
basic themes that lead to further classification of protein
architectures (see Figure 3.25).

Protein domains arise by gene duplication and
fusion. The result is that a domain is added onto
another protein to create new or additional properties.
An example of this type of organization is seen in the
cytochrome b5 superfamily. Cytochrome b5 is a small
globular protein containing both α helices and β strands
functioning as a soluble reductant to methaemoglobin
in the erythrocyte or red blood cell. The cytochrome
contains a non-covalently bound heme group in
which the iron shuttles between the ferric (Fe3+)
and ferrous (Fe2+) states (Figure 3.26). The reversible
redox chemistry of the iron is central to the role of
this protein as an electron carrier within erythrocytes.
When united with a short hydrophobic chain this
protein assumes additional roles and participates in
the fatty acyl desaturase pathway. In mitochondria the
enzyme sulfite oxidase converts sulfite to sulfate as
part of the dissimilatory pathway for sulfur within
cells. Sulfite oxidase contains cytochrome b5 linked
to a molybdenum-containing domain. Further use of
the b5-like fold occurs in nitrate reductase where a
flavin binding domain is linked to the cytochrome. The
result is a plethora of new proteins containing different
domains that allow the basic redox role of cytochrome
b5 to be exploited and enhanced to facilitate the
catalysis of new reactions.

A rigorous definition of a domain does not exist.
One acceptable definition is the presence of an
autonomously folding unit within a protein. Alterna-
tively a domain may be defined as a region of a pro-
tein showing structurally homology to other proteins.
However, in all cases domains arise from the folding
of a single polypeptide chain and are distinguished from
quaternary structure (see below) on this basis.

Super-secondary structure

The distinctions between secondary structure and
super-secondary structure or between tertiary structure
and super-secondary structure are not well defined.
However, in some proteins there appears to be
an intermediate level of organization that reflects
groups of secondary structural elements but does not
encompass all of the structural domain or tertiary
fold. The β barrel found in enzymes such as triose
phosphate isomerase could form an element of super
secondary structure since it does not represent all of the
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l repressor

Plastocyanin

Cytochrome b562

cis-trans proline isomerase

Thioredoxin

γ-crystallin

Figure 3.25 The secondary structure elements found in monomeric proteins. The λ repressor protein (PDB: 1LMB)
contains the helix turn helix (HTH) motif; cytochrome b-562: (PDB: 256b) is a four-helix bundle heme binding
domain; human thioredoxin: (PDB: 1ERU), a mixed α/β protein containing a five-stranded twisted β sheet. spinach
plastocyanin: (PDB: 1AG6) a single Greek key motif binds Cu (shown in green); human cis-trans proline isomerase
(PDB: 1VBS), a small extensive β domain containing a collection of strands that fold to form a ‘sandwich’; human
γ-crystallin: (PDB: 2GCR), two domains each of which is an eight-stranded β barrel type structure composed of two
Greek key motifs

folded domain yet represents a far greater proportion
of the structure than a simple β strand. Amongst other
elements of super-secondary structure recognized in
proteins are the β-α-β motif, Rossmann fold, four-helix
bundles, the Greek-key motif and its variants, and the
β meander. The cartoon representations in Figure 3.27
demonstrate the arrangement of β strands in some of
these motifs and the careful viewer may identify these
motifs in some figures in this chapter.

The β meander motif is a series of antiparallel
β strands linked by a series of loops or turns. In
the β meander the order of strands across the sheet
reflects their order of appearance along the polypeptide

sequence. A variation of this design is the so-called
Greek key motif, and it takes its name from the
design found on many ancient forms of pottery or
architecture. The Greek key motif shown here links
four antiparallel β strands with the third and fourth
strands forming the outside of the sheet whilst strands
1 and 2 form on the inside or middle of the sheet.
The Greek key motif can contain many more strands
ranging from 4 to 13. The Cu binding metalloprotein
plastocyanin contains eight β strands arranged in a
Greek key motif.

A β sandwich forms normally via the interaction
of strands at an angle and connected to each other
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Mo

Mo

Figure 3.26 The heme binding domain of cytochrome b5 (PDB:3B5C), a schematic representation of the duplication
of this domain (red) to form part of multi-domain proteins by linking it to FAD domains, Mo-containing domains or
hydrophobic tails. The arrangement of domains in proteins such as nitrate reductase, yeast flavocytochrome b2 and
sulfite oxidase is shown (left). The structure of sulfite oxidase (bottom) (PDB: 1SOX) shows the cytochrome domain
in the foreground linked to a larger molybdenum-pterin binding domain

via short loops. In some cases these strands can
originate from a different polypeptide chain but the
emphasis is on two layers of β strands interacting
together within a globular protein. The layers of the
sandwich can be aligned with respect to each other
or arranged orthogonally. An example of the second
arrangement is shown in human cis-trans proline
peptidyl isomerase.

The Rossmann fold, named after its discoverer
Michael Rossmann, is an important super-secondary
structure element and is an extension of the β-α-β
domain. The Rossmann fold consists of three parallel
β strands with two intervening α helices i.e. β-α-β-
α-β. These units are found together as a dimer – so
the Rossmann fold contains six β strands and four
helices – and this collection of secondary structure
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Greek-key
motif

(a) (b) (c)

Figure 3.27 Cartoon representations of (a) the β meander, (b) Greek key and (c) Swiss or Jelly roll motifs

neuraminidase

Lactate dehydrogenase

P22 tail spike protein

Figure 3.28 The structure of complex motifs involving β strands. Native influenza neuraminidase showing
characteristic β propellor (PDB:1F8D). A β helix found in the tailspike protein of bacteriophage P22 (PDB:1TSP). The
β-α-β-α-β motif is shown in the Rossmann fold of Lactate dehydrogenase with each set of three strands shown in
different colours (PDB:1LDH)
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frequently forms a nucleotide-binding site. Nucleotide
binding domains are found in many enzymes and in
particular, dehydrogenases, where the co-factor nicoti-
namide adenine dinucleotide is bound at an active site.
Examples of proteins or enzymes containing the Ross-
mann fold are lactate dehydrogenase, glyceraldehyde-
3-phosphate dehydrogenase, alcohol dehydrogenase,
and malate dehydrogenase. However, it is clear that
this fold is found in other nucleotide proteins beside
dehydrogenases, including glycogen phosphorylase and
glyceroltriphosphate binding proteins.

Elements of super secondary structure are frequently
used to allow protein domains to be classified by
their structures. Most frequently these domains are
identified by the presence of characteristic folds. A fold
represents the ‘core’ of a protein domain formed from a
collection of secondary structures. In many cases these
folds occur in more than one protein allowing structural
relationships to be established. These characteristic
folds include four-helix bundles (cytochrome b562 in
Figure 3.25), helix turn helix motifs (the λ repressor
in Figure 3.25), β barrels, and the β sandwich as
well as more complicated structures such as the β

propellor and β helix (see Figure 3.28). The β helix
is an unusual arrangement of secondary structure – β

strands align in a parallel manner one above another
forming inter-strand hydrogen bonds but collectively
twisting as a result of the displacement of successive
strands. The strands all run in the same direction and
the displacement result in the formation of a helix. Both
left-handed and right-handed β helix proteins have been
discovered, and a prominent example of a right handed
β helix occurs in the tailspike protein of bacteriophage
P22. In this protein the tailspike protein is actually
a trimer containing three interacting β helices. The
arrangement of strands within a β helix gives any
subunit with this structural motif a very elongated
appearance and leads to the hydrophobic cores being
spread out along the long axis as opposed to a typical
globular packing arrangement.

Quaternary structure

Many proteins contain more than one polypeptide
chain. The interaction between these chains under-
scores quaternary structure. The interactions are exactly

the same as those responsible for tertiary structure,
namely disulfide bonds, hydrophobic interactions,
charge–pair interactions and hydrogen bonds, with
the exception that they occur between one or more
polypeptide chains. The term subunit is often used
instead of polypeptide chain.

Quaternary structure can be based on proteins
with identical subunits or on non-identical subunits
(Figure 3.29). Triose phosphate isomerase, HIV pro-
tease and many transcription factors function as
homodimers. Haemoglobin is a tetramer containing two
different subunits denoted by the use of Greek letters,
α and β. The protein contains two α and two β subunits
in its tetrameric state and for haemoglobin this is nor-
mally written as α2β2. Although it might be thought
that aggregates of subunits are an artefact resulting
from crystal packing it is abundantly clear that correct
functional activity requires the formation of quater-
nary structure and the specific association of subunits.
Subunits are held together predominantly by weak non-
covalent interactions. Although individually weak these
forces are large in number and lead to subunit assembly
as well as gains in stability.

Quaternary structure is shown by many proteins
and allows the formation of catalytic or binding sites
at the interface between subunits. Such sites are
impossible for monomeric proteins. Further advantages
of oligomeric proteins are that ligand or substrate-
binding causes conformational changes within the
whole assembly and offer the possibility of regulating
biological activity. This is the basis for allosteric
regulation in enzymes.

In the following sections the quaternary organization
of transcription factors, immunoglobulins and oxygen-
carrying proteins of the globin family are described
as examples of the evolution of biological function in
response to multiple subunits. The presence of higher
order or quaternary structure allows greater versatility
of function, and by examining the structures of some of
these proteins insight is gained into the interdependence
of structure and function. A common theme linking
these proteins is that they all bind other molecules such
as nucleic acid in the case of transcription factors, small
inorganic molecules such as oxygen and bicarbonate by
the globins and larger proteins or peptides in the case
of immunoglobulins.
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Triose phosphate isomerase (TIM) HIV protease

MS2 viral capsid protein Haemoglobin

Proteasome Bacterial photosynthetic reaction centre

Figure 3.29 The structures of large oligomeric proteins. Dimers are shown with triose phosphate isomerase and
HIV protease. Trimers are represented by the MS2 viral capsid protein. Haemoglobin is a tetramer composed of two
pairs of identical subunits. The proteasome consists of four concentric rings each made up of seven subunits. Only
one ring is shown in the current view. The bacterial photosynthetic reaction centre contains four different subunits,
the H,M,L and C subunits
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Dimeric DNA-binding proteins

Many dimeric proteins exist in the proteomes of cells
and one of the most common occurrences is the use
of two subunits and a two-fold axis of symmetry to
bind DNA. DNA binding proteins are a very large
group of proteins typified by transcription factors.
Transcription factors bind to promoter regions of
DNA sequences called, in eukaryotic systems, the
TATA box, and in prokaryotes a Pribnow box. The
TATA box is approximately 25 nucleotides upstream
of the transcription start site and as their name
suggests these factors mediate the transcription of DNA
into RNA by promoting RNA polymerase binding
to this region of DNA in a pre-initiation complex
(Figure 3.30).

In prokaryotes the mode of operation is simpler
with fewer modulating elements. Prokaryotic promoter
contains two important zones called the −35 region
and −10 region (Pribnow box). The −35 bp region
functions in the initial recognition of RNA polymerase
and possesses a consensus sequence of TTGACAT. The
−10 region has a consensus sequence (TATAAT) and
occurs about 10bp before the start of a bacterial gene.

The cI and cro proteins from phage λ were
amongst the first studied DNA binding proteins and
act as regulators of transcription in bacteriophages
such as 434 or λ. The life cycle of λ bacteriophage
is controlled by the dual action of the cI and cro
proteins in a complicated series of reactions where
DNA binding close to initiation sites physically
interferes with gene transcription by RNA polymerase

Figure 3.30 Transcription starts at the initiation site
(+1) but is promoted by binding to the consensus
TATA box sequence (−25) of the RNA polymerase
complex that includes transcription factors. Upstream
DNA sequences that facilitate transcription have been
recognized (CAT and GC boxes ∼−80 and ∼−90
bases upstream of start site) whilst downstream
elements lack consensus sequences but exist for some
transcription systems

Figure 3.31 The control of transcription in bacterio-
phage λ by cro and cI repressor proteins. The cI dimer
may bind to any of three operators, although the order
of affinity is O1 ≈ O2 > O3. In the absence of cI pro-
teins, the cro gene is transcribed. In the presence of
cI proteins only the cI gene may be transcribed. High
cI concentrations prevents transcription of both genes

(Figure 3.31). For this reason these proteins are
also called repressors. When phage DNA enters a
bacterial host cell two outcomes are possible: lytic
infection results in the production of new viral
particles or alternatively the virus integrates into
the bacterial genome lying dormant for a period
known as the lysogenic phase. Lytic and lysogenic
phases are initiated by phage gene expression but
competition between the cro and cI repressor proteins
determines which pathway is followed. Cro and
cI repressor compete for control by binding to an
operator region of DNA that contains at least three
sites that influence the lytic/lysogenic switch. The
bacteriophage remains in the lysogenic state if cI
proteins predominate. Conversely the lytic cycle is
followed if cro proteins dominate.

Determining the structure of the cI repressor in the
presence of a DNA containing a consensus binding
sequence uncovered detailed aspects of the mechanism
of nucleic acid binding. The mechanism of DNA
binding is of considerable interest in view of the
widespread occurrence of transcription factors in all
cells and the growing evidence of their involvement
in many disease states. In the absence of DNA a
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Figure 3.32 The monomer form of the cI repressor
(PDB: 1LMB)

structure for the cI repressor revealed a polypeptide
chain containing five short helices within a domain of
∼70 residues (Figure 3.32). Far more revealing was
the structure in the presence of DNA and the use of
helices 2 and 3 as a helix-turn-helix or HTH motif to
fit precisely into the major groove (Figure 3.33).

The N- and C-terminal domains of one subunit are
separated by mild proteolysis. Under these conditions
two isolated N-terminal domains form a less stable
dimer that has lowered affinity for DNA when
compared with the complete repressor. The HTH motif
is 20 residues in length and is formed by helices
2 and 3 found in the N terminal domain. Although
the HTH motif is often described as a ‘domain’ it
should be remembered it is part of a larger protein
and does not fold into a separate, stable element of
structure. Helix 3 of the HTH motif makes a significant
number of interactions with the DNA. It is called
the recognition helix with contact points involving
Gln33, Gln44, Ser45, Gly46, Gly48, and Asn52. These
residues contain a significant proportion of polar side
chains and bind directly into the major groove found
in DNA. In comparison helix 2 makes fewer contacts
and has a role of positioning helix 3 for optimal
recognition. Of the remaining structure helices 4 and 5

Figure 3.33 The structure of the N terminal domain
of the λ repressor in the presence of DNA. The fifth
helix forms part of the dimerization domain that allows
two monomer proteins to function as a homodimer. In
each case helices 2 and 3 bind in the major groove of
DNA since the spatial separation of each HTH motif is
comparable with the dimensions of the major groove

form part of a dimer interface whilst the C terminal
domain is involved directly in protein dimerization.
Dimerization is important since it allows HTH motifs
to bind to successive major grooves along a sequence
of DNA. Determination of the structure of the cro
repressor protein showed a very similar two-domain
structure to the cI repressor with comparable modes
of DNA binding (see Figure 3.34). The overwhelming
similarity in structure between these proteins suggested
a common mechanism of DNA binding and one that
might extend to the large number of transcription
factors found in eukaryotes.

Comparison of the sequences of HTH motifs from
λ and cro repressors showed sequence conservation
(Figure 3.35). The first seven residues of the 20 residue
HTH motif form helix 2, a short 4 residue turn extends
from positions 8 to 11 and the next (recognition) helix
is formed from residues 12 to 20. The sequences of
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Figure 3.34 The cro repressor protein from bacterio-
phage 434 bound to a 20-mer DNA helix (PDB:4CRO)

Cro : QTKTAKDLGVYQSAINKAIH
434Cro : QTELATKAGVKQQSIQLIEA
cI : QESVADKMGMGQSGVGALFN

Figure 3.35 The sequence homology in the cro and
cI repressors. Residues highlighted in red are invariant
whilst those shown in yellow illustrate conservative
changes in sequence

the HTH motif in the cro and λ repressors helped
define structural constraints within this region. Residue
9 is invariant and is always a glycine residue. It is
located in the ‘turn’ region and larger side chains are
not easily accommodated and would disrupt the turn
and by implication the positioning of the DNA binding
helix. Residues 4 and 15 are completely buried from
the solvent whilst residues 8 and 10 are partially buried,
non-polar side chains charged side chains unfavourable
at these locations. Proline residues are never found
in HTH motifs. Further structural constraints were
apparent at residue 5 located or wedged between the
two helices. Large or branched side chains would cause
a different alignment of the helices and destroy the

primary function of HTH motif. DNA binding was
critically dependent on the identity of side chains
for residues 11–13, 16–17 and 20. Residues with
polar side chains were common and were important
in forming hydrogen bonds to the major groove.

The globin family and the role of
quaternary structure in modulating
activity

Myoglobin occupies a pivotal position in the history
of protein science. It was the first protein structure to
be determined in 1958. Myoglobin and haemoglobin,
whose structure was determined shortly afterwards,
have been extensively studied particularly in relation to
the inter-dependence of structure and function. Many
of the structure–function relationships discovered for
myoglobin have proved to be of considerable impor-
tance to the activity of other proteins.

The evolutionary development of oxygen carrying
proteins was vital to multicellular organisms where
large numbers of cells require circulatory systems to
deliver oxygen to tissues as well as specialized proteins
to carry oxygen around the body. In vertebrates
the oxygen-carrying proteins are haemoglobin and
myoglobin. Haemoglobin is located within red blood
cells and its primary function is to convey oxygen from
the lungs to regions deficient in oxygen. This includes
particularly the skeletal muscles of the body where
oxygen consumption as a result of mechanical work
requires continuous supplies of oxygen for optimal
activity. In skeletal muscle myoglobin functions as an
oxygen storage protein.

For both haemoglobin and myoglobin the oxygen-
carrying capacity arises through the presence of a
heme group. The heme group is an organic carbon
skeleton called protoporphyrin IX made up of four
pyrrole groups that chelate iron at the centre of the
ring (Figure 3.36). The heme group gives myoglobin
and haemoglobin a characteristic colour (red) that
is reflected by distinctive absorbance spectra that
show intense peaks around 410 nm due to the Fe-
protoporphyrin IX group. The iron group is found
predominantly in the ferrous state (Fe2+) and only
this form binds oxygen. Less frequently the iron
group is found in an oxidized state as the ferric iron
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Figure 3.36 The structure of protoporphyrin IX and
heme (Fe-protoporphyrin-IX)
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Figure 3.37 The absorbance spectra of oxy, met and
deoxyhaemoglobin. The dotted line is the spectrum of
deoxyHB, the solid line is metHb whilst the dashed
line is oxyHb. DeoxyHb shows a single maximum at
550 nm that shifts upon oxygen binding to give two
peaks at 528 and 563 nm. The extinction coefficients
associated with these peaks are ε555 = 12.5 mM cm−1,
ε541 = 13.5 mM cm−1, and ε576 = 14.6 mM cm−1

(Fe3+), a state not associated with oxygen binding.
The binding of oxygen (and other ligands) to the
sixth coordination site of iron in the heme ring is
accompanied by distinctive changes to absorbance
spectra (Figure 3.37).

The structure of myoglobin

Detailed crystallographic studies of myoglobin pro-
vided the first three-dimensional picture of a protein
and established many of the ground rules governing
secondary and tertiary structure described earlier in
this chapter. Myoglobin was folded into an extremely
compact single polypeptide chain with dimensions of
∼4.5 × 3.5 × 2.5 nm. There was no free space on the
inside of the molecule with the polypeptide chain
folded efficiently by changing directions regularly to
create a compact structure. Approximately 80 percent
of all residues were found in α helical conformations.
The structure of myoglobin (Figure 3.38) provided the
first experimental verification of the α helix in pro-
teins and confirmed that the peptide group was planar,
found in a trans configuration and with the dimensions
predicted by Pauling.

Eight helices occur in myoglobin and these helices
are labelled as A, B, C etc up to the eighth helix,

Figure 3.38 The structure of myoglobin showing
α helices and the heme group. Helix A is in the
foreground along with the N terminal of the protein.
The terminology used for myoglobin labels the helices
A–H and residues within helices as F8, A2 etc.
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helix H. Frequently, although not in every instance, the
helices are disrupted by the presence of proline residues
as for example occurs between the B and C helices, the
E and F helices and the G and H helices. Even in low-
resolution structures of myoglobin (the first structure
produced had a resolution of ∼6 Å) the position of the
heme group is easily discerned from the location of the
electron-dense iron atom.

The heme group was located in a crevice surrounded
almost entirely by non-polar residues with the excep-
tion of two heme propionates that extended to the
surface of the molecule making contact with solvent
and two histidine residues, one of which was in con-
tact with the iron and was termed the proximal (F8)
histidine (Figure 3.39). The imidazole side chain of F8
provided the fifth ligand to the heme iron. A second his-
tidine, the distal histidine (E7), was more distant from
the Fe centre and did not provide the sixth ligand. An
obvious result of this arrangement was an asymmetric
conformation for the iron where it was drawn out of
the heme plane towards the proximal histidine.

The structure of myoglobin confirmed the parti-
tioning of hydrophobic and hydrophilic side chains.
The interior of the protein and the region surrounding
the heme group consisted almost entirely of non-polar
residues. Here leucine, phenylalanine and valine were
common whilst hydrophilic side chains were located
on the exterior or solvent accessible surface.
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Figure 3.39 Diagram of the proximal and distal
histidine side chains forming part of the oxygen
binding site of myoglobin with the ferrous iron pulled
out of the plane of the heme ring. The vacant sixth
coordination position is the site of oxygen binding

There are approximately 200 structures, including
mutants, of myoglobin deposited in the PDB but
the three most important structures of relevance to
myoglobin are those of the oxy and deoxy forms
together with ferrimyoglobin (metmyoglobin) where
the iron is present as the ferric state. The structures
of all three forms turned out to be remarkably similar
with one exception located in the vicinity of the sixth
coordination site. In oxymyoglobin a single oxygen
molecule was found at the sixth coordination site. In
the deoxy form this site remained vacant whilst in
metmyoglobin water was found in this location. The
unique geometry of the iron favours its maintenance
in the reduced state but oxygen binding resulted in
movement of the iron approximately 0.2 Å towards
the plane of the ring (Figure 3.40). An analysis of
the heme binding site emphasizes how the properties
of the heme group are modulated by the polypeptide.
The identical ferrous heme group in cytochromes
undergoes oxidation in the presence of oxygen to
yield the ferric (Fe3+) state, other enzymes such as
catalase or cytochrome oxidase convert the oxygen
into hydrogen peroxide and water respectively but in
globins the oxygen is bound with the iron remaining in
the ferrous state.

Myoglobin has a very high affinity for oxygen and
this is revealed by binding curves or profiles that record
the fractional saturation versus the concentration of
oxygen (expressed as the partial pressure of oxygen,
pO2). The oxygen-binding curve of myoglobin is
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Figure 3.40 Binding of oxygen in oxymyoglobin and
the movement of the iron into the approximate heme
plane
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hyperbolic and rapidly reaches a saturating level seen
by the asymptotic line above pO2 levels of 30 torr. The
affinity for oxygen is expressed as an equilibrium

MbO2 � Mb + O2 (3.6)

where the equilibrium constant, K , is

K = [Mb][O2]/[MbO2] (3.7)

The fractional saturation of myoglobin (Y) is sim-
ply expressed as the number of oxygenated myoglobin
(MbO2) molecules divided by the total number of myo-
globin molecules (MbO2 + Mb). Thus the fractional
saturation (Y)

Y = [MbO2]/([MbO2] + [Mb]) (3.8)

and substitution of Equation 3.7 into 3.8 yields

Y = pO2/(pO2 + K) (3.9)

where pO2 reflects the concentration, strictly partial
pressure, of oxygen in the atmosphere surrounding the
solution. Equation 3.9 may be written by equating the
equilibrium constant in terms of the partial pressure
of oxygen necessary to achieve 50 percent saturation
leading to

Y = pO2/(pO2 + P50) (3.10)

The oxygen-binding curve of haemoglobin revealed
a very different profile. The curve is no longer hyper-
bolic but defines a sigmoidal or S-shaped profile. In
comparison with myoglobin the haemoglobin molecule
becomes saturated at much higher oxygen concentra-
tions (Figure 3.41). The profile defines a binding curve
where initial affinity for oxygen is very low but then
increases dramatically before becoming resistant to fur-
ther oxygenation. This is called cooperativity and these
differences are fundamentally dependent on the struc-
tures of myoglobin and haemoglobin. In order to under-
stand the basis for these differences it is necessary to
compare and contrast the structure of haemoglobin with
myoglobin.

The structure of haemoglobin

The most obvious difference between haemoglobin and
myoglobin is the presence of quaternary structure in the
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Figure 3.41 The oxygen-binding curves of myoglobin
and haemoglobin show different profiles. Whilst the
affinity of myoglobin for oxygen is reflected by a
hyperbolic curve the affinity curve of haemoglobin
is sigmoidal. The P50 of myoglobin is 2.8 torr
whilst the P50 of haemoglobin in red blood cells
is 26 torr (760 torr = 1 atm). In the tissues oxygen
concentrations of between 20 and 40 torr are typical
whilst in the lungs much higher partial pressures of
oxygen exist above 100

former (Figure 3.42). In mammals adult haemoglobin
is composed of four polypeptide chains containing two
different primary sequences in the form of 2α chains
and 2β chains. The determination of the structure
of haemoglobin revealed that each α and β subunit
possessed a conformation similar to myoglobin and
showed a low level of sequence homology that reflected
evolution from a common ancestral protein. The
structure of haemoglobin revealed that each globin
chain contained a heme prosthetic group buried within
a crevice whilst the four subunits packed together
forming a compact structure with little free space
yet this time with the crucial difference of additional
interactions between subunits.

Although not immediately apparent the tertiary
structures of myoglobin, α globin and β globin chains
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Figure 3.42 The quaternary structure of haemoglobin
showing the four subunits each with a heme group
packing together. The heme groups are shown in red
with the α globin chain in purple and the β globin
chain in green

are remarkably similar despite differences in primary
sequence (Figure 3.43). With similar tertiary structures
for myoglobin and the α and β chains of haemoglobin
it is clear that the different patterns of oxygen
binding must reflect additional subunit interactions in
haemoglobin. In other words cooperativity arises as a
result of quaternary structure.

The pattern of oxygenation in haemoglobin is per-
fectly tailored to its biological function. At high
concentrations of oxygen as would occur in the
lungs (pO2 > 100 torr or ∼0.13 × atmospheric pres-
sure) both myoglobin and haemoglobin become satu-
rated with oxygen. Myoglobin would be completely
oxygenated carrying 1 molecule of oxygen per pro-
tein molecule. Complete oxygenation of haemoglobin
would result in the binding of 4 oxygen molecules.
However, as the concentration of oxygen decreases
below 50 torr myoglobin and haemoglobin react differ-
ently. Myoglobin remains fully saturated with oxygen
whilst haemoglobin is no longer optimally oxygenated;
sites on haemoglobin are only 50 percent occupied at
∼26 torr whereas myoglobin exhibits a much lower P50

of ∼3 torr.

Figure 3.43 Superposition of the polypeptide chains
of myoglobin, α globin and β globin. Structural
similarity occurs despite only 24 out of 141 residues
showing identity. The proximal and distal histidines
are conserved along with several residues involved in
the heme pocket structure such as leucine (F4) and a
phenylalanine between C and D helices

The physiological implications of these binding
properties are profound. In the lungs haemoglobin
is saturated with oxygen ready for transfer around
the body. However, when red blood cells (contain-
ing high concentrations of haemoglobin) reach the
peripheral tissues, where the concentration of oxygen
is low, unloading of oxygen from haemoglobin occurs.
The oxygen released from haemoglobin is immediately
bound by myoglobin. The binding properties of myo-
globin allow it to bind oxygen at low concentrations
and more importantly facilitate the transport of oxy-
gen from lungs to muscles or from regions of high
concentrations to tissues with much lower levels.

The cooperative binding curve of haemoglobin
arises as a result of structural changes in conformation
that occur upon oxygenation. In the deoxy form the
sixth coordination site is vacant and the iron is drawn
out of the heme plane towards the proximal histidine.
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Figure 3.44 The spin state changes that occur in the
deoxy and oxy ferrous forms of haemoglobin showing
the population of the d orbitals (xy, xz, yz, z2, x2-
y2) by electrons. The deoxy form is high spin (S = 2)
ferrous state with an ionic radius too large to fit
between the four tetra pyrrole ring nitrogens. The low
spin (S = 1/2) state of ferrous iron with a different
distribution of orbitals has a smaller radius and moves
into the plane of the heme

Oxygenation results in conformational change medi-
ated by oxygen binding to the iron. The events are
triggered by changes in the electronic structure of the
iron as it shifts from a high spin ferrous centre in
the deoxy form to a low spin state when oxygenated.
Changes in spin state are accompanied by reorgani-
zation of the orbital structure and decreases in ionic
radius that allows the iron to move closer to the plane
of the heme macrocycle (Figure 3.44).

Changes at the heme site are accompanied by reori-
entation of helix F, the helix containing the proximal
histidine, and results in a shift of approximately 1 Å
to avoid unfavourable contact with the heme group.
The effect of this conformational change is transmitted
throughout the protein but particularly to interactions
between subunits. Oxygen binding causes the disrup-
tion of ionic interactions between subunits and triggers
a shift in the conformation of the tetramer from the
deoxy to oxy state. By examining the structure of
haemoglobin in both the oxy and deoxy states many
of these interactions have been highlighted and another
significant milestone was a structural understanding for

the cooperative oxygenation of haemoglobin proposed
by Perutz in 1970.

The mechanism of oxygenation

Perutz’s model emphasized the link between coopera-
tivity and the structure of the tetramer. The cooperative
curve derives from conformational changes exhibited
by the protein upon oxygenation and reflects the effect
of two ‘competing’ conformations. These conforma-
tions are called the R and T states and the terms
derive originally from theories of allosteric transitions
developed by Monod, Wyman and Changeaux (MWC).
According to this model haemoglobin exists in an equi-
librium between the R and T states where the R state
signifies a ‘relaxed’ or active state whilst the T signifies
a ‘tense’ or inactive form.

The deoxy state of haemoglobin is resistant to
oxygenation and is equated with the inactive, T state.
In contrast the oxy conformation is described as the
active, R state. In this model haemoglobin is an
equilibrium between R and T states with the observed
oxygen-binding curve reflecting a combination of
the binding properties of each state. The shift in
equilibrium between the R and T states is envisaged
as a two state or concerted switch with only weak
and strong binding states existing and intermediate
states containing a mixture of strong and weak binding
subunits specifically forbidden. This form of the MWC
model could be described as an ‘all or nothing’ scheme
but is more frequently termed the ‘concerted’ model. In
general detailed structural analysis has retained many
of the originally features of the MWC model.

At a molecular level the relative orientation between
the α1β1 and α2β2 dimers differed in the oxy and deoxy
states. Oxygenation leads to a shift in orientation of
∼15◦ and a translation of ∼0.8 Å for one pair of
α/β subunits relative to the other. It arises as a result
of changes in conformation at the interfaces between
these pairs of subunits. One of the most important
regions involved in this conformational switch centres
around His97 at the boundary between the F and G
helices of the β2 subunit. This region of the β subunit
makes contact with the C helix of the α1 subunit
and lies close to residue 41. In addition the folding
of the β2 subunit leads to the C terminal residue,
His146, being situated above the same helix (helix C)
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Figure 3.45 Interactions at the α1β2 interface in deoxyhaemoglobin and the changes that occur after oxygenation.
In the T state His97 of the β2 subunit fits next to Thr41 of the α1 chain. In the R state conformation changes
result in this residue lying alongside Thr38. Although a salt bridge between Asp99 and Tyr42 is broken in the T > R
transition a new interaction between Asn102 and Asp94 results. There is no detectable intermediate between the
T and R states and the precisely interacting surfaces allow the two subunits to move relative to each other easily.
(Reproduced with permission from Voet, D., Voet, J.G & Pratt, C.W., Fundamentals of Biochemistry. Chichester, John
Wiley & Sons, 1999.)

and it forms a series of hydrogen bonds and salt
bridges with residues in this region (38–44). In the
deoxy state His 146 is restrained by an interaction
with Asp94. As a result of symmetry an entirely
analogous set of interactions occur at the α2β1 interface
(Figure 3.45).

In the T state the iron is situated approximately
0.6 Å out of the plane of the heme ring as part of
a dome directed towards HisF8. Oxygenation causes
a shortening of the iron–porphyrin bonds by 0.1 Å
due to electron reorganization and causes the iron
to move into the plane dragging the proximal His
residue with it. Movement of the His residue by 0.6 Å
is unfavourable on steric grounds and as a result
the helix moves to compensate for changes at the
heme centre. Helix movement triggers conformational
changes throughout the subunits and more importantly
between the subunits. Other important conformational
switches include disruption of a network of ion
pairs within and between subunits. In particular ionic
interactions of the C terminal residue of the α subunit

(Arg141) with Asp126 and the amino terminal of the α1
subunit and that of the β subunit (His146) with Lys40
(α) and Asp94(β) are broken upon oxygenation. Since
these interactions stabilize the T state their removal
drives the transition towards the R state.

Cooperativity arises because structural changes
within one subunit are coupled to conformational
changes throughout the tetramer. In addition the nature
of the switch means that intermediate forms cannot
occur and once one molecule of oxygen has bound to
a T state subunit converting it to the R state all other
subunits are transformed to the R state. As a result
the remaining subunits rapidly bind further oxygen
molecules, leading to the observed shape of the oxygen
binding curve seen in Figure 3.46.

Allosteric regulation and haemoglobin

The new properties of haemoglobin extend further
than the simple binding of oxygen to the protein.
Haemoglobin’s affinity for oxygen is modulated by
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Figure 3.46 Oxygen binding profiles of the R and
T states of haemoglobin. The R or active form
of haemoglobin binds oxygen readily and shows a
hyperbolic curve. The T or inactive state is resistant
to oxygenation but also shows a hyperbolic binding
curve with a higher P50. The observed binding profile
of haemoglobin reflects the sum of affinities of the R
and T forms for oxygen and leads to the observed P50

of ∼26 torr for isolated haemoglobin. Shown in yellow
is the approximate range of partial pressures of oxygen
in tissues and lungs

small molecules (effectors) as part of an important
physiological control process. This mode of regulation
is called allostery. An allosteric modulator binds to
a protein altering its activity and in the case of
haemoglobin the effector alters oxygen binding. The
most important allosteric regulator of haemoglobin is
2,3-bisphosphoglycerate (2,3 BPG) (Figure 3.47).1

The allosteric modulator of haemoglobin, 2,3 BPG,
raises the P50 for oxygen binding in haemoglobin
from 12 torr in isolated protein to 26 torr observed for
haemoglobin in red blood cells (Figure 3.48). Indeed
the existence of an allosteric modulator of haemoglobin
was first suspected from careful comparisons of the
oxygen-binding properties of isolated protein with that
found in red blood cells. In erythrocytes 2,3 BPG

1Sometimes called 2,3 DPG = 2,3-diphosphoglycerate.
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Figure 3.47 2,3-Bisphosphoglycerate is a negatively
charged molecule
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Figure 3.48 Modulation of oxygen binding properties
of haemoglobin by 2,3 BPG. The 2,3 BPG modulates
oxygen binding by haemoglobin raising the P50 from
12 torr in isolated protein to 26 torr observed for
haemoglobin in red blood cells. This is shown by the
respective oxygen affinity curves

is found at high concentrations as a result of highly
active glycolytic pathways and is formed from the
key intermediates 3-phosphoglycerate or 1,3 bispho-
sphoglycerate. The result is to create concentrations of
2,3 BPG approximately equimolar with haemoglobin
within cells. In the erythrocyte this results in 2,3 BPG
concentrations of ∼5 mM.
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The effect arises by differential binding – the
association constant (Ka) for 2,3 BPG for deoxy-
haemoglobin is ∼4 × 104 M−1 compared with a value
of ∼300 M−1 for the oxy form. In other words it sta-
bilizes the T state, which has low affinity for oxygen
whilst binding to the oxy state is effectively inhibited
by the presence of bound oxygen. The effect of 2,3
BPG on the oxygen-binding curve of haemoglobin is
to shift the profile to much higher P50 (Figure 3.48).
Detailed analysis of the structures of the oxy and
deoxy states showed that 2,3 BPG bound in the cen-
tral cavity of the deoxy form and allowed a molecular
interpretation for its role in allostery. In the centre of
haemoglobin between the four subunits is a small cav-
ity lined with positively charged groups formed from
the side chains of His2, His143 and Lys82 of the β

subunits together with the two amino groups of the
first residue of each of these chains (Val1). The result
of this charge distribution is to create a strong bind-
ing site for 2,3 BPG. In oxyhaemoglobin the binding
of oxygen causes conformational changes that lead to
a closure of the allosteric binding site. These changes
arise as a result of subunit movement upon oxygenation
and decrease the cavity size to prevent accommodation
of 2,3 BPG. Both oxygen and 2,3 BPG are reversibly
bound ligands yet each binds at separate sites and lead
to opposite effects on the R→T equilibrium.

2,3 BPG is not the only modulator of oxygen
binding to haemoglobin. Oxygenation of haemoglobin
causes the disruption of many ion pairs and leads to the
release of ∼0.6 protons for each oxygen bound. This
effect was first noticed in 1904 by Christian Bohr and is
seen by increase oxygen binding with increasing pH at
a constant oxygen level (Figure 3.49). The Bohr effect
is of utmost importance in the physiological delivery of
oxygen from the lungs to respiring tissues and also in
the removal of CO2 produced by respiration from these
tissues and its transport back to the lungs. Within the
erythrocyte CO2 is carried as bicarbonate as a result
of the action of carbonic anhydrase, which rapidly
catalyses the slow reaction

CO2 + H2O � H+ + HCO−
3 (3.11)

In actively respiring tissues where pO2 is low the
protons generated as a result of bicarbonate formation
favour the transition from R > T and induce the
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Figure 3.49 The Bohr effect. The oxygen affinity of
haemoglobin increases with increasing pH

haemoglobin to unload its oxygen. In contrast in
the lungs the oxygen levels are high and binding to
haemoglobin occurs readily with the disruption of T
state ion pairs and the formation of the R state. A
further example of the Bohr effect is seen in very
active muscles where an unavoidable consequence of
high rates of respiration is the generation of lactic acid.
The production of lactic acid will cause a lowering
of the pH and an unloading of oxygen to these
deficient tissues. Carbon dioxide can also bind directly
to haemoglobin to form carbamates and arises as a
result of reaction with the N terminal amino groups
of subunits. The T form (or deoxy state) binds more
carbon dioxide as carbamates than the R form. Again
the physiological consequences are clear. In capillaries
with high CO2 concentrations the T state is favoured
leading to an unloading of oxygen from haemoglobin.

Immunoglobulins

The immunoglobulins are a large group of proteins
found in vertebrates whose unique function is to
bind foreign substances invading a host organism. By
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breaking the physical barrier normally represented by
skin or mucous membranes pathogens enter a system,
but once this first line of defence is breached an
immune response is normally started. In most instances
the immune response involves a reaction to bacteria
or viruses but it can also include isolated proteins
that break the skin barrier. Collectively these foreign
substances are termed antigens.

The immune response is based around two systems.
A circulating antibody system based on B cells
sometimes called by an older name of humoral immune
response. The cells were first studied in birds where
they matured from a specialized pocket of tissue
known as the bursa of Fabricius. However, there is
no counterpart in mammals and B cells are derived
from the bone marrow where the ‘B’ serves equally
well to identify its origin. B cells have specific
proteins on their surfaces and reaction with antigen
activates the lymphocyte to differentiate into cells
capable of antibody production and secretion. These
cells secrete antibodies binding directly to antigens
and acting as a marker for macrophages to destroy the
unwanted particle.

This system is supported by a second cellular
immune response based around T lymphocytes. The T
cells are originally derived from the thymus gland and
these cells also contain molecules on their membrane
surfaces that recognize specific antigens and assist in
their destruction.

Early studies of microbial infection identified that
all antigens are met by an immune response that
involves a collection of heterogeneous proteins known
as antibodies. Antibodies are members of a larger
immunoglobulin group of proteins and an important
feature of the immune response is its versatility in
responding to an enormous range of antigens. In
humans this response extends from before birth and
includes our lifelong ability to fight infection. One
feature of the immune response is ‘memory’. This
property is the basis of childhood vaccination and arises
from an initial exposure to antigen priming the system
so that a further exposure leads to the rapid production
of antibodies and the prevention of disease. From a
biological standpoint the immune response represents
an enigma. It is a highly specific recognition system
capable of identifying millions of diverse antigens yet
it retains an ability to ‘remember’ these antigens over

considerable periods of time (years). The operation of
the immune system was originally based around the
classic observations reported by Edward Jenner at the
end of the 18th century. Jenner recognized that milk
maids were frequently exposed to a mild disease known
as cowpox, yet rarely succumbed to the much more
serious smallpox. Jenner demonstrated that cowpox
infection, a relatively benign disease with complete
recovery taking a few days, conferred immunity
against smallpox. Exposure to cowpox triggered an
immune response that conferred protection against
the more virulent forms of smallpox, at that time
relatively common in England. It was left to others
to develop further the ideas of vaccination, notably
Louis Pasteur, but for the last 100 years vaccination
has been a key technique in fighting many diseases.
The basis to vaccination lies in the working of the
immune system.

The mechanism of specific antibody production
remained puzzling but a considerable advance in
this area arose with the postulation of the clonal
selection theory by Neils Jerne and Macfarlane Burnet
in 1955. This theory is now widely supported and
envisages stem cells in the bone marrow differentiating
to become lymphocytes each capable of producing a
single immunoglobulin type. The immunoglobulin is
attached to the outer surfaces of B lymphocytes and
when an antigen binds to these antibodies replication
of the cell is stimulated to produce a clone. The result is
that only cells experiencing contact with an antigen are
stimulated to replicate. Within the group of cloned B
cells two distinct populations are identified. Effector
B cells located in the plasma will produce soluble
antibodies. These antibodies are comparable to those
bound to the surface of B cells but lack membrane-
bound sequences that anchor the antibodies to the
lipid bilayer. The second group within the cloned B
cell populations are called ‘memory cells’. These cells
persist for a considerable length of time even after the
removal of antigen and allow the rapid production of
antibodies in the event of a second immune reaction.
The clonal selection theory was beautiful in that it
explained how individuals distinguish ‘self’ and ‘non-
self’. During embryonic development immature B cells
encounter ‘antigens’ on the surfaces of cells. These B
cells do not replicate but are destroyed thereby remov-
ing antibodies that would react against the host’s own
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proteins. At birth the only B cells present are those that
are capable of producing antibodies against non-self
antigens.

Immunoglobulin structure

Despite the requirement to recognize enormous
numbers of potential antigens all immunoglobulin
molecules are based around a basic pattern that was
elucidated by the studies of Rodney Porter and Gerald
Edelman. Porter showed that immunoglobulin G (IgG)
with a mass of ∼150 000 could be split into three
fragments each retaining biological activity through
the action of proteolytic enzymes such as papain.
Normal antibody contains two antigen-binding sites
(Figure 3.50) but after treatment with papain two
fragments each binding a single antigen molecule were
formed, along with a fragment that did not bind antigen
but was necessary for biological function. The two
fragments were called the Fab (F = fragment, ab =
antigen binding) and Fc (c = crystallizable) portions.
The latter’s name arose from the fact that its
homogeneous composition allowed the fragment to be
crystallized in contrast to the Fab fragments.

The IgG molecule is dissociated into two distinct
polypeptide chains of different molecular weight via
the action of reducing agents. These chains were called
the heavy (H) and light (L) polypeptides (Figure 3.51).

IgG

Antigen

Figure 3.50 Schematic diagram showing bivalent
interaction between antigen and antibody (IgG) and
extended lattice

S

S-S

L LH H

S-S

S

Figure 3.51 The subunit structure of IgG is H2L2

Further studies by Porter revealed that IgG was
reconstituted by combining 2H and 2L chains, and
a model for immunoglobulin structure was proposed
envisaging each L chain binding to the H chain via
disulfide bridges, whilst the H chains were similarly
linked to each other. The results of papain digestion
were interpretable by assuming cleavage of the IgG
molecule occurred on the C terminus side of the
disulfide bridge linking H and L chains. The Fab

region therefore contained both L chains and the amino
terminal region of 2 H chains whilst the Fc region
contained only the C terminal half of each H chain.

The amino acid sequence revealed not only the
periodic repetition of intrachain disulfide bonds in the
H and L chains but also the existence of regions of
sequential homology between the H and L chains and
within the H chain itself. Portions of the molecule, now
known as the variable regions in the H and L chains,
showed considerable sequence diversity, whilst constant
regions of the H chain were internally homologous,
showing repeating units. In addition the constant regions
were homologous to regions on the L chain. This
pattern of organization immediately suggested that
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immunoglobulins were derived from simpler antibody
molecules based around a single domain of ∼100
residues, and by a process of gene duplication the
structure was assimilated to include multiple domains
and chains.

Although the organization of IgG molecules is
remarkably similar antigen binding is promoted through
the use of sequence variability. These differences are
not distributed uniformly throughout the H and L chains
but are localized in specific regions (Figure 3.53). The
regions of greatest sequence variability lie in the N
terminal segments of the H and L chains and are called
the VL or VH regions. In the L chain the region extends
for ∼110 residues and is accompanied by a more highly
conserved region of the same size called the constant
region of CL. In the H chain the VH region extends for

Figure 3.52 The immunoglobulin fold containing a
sandwich formed by two antiparallel sets of β strands.
Normally seven β strands make up the two sets. In this
domain additional sheet structures occur and small
regions of a helix are found shown in blue. The
important loop and turn regions are shown in grey.
In the IgG light chain this fold would occur twice;
once in the variable region and once again in the
constant region. In the heavy chain it occurs four
times

∼110 residues whilst the remainder of the sequence is
conserved, the CH region. The CH region is subdivided
into three homologous domains: CH1, CH2 and CH3.

Fractionation studies identified antigen-binding sites
at the N terminal region of the H and L chains
in a region composed of the VH and VL domains
where the ability to recognize antigens is based on the
surface properties of these folds. Within the VH and VL

domains the sequences of highest variability are three
short segments known as hypervariable sequences and
collectively known as complementarity determining
regions (CDRs). They bind antigen and by arranging
these CDRs in different combinations cells generate
vast numbers of antibodies with different specificity.

The light chain consists of two discrete domains
approximately 100–120 residues in length whilst the
heavy chain is twice the size and has four such
domains. Each domain is characterized by common
structural topology known as the immunoglobulin
fold and is repeated within the IgG molecule. The
immunoglobulin fold is a sandwich of two sheets of
antiparallel β strands each strand linked to the next
via turns or large loop regions, with the sheets usually
linked via a disulfide bridge. The immunoglobulin fold
is found in other proteins operating within the immune
system but is also noted in proteins with no obvious
functional similarity (Figure 3.52).

The hypervariable regions are located in turns or
loops of variable length that link together the different
β strand elements. Collectively these regions form
the antigen-binding site at the end of each arm of
the immunoglobulin molecule and insight into the
interaction between antibody and antigen has been
gained from crystallization of an Fab fragment with hen
egg white lysozyme.

Raising antibodies against lysozyme generated sev-
eral antibody populations – each antibody recognizing
a different site on the surface of the protein. These sites
are known as epitopes or antigenic determinants. By
studying one antibody–antigen complex further bind-
ing specificity was shown to reside in the contact of
the VL and VH domains with lysozyme at the Fab

tip (Figure 3.54). Interactions based around hydrogen
bonding pairs involved at least five residues in the VL

domain (Tyr32, Tyr50, Thr53, Phe91, Ser93) and five
residues in the VH domain (Gly53, Asp54, Asp100,
Tyr101, Arg102). These donor and acceptors hydrogen



 

78 THE THREE-DIMENSIONAL STRUCTURE OF PROTEINS

Figure 3.53 The structure and organization of IgG. The location of VL, VH and CH within the H and L chains of an
antibody together with a crystal structure determined for the isolated Fab region (PDB: 7FAB). The H chain is shown
with yellow strands whilst the L chain has strands shown in green. In each chain two immunoglobulin folds are seen

bonded to two groups of residues on lysozyme with the
VL domain interacting with Asp18, Asn19 and Gln121
whilst those on the VH domain formed hydrogen bonds
with 7 residues on the surface of lysozyme (Gly22,
Ser24, Asn27, Gly117, Asp119, Val120, and Gln121).

The epitope on the surface of lysozyme is made up
of two non-contiguous groups of residues (18–27 and
117–125) found on the antigen’s surface. All six hyper-
variable regions participated in epitope recognition, but
on the surface of lysozyme Gln121 was particularly
important protruding away from the surface and form-
ing a critical residue in the formation of a high-affinity

antibody–antigen complex. The antibody forms a cleft
that surrounds Gln121 with a hydrogen bond formed
between the side chain and Tyr101 on the antibody
(Figure 3.55). Elsewhere, van der Waals, hydrophobic
and electrostatic interactions play a role in binding the
other regions of the interacting surfaces between anti-
body and antigen.

Five different classes of immunoglobulins (Ig)
have been recognized called IgA, IgD, IgE, IgG and
IgM. These classes of immunoglobulins differ in the
composition of their heavy chains whilst the light chain
is based in all cases around two sequences identified
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Figure 3.54 Interaction between monoclonal antibody fragment Fab and lysozyme. The lysozyme is shown in blue
on right and the prominent side chain of Gln121 is shown in red (PDB:1FDL)

Figure 3.55 Interaction between Gln121 and residues
formed by a pocket on the surface of the antibody in
a complex formed between lysozyme and a monoclonal
antibody

by the symbols κ and λ. The heavy chains are called
α, δ, ε, γ and µ by direct analogy to the parent protein
(Table 3.6).

As a consequence of remarkable binding affini-
ties exemplified by dissociation constants between
104 –1010 M antibodies have been used extensively as

‘probes’ to detect antigen. In the area of clinical diag-
nostics this is immensely valuable in detecting infec-
tions and many diseases are routinely identified via
cross-reaction between antibodies and serum contain-
ing antigen. Antibodies are routinely produced today
by injecting purified protein into a subject animal. The
animal recognizes a protein as foreign and produces
antibodies that are extracted and purified from sera.
One extension of the use of antibodies as medical and
scientific ‘tools’ was pioneered by César Milstein and
Georges Köhler in the late 1970s and has proved pop-
ular and informative. This is the area of monoclonal
antibody production, and although not described in
detail here, the methods are widely used to identify
disease or infection, to specifically identify a single
antigenic site and increasingly as therapeutic agents in
the battle against cancer and other disease states.

The humoral immune response involves the secre-
tion of antibodies by B cells and the aggregation
of antigen. Aggregation signals to macrophages that
digestion should occur along with the destruction of
pathogen. The cellular immune response to antigen
involves different cells and a very different mech-
anism. On the surface of cytotoxic T lymphocytes
sometimes more evocatively called ‘killer T cells’ are
proteins whose structure and organization resembles
the Fab fragments of IgG. T cells identify antigenic
peptide fragments that are bound to a surface pro-
tein known as the major histocompatibility complex
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Table 3.6 Chain organization within the different Ig classes together with their approximate mass and biological roles

Class Heavy
chain

Light
chain

Organization Mass
(kDa)

Role

IgA α κ or λ (α2κ2)n or (α2λ2)n 360–720 Found mainly in secretions
IgD δ κ or λ δ2κ2 or δ2λ2 160 Located on cell surfaces
IgE ε κ or λ ε2κ2 or ε2λ2 190 Found mainly in tissues. Stimulates

mast cells to release histamines
IgG γ κ or λ γ2κ2 or γ2λ2 150 Activates complement system.

Crosses membranes
IgM µ κ or λ (µ2κ2)5 or (µ2λ2)5 950 Early appearance in immune

reactions. Linked to complement
system and activates macrophages

Cytotoxic T cell
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Membrane
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Figure 3.56 The use of the immunoglobulin fold in cell surface receptors by B and T lymphocytes
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(MHC). Cytotoxic or killer T cells recognize anti-
gen through receptors on their surface (Figure 3.56)
and release proteins that destroy the infected cell. The
MHC complex is based around domains carrying the
immunoglobulin fold.

Cyclic proteins

Until recently it was thought that cyclic proteins were
the result of unusual laboratory synthetic reactions
without any counterparts in biological systems. This is
now known to be untrue and several systems have been
shown to possess cyclic peptides ranging in size from
approximately 14 residues to the largest cyclic protein
currently known a highly basic 70 residue protein
called AS-48 isolated from Enterococcus faecalis S-
48. Cyclic proteins are a unique example of tertiary
structure but employ exactly the same principle as
linear proteins with the exception that their ends
are linked together (Figure 3.57). In view of the
fact that many globular proteins have the N and
C terminals located very close together in space
there is no conceptual reason why the amino and
carboxy terminals should not join together in a further
peptide bond.

Cyclic proteins are distinguished from cyclic pep-
tides such as cyclosporin. These small peptides have
been known for a long time and are synthesized by
microorganisms as a result of multienzyme complex
reactions. The latter products contain unusual amino
acid residues often extensively modified and are not
the result of transcription. In contrast, cyclic proteins
are known to be encoded within genomes and appear
to have a broad role in host defence mechanisms.

Many cyclic proteins are of plant origin and a
common feature of these proteins appears to be
their size (∼30 residues), a cyclic peptide backbone
coupled with a disulfide rich sequence containing six
conserved cysteine residues and three disulfide bonds.
Unusually the disulfides cross to form a knot like
arrangement and the cyclic backbone coupled with
the cysteine knot has lead to the recognition of a
new structural motif called the CCK motif or cyclic
cysteine knot. The term cyclotides has been applied to
these proteins. A common feature of all cyclotides is
their derivation from longer precursor proteins in steps

that involve both cleavage and cyclization. Although
the gene sequences for the precursors are known the
putative cleaving and cyclizing enzymes have not yet
been reported. Many of these proteins have assumed
enormous importance with the demonstration that
several are natural inhibitors of enzymes such as trypsin
whilst others are seen as possible lead compounds
in the development of new pharmaceutical products
directed against viral pathogens, and in particular
anti-HIV activity. Whilst the cyclotide family (see
Table 3.7) appear to have a common structural theme
based around the CCK motif and the presence of three
β strands other cyclic proteins such as bacteriocin AS-
48 contain five short helices connected by five short
turn regions that enclose a compact hydrophobic core.
Despite different tertiary structure, all of the cyclic
proteins are characterized by high intrinsic stability
(denaturation only at very high temperatures) as well
as resistance to proteolytic degradation.

Summary

Proteins fold into precise structures that reflect their
biological roles. Within any protein three levels
of organization are identified called the primary,
secondary and tertiary structures, whilst proteins with
more than one polypeptide chain exhibit quaternary
levels of organization.

Primary structure is simply the linear order of amino
acid residues along the polypeptide chain from the
N to C terminals. Long polymers of residues cannot
fold into any shape because of restrictions placed on
conformational flexibility by the planar peptide bond
and interactions between non-bonded atoms.

Conformational flexibility along the polypeptide
backbone is dictated by φ and ψ torsion angles.
Repetitive values for φ and ψ lead to regular structures
known as the α helix and β strand. These are elements
of secondary structure and are defined as the spatial
arrangement of residues that are close together in the
primary sequence.

The α helix is the most common element of sec-
ondary structure found in proteins and is characterized
by dimensions such as pitch 5.4 Å, the translation dis-
tance 1.5 Å, and the number of residues per turn (3.6).
A regular α helix is stabilized by hydrogen bonds
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Figure 3.57 The topology of naturally occurring
circular proteins. Three-dimensional structures of
naturally occurring proteins. Clockwise from the upper
left the proteins are: bacteriocin AS-48 (PDB:1E68)
from Enterococcus faecalis, microcin J25 (PDB:1HG6)
from E. coli, MCoTI-II (PDB:1HA9, 1IB9) from bitter
melon seeds, RTD-1 (PDB:1HVZ) from the leukocytes
of Rhesus macaques, kalataB1 (PDB:1KAL) from several
plants of the Rubiaceae and Violaceae plant families,
and SFTI-1 (PDB:1SFI, 1JBL) from the seeds of the
common sunflower. Disulfide bonds are shown in
yellow. (Reproduced with permission from Trabi, M., &
Craik, D.J. Trends Biochem. Sci. 2002, 27, 132–138.
Elsevier)

orientated parallel to the helix axis and formed between
the CO and NH groups of residues separated by four
intervening residues.

In contrast the β strand represents an extended
structure as indicated by the pitch distance ∼7 Å,
the translation distance 3.5 Å and fewer residues per
turn (2). Strands have the ability to hydrogen bond
with other strands to form sheets – collections of β

strands stabilized via inter-strand hydrogen bonding.
Numerous variations on the basic helical and strand
structures are found in proteins and truly regular or
ideal conformations for secondary structure are rare.

Tertiary structure is formed by the organization
of secondary structure into more complex topology

or folds by interaction between residues (side chain
and backbone) that are often widely separated in the
primary sequence.

Several identifiable folds or motifs exist within
proteins and these units are seen as substructures within
a protein or represent the whole protein. Examples
include the four-helix bundle, the β barrel, the β helix,
the HTH motif and the β propeller. Proteins can now be
classified according to their tertiary structures and this
has led to the description of proteins as all α, α + β and
α/β. The recognition that proteins show similar tertiary
structures has led to the concept of structural homology
and proteins grouped together in related families.

Tertiary structure is maintained by the magnitude
of favourable interactions outweighing unfavourable
ones. These interactions include covalent and more
frequently non-covalent interactions. A covalent bond
formed between two thiol side chains results in a
disulfide bridge, but more common stabilizing forces
include charged interactions, hydrophobic forces, van
der Waals interactions and hydrogen bonding. These
interactions differ significantly in their strength and
number.

Quaternary structure is a property of proteins
with more than one polypeptide chain. DNA binding
proteins function as dimers with dimerization the result
of specific subunit interaction. Haemoglobin is the
classic example of a protein with quaternary structure
containing 2α,2β subunits.

Proteins with more than one chain may exhibit
allostery; a modulation of activity by smaller effector
molecules. Haemoglobin exhibits allostery and this is
shown by sigmoidal binding curves. This curve is
described as cooperative and differs from that shown
by myoglobin. Oxygen binding changes the structure of
one subunit facilitating the transition from deoxy to oxy
states in the remaining subunits. Historically the study
of the structure of haemoglobin provided a platform
from which to study larger, more complex, protein
structures together with their respective functions.

One such group of proteins are the immunoglobu-
lins. These proteins form the body’s arsenal of defence
mechanisms in response to foreign macromolecules and
are collectively called antibodies. All antibodies are
based around a Y shaped molecule composed of two
heavy and two light chains held together by covalent
and non-covalent interactions.
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Table 3.7 Source, size and putative roles for cyclotides characterized to date

Protein Source Size (residues) Role

SFTI-1 Helianthus annuus 14 Potent trypsin inhibitor
Microcin J25 Escherichia coli 21 Antibacterial
Cyclotide family Rubiaceae and Violaceae sp 28–37 Wide range of activities

∼45 proteins
McoTI-I and II Momordica cochinchinensis 34 Seed-derived trypsin

inhibitor
Bacteriocin AS-48 Enterococcus faecalis 70 Hydrophobic antibacterial

protein
RTD-1 Macaca mulatta 18 Antibiotic defensin from

primate leukocytes

Antigen binding sites are formed from the hypervari-
able regions at the end of the heavy and light chains.
These hypervariable regions allow the production of
a vast array of different antibodies within five major
classes and allow the host to combat many different
potential antigens.

The basic immunoglobulin fold is widely used
within the immune system with antibody-like molecules
found as the basis of many cell surface receptors par-
ticularly in cells such as helper and killer T cells and
parts of the MHC complex.

Problems

1. Draw a diagram of a typical polypeptide backbone for
a pentapeptide. Label on your diagram the following;
the α carbon, the side chains, use a box to define the
atoms making up the peptide bond and finally identify
the torsion angles φ and ψ and the atoms/bonds
defining these angles.

2. Show how the above pentapeptide changes when the
third residue is proline.

3. Poly-lysine and poly-glutamate can switch between
disordered structures and helical structures. What
conditions might promote this switch and how does
this drive formation of helical structure?

4. Using the bond lengths given for C–C and C–N bonds
in Chapter 2 together with the dimensions found in
α helices and β strands calculate the length of (i)

a fully extended polypeptide chain of 150 residues,
(ii) a chain made up entirely of one long regular α

helix and, (iii) a chain composed of one long β strand.
Comment on your results.

5. From Figure 3.2 use the primary sequences of
myoglobin to define the extent of each element of
helical secondary structure. Explain your reasoning
in each case.

6. What limits the conformational space sampled by φ

and ψ?

7. Some proteins when unfolded are described as a
random coil. Why is this a misleading term?

8. List the interactions that stabilize the folded structures
of proteins. Rank these interactions in terms of
their average ‘energies’ and give an example of



 

84 THE THREE-DIMENSIONAL STRUCTURE OF PROTEINS

each interaction as it occurs between residues within
proteins.

9. How would you identify turn regions within the
polypeptide sequence of proteins? Why do turn
regions occur more frequently on protein surfaces?
What distinguishes a turn from a loop region?

10. What are the advantages of more than one subunit
within a protein? How are multimeric proteins
stabilized?



 

4
The structure and function of fibrous

proteins

Historically a division into globular and fibrous pro-
teins has been made when describing chemical and
physical properties. This division was originally made
to account for the very different properties of fibrous
and globular proteins as well as the different roles
each group occupied within cells. Today it is prefer-
able to avoid this distinction and to treat proteins as
belonging to families that exhibit structural or sequen-
tial homology (see Chapter 6). However, despite very
different properties the structures of fibrous proteins
were amongst the first to be studied because of their
accumulation in bodies such as hair, nails, tendons and
ligaments. These proteins demonstrate new aspects of
biological design not shown by globular proteins that
requires separate description.

Fibrous proteins were named because they were
found to make up many of the ‘fibres’ found in the
body. Here, fibrous proteins had a common role in
conferring strength and rigidity to these structures as
well as physically holding them together. Subsequent
studies have shown that these proteins are more
widely distributed than previously supposed, being
found in cells as well as making up connective
tissues such as tendons or ligaments. More importantly,
these proteins occupy important biological roles that
arise from their wide range of chemical and physical
properties. These properties are distinct from globular
proteins and arise from the individual amino acid

sequences. A common feature of most fibrous proteins
is their long, drawn-out, or filamentous structure.
Essentially, these proteins tend to occur as ‘rod-like’
structures extended more in two out of the three
possible dimensions and lacking the compactness of
globular proteins. As a result fibrous proteins tend to
possess architectures based around regular secondary
structure with little or no folding resulting from long-
range interactions. In other words they lack true
tertiary structure.

The second large class of proteins distinct from
globular proteins are the membrane proteins. Members
of this group of proteins probably make up the vast
majority of all proteins found in cells. For many
years the purification of these proteins remained very
difficult and limited our knowledge of their structure
and function. However, slowly membrane proteins
have become amenable to biochemical characterization
and Chapter 5 will deal with the properties of this
important group to highlight in successive sections
globular, fibrous and membrane proteins.

The amino acid composition
and organization of fibrous proteins
In fibrous proteins at least three different structural
plans or designs have been recognized in construction.

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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These designs include: (i) structure composed of
‘coiled-coils’ of α helices and represented by the α

keratins; (ii) structures made up of extended antipar-
allel β sheets and exemplified by silk fibroin a col-
lection of proteins made by spiders or silkworms; and
(iii) structures based on a triple helical arrangement of
polypeptide chains and shown by the collagen fam-
ily of proteins. The structures of each class of fibrous
proteins will be described in the following sections,
highlighting how the structure is suitable for its partic-
ular role and also emphasizing how defects in fibrous
proteins can lead to serious and life threatening condi-
tions.

An analysis of the amino acid composition of typ-
ical fibrous proteins (Table 4.1) reveals considerable
differences in their constituent amino acids to that

Table 4.1 The amino acid composition of three
common classes of fibrous proteins in mole percent

Amino acid Fibroin (silk) α-keratin Collagen

Gly 44.6 8.1 32.7
Ala 29.4 5.0 12.0
Ser 12.2 10.2 3.4
Glx 1.0 12.1 7.7
Cys 0 11.2 0
Pro 0.3 7.5 22.1
Arg 0.5 7.2 5.0
Leu 0.5 6.9 2.1
Thr 0.9 6.5 1.6
Asx 1.3 6.0 4.5
Val 2.2 5.1 1.8
Tyr 5.2 4.2 0.4
Ile 0.7 2.8 0.9
Phe 0.5 2.5 1.2
Lys 0.3 2.3 3.7
Trp 0.2 1.2 0
His 0.2 0.7 0.3
Met 0 0.5 0.7

In collagen considerable amounts of hydroxylated lysine and proline
are found. Adapted from Biochemistry, 3rd edn. Mathews, van Holde
& Ahern (eds). Addison Wesley Longman, London.

described earlier for globular proteins (see Table 2.2,
Chapter 2). More significantly the amino acid compo-
sitions of fibrous proteins differ with each group. For
example, collagen has a proline content in excess of
20 percent whilst in silk fibroin this value is below 1
percent. Similarly in α keratin the cysteine content is
11.2 percent but in collagen and silk fibroin the levels
of cysteine are essentially undetectable. In each case
the amino acid composition influences the secondary
structure formed by fibrous proteins.

Keratins

Keratins are the major class of proteins found in
hair, feathers, scales, nails or hooves of animals. In
general the keratin class of proteins are mechani-
cally strong, designed to be unreactive and resistant
to most forms of stress encountered by animals. At
least two major groups of keratins can be identified;
the α keratins are typically found in mammals and
occur as a large number of variants whilst β ker-
atins are found in birds and reptiles as part of feathers
and scales containing a significantly higher proportion
of β sheet. The β keratins are analogous to the silk
fibroin structures produced by spiders and silkworms
and described later in this chapter. The α keratins
are a subset of a much larger group of filamentous
proteins based on coiled-coils called intermediate fila-
ments (IF). The distribution of intermediate filaments
is not restricted to mammals but appears to extend to
most animal cells as major components of cytoskele-
tal structures.

In mammals approximately 30 different variants
of keratin have been identified with each appearing
to be expressed in cells in a tissue-specific manner.
In each keratin the ‘core’ structure is similar and
is based around the α helix so that the following
discussion of the conformation applies equally well
to all proteins within this group. Although the basic
unit of keratin is an α helix this structure is slightly
distorted as a result of interactions with a second helix
that lead to the formation of a left handed coiled-
coil. The most common arrangement for keratin is
a coiled-coil of two α helices although three helical
stranded arrangements are known for extracellular
keratins domains whilst in insects four stranded coiled
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coils have been found. In 1953 Francis Crick postulated
that the stability of α helices would be enhanced if
pairs of helices interacted not as straight rods but
in a simple coiled-coil arrangement (Figure 4.1). This
coiled coil arrangement is sometimes called a super
helix with in this instance α keratin found as a
left-handed super helix. Detailed structural studies of
coiled-coils confirmed this arrangement of helices and
diffraction studies showed a periodicity of 1.5 Å and
5.1 Å.

The coiled-coil is formed by each helix interact-
ing with the other and by burying their hydropho-
bic residues away from the solvent interface. The
hydrophobic or non-polar side chains are not ran-
domly located within the primary sequence but occur
at regular intervals throughout the chain. This non-
random distribution of hydrophobic residues is also
accompanied by a preference for residues with charged
side chains at positions within helices that are in
contact with solvent. As a result of this periodic-
ity a repeating unit of seven residues occurs along
each chain or primary sequence. This is called the
heptad repeat and the residues within this unit are
labelled a, b, c, d, e, f and g. To facilitate identi-
fication of each residue within a helix the positions
are frequently represented by a helical wheel dia-
gram (Figure 4.2).

Although a regular α helix has 3.6 residues per turn,
the coiled-coil arrangement leads to a slight decrease
in the number of residues/turn to 3.5. Each helix is

N
C

C

C

C

N

N
N

Parallel coiled coil

Anti-parallel coiled coil

Figure 4.1 Two individual α helices distorted along
their longitudinal axes as a result of twisting. The two
helices can pack together to form coiled-coils

inclined at an angle of approximately 18◦ towards the
other helix and this allows for the contacting side
chains to make a precise inter-digitating surface. It
also leads to a slightly different pitch for the helix
of 5.1 Å compared with 5.4 Å in a regular α helix.
The hydrophobic residues located at residues a and d
of each heptad form a hydrophobic surface interact-
ing with other hydrophobic surfaces. The hydrophobic
residues form a seam that twists about each helix.
By interacting with neighbouring hydrophobic surfaces
helices are forced to coil around each other forming
the super helix or coiled-coil. The interleaving of side
chains has been known as ‘knobs-into-holes’ pack-
ing and in other proteins as a leucine zipper arrange-
ment, although this last term is slightly misleading. A
coiled coil arrangement not only enhances the stability
of the intrinsically unstable single α- helix but also
confers considerable mechanical strength in a man-
ner analogous to the intertwining of rope or cable.
Further aggregation of the coiled-coils occurs and
leads to larger aggregates with even greater strength
and stability. Besides the high content of hydropho-
bic residues α keratins also have significant propor-
tions of cysteine (see Table 4.1). The cysteine residues
participate in disulfide bridges that cross-link neigh-
bouring coiled-coils to build up a filament or bundle
and ultimately the network of protein constituting hair
or nail.

The coiled-coil containing many heptad repeats
extends on average for approximately 300–330 residues
and is flanked by amino and carboxy terminal domains.
These amino and carboxy domains vary greatly in size.
In some keratins very small domains of approximately
10 residues can exist whilst in other homologous
proteins, such as nestin, much larger domains in excess
of 500 residues are found. More significantly these
regions show much greater sequence variability when
compared with the coiled-coil regions suggesting that
these domains confer specificity on the individual
keratins and are tailored towards increasing functional
specificity.

The keratins are often classified as components of
the large group of filamentous proteins making up the
cytoskeletal system and in particular they are classified
as IF (Table 4.2). IF are generally between 8 and
10 nm in diameter and are more common in cells
that have to withstand stress or extreme conditions.
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Figure 4.2 A helical wheel representation of the heptad repeat of coiled-coil keratins. The diagram shows a dimer
(top) and trimer (bottom) of helices and emphasizes the hydrophobic contact regions between each helix as a result
of residues a and d packing together. Leu, Ile and Ala are found frequently at positions a and d. Glu and Gln occur
frequently at positions e and g whilst Arg and Lys are found frequently at position g

At least six different IF have been identified with
classes I and II represented by acidic and basic keratins.
An assignment of the terms ‘acidic’ and ‘basic’ to
the N and C terminal globular domains of keratin
refer to their overall charge. These domains vary in
composition from one keratin to another. The acidic
domains found at the end of the central α helical
regions contain more negatively charged side chains
(Glu and Asp) than positively charge ones (Lys, Arg)
and consequently have isoelectric points in the pH
range from 4 to 6.

Acidic and basic monomers are found within the
same cell and the coiled coil or dimer contains one of
each type (a heterodimer). Each coiled-coil aligns in
a head to tail arrangement and in two staggered rows
to form a protofilament. The protofilament dimerizes
to form a protofibril with four protofibrils uniting to
make a microfibril. The aggregation of protein units
is still not finished since further association between
microfibrils results in the formation of a macrofibril in
reactions that are still poorly understood. The assembly
of coiled coils into microfibrils is shown in Figure 4.3.
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Table 4.2 The classification of intermediate filaments

Type Example Mass (Mr) × 103 Location

I Acidic keratins 40–64 Epithelial

II Basic keratins 52–68 Epithelial

III Glial fibrillary acidic protein 51 Astroglia

IV Vimentin 55 Mesenchymal

VI Desmin 53 Muscle

Peripherin 54 Neuronal

Neurofilaments (L, M, H); 68, 110, 130 Neuronal

Internexin 66–70 Neuronal

V Lamins A, B, C 58–70 Most cell types

Unclassified Septins A, B, C

Filensin

Lens

100

50–60

Some unclassified IFs appear to be

found in invertebrates

At least 6 different classes have been identified from homology profiles although new IF like proteins are causing these schemes to expand. IF are larger than
the thin microfilaments (7–9 nm diameter) often made up of actin subunits and smaller than the thick microtubules (∼25 nm diameter) made up of tubulin.

N-terminal
heads

Dimer Protofilament Microfibril

~450 Å
Coiled-coil
regions

C-terminal
ends

Figure 4.3 Higher order α keratin structure. Left: heterodimeric arrangement of two α helices to form a coiled-coil
with both acidic and basic domains. Middle: protofilaments formed by the association of two coiled coils in a head-tail
order and in two staggered or offset rows. Right: dimerization of protofilaments to form a protofibril followed by
four protofibrils uniting to form a macrofibril (Reproduced from Voet, D, Voet, J.G & Pratt, C.W. Fundamentals of
Biochemistry, John Wiley & Sons Inc, Chichester, 1999)
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Figure 4.4 Examples of coiled coil motifs occurring in non-keratin based proteins. In a clockwise direction from
the top left the diagrams show part of the leucine zipper DNA binding protein GCN4 (PDB:1YSA); a heterodimer of
the c-jun proto-oncogene (the transcription factor Ap-1) dimerized with c-fos and complexed with DNA (PDB:1FOS);
and two views of the gp41 core domain of the simian immunodeficiency virus showing the presence of six α helices
coiled together as two trimeric units – an inner trimer often called N36 and an outer trimer called C34 (PDB:2SIV)

Crystallographic studies have shown that the coiled-
coil motif occurs in many other proteins as a recogniz-
able motif. It occurs in viral membrane-fusion proteins
including the gp41 domain found as part of the human
and simian immunodeficiency virus (HIV/SIV), in the
haemagglutinin component of the influenza virus as
well as transcription factors such as the leucine zipper
protein GCN4. It is also found in muscle proteins such
as tropomyosin and is being identified with increasing
regularity in proteins of diverse function and cellu-
lar location. Although first recognized as part of long
fibrous proteins the coiled-coil is now established as a
structural element of many other proteins with widely

differing folds (Figure 4.4). In the coiled-coil structures
the α helices do not have to run in the same direction
for hydrophobic interactions to occur. Although a par-
allel conformation is the most common arrangement
antiparallel orientations, where the chains run in oppo-
site directions, occur in dimers but are very rare in
higher order aggregates.

Mutations in the genes coding for keratin lead
to impaired protein function. In view of the almost
ubiquitous distribution of keratin these genetic defects
can have severe consequences on individuals. Defects
prove particularly deleterious to the integrity of skin
and several inherited disorders are known where
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cell adhesion, motility and proliferation are severely
disturbed. Since many human cancers arise in epithelial
tissues where keratins are prevalent such defects
may predispose individuals to more rapid tumour
development.

Keratins, the most abundant proteins in epithelial
cells, are encoded by two groups of genes designated
type I and type II. There are >20 type I and >15
type II keratin genes occurring in clusters at separate
loci in the human genome. A distinction is often made
on the type of cell from which the keratin is derived
or linked. This leads to type II keratin proteins from
soft epithelia labelled as K1–K8 whilst those derived
from hard epithelia (such as hair, nail, and parts of
the tongue) are designated Hb1–Hb8. Similarly type
I keratins are comprised of K9–K20 in soft epithelia
and Ha1–Ha10 in hard epithelia. All α keratins are rich
in cysteine residues that form disulfide bonds linking
adjacent polypeptide chains. The term ‘hard’ or ‘soft’
refers to the sulfur content of keratins. A high cysteine
(i.e. sulfur) content leads to hard keratins typical of
nails and hair and is resistant to deformation whilst a
low sulfur content due to a lower number of cysteine
residues will be mechanically less resistant to stress.

In vitro the combination of any type I and type II
keratins will produce a fibrous polymer when mixed
together but in vivo the pairwise regulation of type I
and II keratin genes in a tissue specific manner gives
rise to ‘patterns’ that are very useful in the study of
epithelial growth as well as disease diagnosis. The
distribution of some of these keratins is described in
Table 4.3 and with over 30 different types of keratin
identified there is a clear preferential location for
certain pairs of keratins.

In all complex epithelia a common set of keratin
genes are transcribed consisting of the type II K5 and
the type I K14 genes (along with variable amounts
of K15 or K19, two additional type I keratins). Post-
mitotic, suprabasal cells in these epithelia transcribe
other pairs of keratin genes, the identity of which
depends on the differentiation route of these cells. Thus
the K1 and K10 pair is characteristic of cornifying
epithelia such as the epidermis, whilst the K4 and
K13 pair is expressed in epithelia found lining the oral
cavity, the tongue and the oesophagus, and the K3 and
K12 pair is found in the cornea of the eye.

Table 4.3 Distribution of type I and II keratin in
different cells

Type I
(acidic)

Type II
(basic)

Location

K10 K1 Suprabasal epidermal
keratinocytes

K9 K1 Suprabasal epidermal
keratinocytes

K10 K2e Granular layer of epidermis
K12 K3 Cornea of eye
K13 K4 Squamous epithelial layers
K14 K5 Basal layer keratinocytes
K15 K5 Basal layer of non-keratinizing

epithelia
K16 K6a Outer sheath of hair root, oral

epithelial cells,
hyperproliferative
keratinocytes

K17 K6b Nails
K7 Seen in transformed cells

K18 K8 Simple epithelia
K19 Follicles, simple epithelia
K21 Intestinal epithelia

In skin diseases such as psoriasis and atopic dermatitis it is noticed
that keratin 6 and 16 predominate whilst a congenital blistering
disease, epidermolysis bullosa simplex, arises from gene defects
altering the structure of keratins 5 and 14 at the basal layer.

A property of disulfide bridges between cysteine
residues is their relative ease of reduction with
reducing agents such as dithiothreitol, mecaptoethanol
or thioglycolate. In general these reagents are called
mercaptans, and for hair the use of thioglycolate allows
the reduction of disulfide bridges and the relaxing
of hair from a curled state to a straightened form.
Removal of the reducing agent and the oxidation of
the thiol groups allows the formation of new disulfide
bridges and in this way hair may be reformed in a new
‘curled’, ‘straightened’ or ‘permed’ conformation. The
springiness of hair is a result of the extensive number
of coiled-coils and their tendency in common with a
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conventional spring to regain conformation after initial
stretching. The reduction of disulfide bridges in hair
allows a keratin fibre to stretch to over twice their
original length and in this very extended ‘reduced’
conformation the structure of the polypeptide chains
shift towards the β sheet conformations found in
feathers or in the silk-like sheets of fibroin. In the
1930s W.T. Astbury showed that a human hair gave
a characteristic X-ray diffraction pattern that changed
upon stretching the hair, and it was these two forms
that were designated α and β.

Fibroin

A variation in the structure of fibrous proteins is seen
in the silk fibroin class made up of an extended array
of β strands assembled into a β sheet. Insect and
spiders produce a variety of silks to assist in the
production of webs, cocoons, and nests. Fibroin is
produced by cultivated silkworm larvae of the moth
Bombyx mori and has been widely characterized. Silk
consists of a collection of antiparallel β strands with
the direction of the polypeptide backbone extending
along the fibre axis. The high content of β strands
leads to a microcrystalline array of fibres in a highly
ordered structure. The polypeptide backbone has the
extended structure typical of β strands with the side
chains projecting above and below the plane of the
backbone. Of great significance in silk fibroin are the
long stretches of repeating composition. A six residue
repeat of (Gly-Ser-Gly-Ala-Gly-Ala)n is observed to
occur frequently and it is immediately apparent that
this motif lacks large side chains. These three residues
appear to represent over 85 percent of the total amino
acid composition with approximate values for the
individual fractions being 45 percent Gly, 30 percent
Ala and 15 percent Ser in silk fibroin (see Table 4.1).
The sequence of six residues is part of a larger
repeating unit

-(Gly-Ala)2-Gly-Ser-Gly-Ala-Ala-Gly-

(Ser-Gly-Ala-Gly-Ala)8-Tyr-

that may be repeated up to 50 times leading to masses
for silk polypeptides between 300 000 and 400 000
(see Figure 4.5). Glycine, alanine and serine are the

three smallest side chains in terms of their molecular
volumes (see Table 2.3) and this is significant in terms
of packing antiparallel strands. More importantly the
order of residues in this repeating sequence places
the glycine side chain (simply a hydrogen) on one
side of the strand whilst the Ser and Ala side chains
project to the other side. This arrangement of side
chains leads to a characteristic spacing between strands
that represents the interaction of Gly residues on one
surface and the interaction of Ala/Ser side chains on the
other. The interaction between Gly surfaces yields an
inter-sheet spacing or regular periodicity of 0.35 nm
whilst the interaction of the Ser/Ala rich surfaces
gives a spacing of 0.57 nm between the strands in
silk fibroin. Larger amino acid side chains would
tend to disrupt the regular periodicity in the spacing
of strands and they tend to be located in regions
forming the links between the antiparallel β strands.
The structure of these linker regions has not been
clearly defined.

Silk has many remarkable properties. Weight-for-
weight it is stronger than metal alloys such as steel, it is
more resilient than synthetic polymers such as Kevlar,
yet is finer than a human hair. It is no exaggeration
to say that silk is nature’s high-performance polymer
fine-tuned by evolution over several hundred million
years. As a result of these desirable properties there
have been many attempts to mimic the properties of silk
with the development of new materials in the area of
biomimetic chemistry. Silk is extremely strong because
in the fully extended conformation of β strands any
further extension would require the breakage of strong
covalent bonds. However, this strength is coupled with
surprisingly flexibility that arises as a result of the
weaker van der Waals interactions that exist between
the antiparallel β strands. These desirable physical
properties are very difficult to reproduce in most
synthetic polymers.

Collagen
Collagen is a major component of skin, tendons, lig-
aments, teeth and bones where it performs a wide
variety of structural roles. Collagen provides the frame-
work that holds most multicellular animals together and
constitutes a major component of connective tissue.
Connective tissue performs many functions including
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0.35 nm

0.57 nm

Figure 4.5 The interaction of alternate Gly and Ala/Ser rich surfaces in antiparallel β strands in the silk fibroin
structure from Bombyx mori. The spacing between strands alternates between 0.35 and 0.57 nm as shown in the
bottom figure. The structures of silk were generated for an alternating series of Gly/Ala polymers (PDB: 2SLK).
Top left: the arrangement of strands in the antiparallel β sheet structure showing backbone only. Top right: The
antiparallel β strands showing the interaction between Ala residue (shown by cyan colour) in an end on view where
the backbone is running in a direction proceeding into and out of the page. In the bottom diagram the strands are
running laterally and the Ala/Ser rich interface shown by the cyan side chains is wider than the smaller interface
formed between glycine residues

binding together body structures and providing support
and protection. Connective tissue is the most abun-
dant tissue in vertebrates and depends for its structural
integrity primarily on collagen. In vertebrates connec-
tive tissue appears to account for approximately 30
percent of the total mass. Although collagen is often
described as the single most abundant protein it has
many diverse biological roles and to date at least 30
distinct types of collagen have been identified from the
respective genes with each showing subtle differences
in the amino acid sequence along their polypeptide
chains. Collagen is usually thought of as a protein
characteristic of vertebrates such as mammals but it is
known to occur in all multicellular animals. Sequencing
of the nematode (flatworm) genome of Caenorhabdi-
tis elegans has revealed over 160 collagen genes. In

this nematode collagen proteins are the major structural
component of the exoskeleton with the collagen genes
falling into one of three major gene families.

All collagens have the structure of a triple helix
described in detail below and are assembled from three
polypeptide chains. Since these chains can be combined
in more than one combination a great many distinct
collagens can exist and several have been identified
as occurring predominantly in one group of vertebrate
tissues. In humans at least 19 different collagens are
assembled from the gene products of approximately
30 distinct and identified genes. Within these 19
structural types four major classes or groupings are
generally identified. These groupings are summarized
in Table 4.4. Type I collagen consists of two identical
chains called α1(I) chains and a third chain called α2.
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Table 4.4 The major collagen groups

Type Function and location

Type I The chief component of tendons,
ligaments, and bones

Type II Represents over 50 % of the protein in
cartilage. It is also used to build the
notochord of vertebrate embryos

Type III Strengthens the walls of hollow
structures like arteries, the intestine,
and the uterus

Type IV Forms the basal lamina (sometimes
called a basement membrane) of
epithelia. For example, a network of
type IV collagens provides the filter
for the blood capillaries and the
glomeruli of the kidneys

In contrast Type II collagen contain three identical
α1 chains.

In a mature adult collagen fibres are extremely
robust and insoluble. The insolubility of collagen was
for many years a barrier to its chemical characterization
until it was realized that the tissues of younger animals
contained a greater proportion of collagen with higher
solubility. This occurred because the extensive cross-
linking of collagen characteristic of adults is lacking
in young animals and it was possible to extract the
fundamental structural unit called tropocollagen.

The structure and function of collagen

Tropocollagen is a triple helix of three similarly sized
polypeptide chains each on average about 1000 amino
acid residues in length. This leads to an approximate
Mr of 285 000, an average length of ∼300 nm and a
diameter of ∼1.4 nm. A comparison of the dimensions
of tropocollagen with an average globular protein
is useful and instructive. The length of collagen is
approximately 100 times greater than myoglobin yet
its diameter is only half that of the globular protein
emphasizing its extremely elongated or filamentous

nature. The polypeptides of tropocollagen are unusual
in their amino acid composition and are defined by
high proportions of glycine residues (see Table 4.2)
as well as elevated amounts of proline. Collagen has
a repetitive primary sequence in which every third
residue is glycine. The sequence of the polypeptide
chain can therefore be written as

-Gly-Xaa-Yaa−Gly-Xaa-Yaa-Gly-Xaa-Yaa-

where Xaa and Yaa are any other amino acid residue.
However, further analysis of collagen sequences
reveals that Xaa and Yaa are often found to be the
amino acids proline or lysine. Many of the proline and
lysine residues are hydroxylated via post-translational
enzymatic modification to yield either hydroxyproline
(Hyp) or hydroxylysine (Hyl) (see Chapter 8). The
sequence Gly-Pro-Hyp occurs frequently in collagen.
The existence of repetitive sequences is a feature of
collagen, keratin and fibroin proteins and is in marked
contrast to globular proteins where repetitive sequences
are the exception.

Each polypeptide chain intertwines with the remain-
ing two chains to form a triple helix (Figure 4.6). The
helix arrangement is very different to the α helix and
shows most similarity with the poly-proline II helices
described briefly in Chapter 3. Each chain has the
sequence Gly-Xaa-Yaa and forms a left-handed super
helix with the other two chains. This leads to the
triple helix shown in Figure 4.6. When viewed ‘end-
on’ the super helix can be seen to consist of left handed
polypeptide chain supercoiled in a right handed manner
about a common axis.

The rise or translation distance per residue for each
chain in the triple helix is 0.286 nm whilst the number
of residues per turn is 3.3. Combining these two
figures yields a value of ∼0.95 nm for the helix pitch
and reveals a more extended conformation especially
when compared with α helices or 310 helices (pitch
∼0.5–0.54 nm).

Glycine lacking a chiral centre and possessing con-
siderable conformational flexibility presents a signif-
icant contrast to proline. In proline conformational
restraint exists as a result of the limited variation in
the torsion angle (φ) permitted by a cyclic pyrroli-
done ring. The presence of large amounts of proline
in tropocollagen is also significant because the absence
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Figure 4.6 The basic structure of the triple helix of
collagen. Space filling representation of the triple helix
and a simpler wireframe view of the different chains
(orange, dark green and blue chains). Careful analysis
of the wireframe view reveals regular repeating Pro
residues in all three chains

of the amide hydrogen (HN) eliminates any poten-
tial hydrogen bonding with suitable acceptor groups.
As a result of the presence of both glycine and
proline in high frequency in the collagen sequences
the triple helix is forced to adopt a different strat-
egy in packing polypeptide chains. Since the glycine
residues are located at every third position and make
contact with the two remaining polypeptide chains
it is clear that only a very small side chain (i.e.
glycine) can be accommodated at this position. Any
side chain bigger than hydrogen would disrupt the
conformation of the triple helix. As a result there is
very little space along the helix axis of collagen and
glycine is always the residue closest to the helix axis
(Figure 4.7). The side chains of proline residues along
with lysine and other residues are on the outside of
the helix.

Figure 4.7 The interaction of glycine residues at the
centre of the collagen helix. Note the side chains
of residues Xaa and Yaa are located towards the
outside of the helix on each chain where they remain
sterically unhindered. In each of the three chains
proline and hydroxyproline side chains are shown in
yellow with the remaining atoms shown in their usual
CPK colour scheme. Only heavy atoms are shown in
this representation. The arrows indicate the hydrogen
bonds from the glycine NH to the CO of residue Xaa
in the neighbouring chain. Each chain is staggered so
that Gly and Xaa and Yaa occur at approximately the
same level along the axis of the triple helix (derived
from PDB:1BKV)

The close packing of chains clearly stabilizes
the triple helix through van der Waals interactions,
but in addition extensive hydrogen bonding occurs
between polypeptide chains. The hydrogen bonds
form between the amide (NH) group of one glycine
residue and the backbone carbonyl (C=O) group
of residue Xaa on adjacent chains. The direction
of the hydrogen bonds are transverse or across the
long axis of the helix. Interactions within the triple
helix are further enhanced by hydrogen bonding
between amide groups and the hydroxyl group of Hyp
residues. An indication of the importance of hydrogen
bonding interactions in collagen helices has been
obtained through constructing synthetic peptides and
determining the melting temperature of the collagen
triple helix. The melting temperature is the temperature
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Figure 4.8 Thermal denaturation curve for collagen. In normal collagens the transition midpoint temperature or Tm

is related to the normal body temperature of the organism and for mammals is above 40 ◦C as shown by the blue line
in the above graph

at which half the helical structure has been lost and is
characterized by a curve showing a sharp transition
at a certain temperature reflecting the loss of ordered
structure. The loss of structural integrity reflects
denaturation of the triple helix and is accompanied by
a progressive loss of function.

The importance of hydroxyproline to the transition
temperature is shown by synthetic peptides of (Gly-
Pro-Pro)n and (Gly-Pro-Hyp)n. The former has a
transition mid point temperature (Tm) of 24 ◦C whilst
the latter exhibits a much higher Tm of ∼60 ◦C
(Figure 4.8). This experiment strongly supports the
idea of triple helix stabilization through hydroxylation
of proline (Hyp) and the formation of hydrogen bonds
with neighbouring chains. Heating of collagen forms
gelatin a disordered state in which the triple helix has
dissociated. Although cooling partially regenerates the
triple helix structure much of the collagen remains
disordered. The reasons underlying this observation
were not immediately apparent until the route of
collagen synthesis was studied in more detail. Collagen
is synthesized as a precursor termed procollagen in
which additional domains at the N and C terminal

specifically modulate the folding process. Mature
collagen lacks these domains so any unfolding or
disordering that occurs remains difficult to reverse.

Although hydrogen bonds and van der Waals inter-
actions impart considerable stability to the tropocol-
lagen triple helix and underpin its use as a structural
component of many cells further strength arises from
the association of tropocollagen molecules together as
part of a collagen fibre. Each tropocollagen molecule
is approximately 300 nm in length and packs together
with neighbouring molecules to produce a characteris-
tic banded appearance of fibres in electron micrographs.
The banded appearance arises from the overlapping
of each triple helix by approximately 64 nm thereby
producing the striated appearance of collagen fib-
rils. This pattern of association relies on further
cross-linking both within individual helices, known as
intramolecular cross-links, as well as bonds between
helices where they are called intermolecular cross-
links. Both cross-links are the result of covalent
bond formation.

The covalent cross-links among collagen molecules
are derived from lysine or hydroxylysine and involve
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Figure 4.9 Oxidation of ε-amino group of lysine to
form aldehyde called allysine

the action of an enzyme called lysyl oxidase. This cop-
per dependent enzyme oxidizes the ε-amino group of a
lysine side chain and facilitates the formation of a cross
link with neighbouring lysine residues (Figure 4.9).
Lysine sidechains are oxidized to an aldehyde called
allysine and this promotes a condensation reaction
between two chains forming strong covalent cross-
links (Figure 4.10). A reaction between lysine residues
in the same collagen fibre results in an intramolecu-
lar cross-link whilst reaction between different triple
helices results in intermolecular bridges. In view of
the presence of hydroxylysine and lysine in colla-
gen these reactions can occur between two lysine,
two hydroxylysines or between one hydroxylysine and
one lysine. The products are called hydroxylysinonor-
leucine or lysinonorleucine. Further cross-linking can
form trifunctional cross-links and a hydroxypyridino-
line structure.

Cross-linking of collagen is a progressive process
but does not occur in all tissues to the same extent. In
general, younger cells have less cross-linking of their
collagen than older cells, with a visible manifestation
of this process being the increase in the appearance of
wrinkled skin in the elderly, especially when compared
with that found in a newborn baby. It is also the
reason why meat from older animals is tougher than
that derived from younger individuals.

Collagen biosynthesis

Collagen is a protein that undergoes significant post-
translational modification and serves to introduce a

NH

HC

C

CH2 CH2 CH2 CH

O

NH

HC

C O

CH2 CH2 C

CH

O

CH

NH

CH

CO

CH2CH2CH2

O

NH

CH

CO

CH2CH2CH2C
H

O

+

Allysine aldol condensation

Allysine Allysine

Further cross-linking reactions

Figure 4.10 Outline of the reaction pathway leading
to the formation of lysine crosslinks in collagen fibres.
The first oxidative step results in the deamination of
the ε-amino group and the formation of allysine (or
hydroxyallysine). Two allysine residues condense to
form a stable cross-link which can undergo further
reactions that heighten the complexity of the cross-
link. The allysine route predominates in skin whilst the
hydroxyallysine route occurs in bone and cartilage

subject that is described in more detail in Chapter 8.
The initial translation product synthesized at the
ribosome is very different to the final product and
without these subsequent modifications it is extremely
unlikely that the initial translation product could
perform the same biological role as mature collagen.
It is also true to say that any process interfering with
modification of collagen tends to result in severe forms
of disease.

The biosynthesis of collagen is divided into dis-
crete reactions that differ not only in the nature of the
modification but their cellular location. Step 1 is the ini-
tial formation of preprocollagen, the initial translation
product formed at the ribosome. In this state the col-
lagen precursor contains a signal sequence that directs
the protein to the endoplasmic reticulum membrane and
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facilitates its passage into the lumen where the signal
peptide is cleaved by the action of specific proteases.
However, while still associated with the ribosome, this
polypeptide is hydroxylated from the action of pro-
lyl hydroxylase and lysyl hydroxylase, resulting in the
formation of hydroxyproline and hydroxylysine, and
is followed by transfer of the polypeptide into the
lumen of the endoplasmic reticulum. Here, a third step
involves glycosylation of the collagen precursor and
the attachment of sugars, chiefly glucose and galac-
tose, occurs via the hydroxyl group of Hyl. Frequently,
the sugars are added as disaccharide units. In this state
the pro-α-chains join forming procollagen whilst the N-
and C-terminal regions form inter-chain disulfide bonds
and the central regions pack into a triple helix. In this
state the collagen is termed procollagen and it is trans-
ported to the Golgi system prior to secretion from the
cell. Procollagen peptidases remove the disulfide-rich
N and C terminal extensions leaving the triple helical
collagen in the extracellular matrix (Figure 4.11) where
it can then associate with other collagen molecules
to form staggered, parallel arrays (Figure 4.12). These
arrays undergo further modification by the formation
of cross-links through the action of lysyl oxidase, as
described above.

Collagenases degrade collagen and have been shown
to be one member of a large group of enzymes called
matrix metalloproteinases (MMPs). These enzymes

Collagen

~300 nm
‘‘hole’’ between
collagen fibres.

staggered by ~40 nm

Figure 4.12 Association of procollagen into stag-
gered parallel arrays making up collagen fibres. Each
collagen fibre is approximately 300 nm in length and
is staggered by ∼40 nm from adjacent parallel fibres.
This ‘hole’ can represent the site of further attachment
of extracellular proteins and can become filled with
calcium phosphate

degrade the extracellular matrix. Abnormal metallopro-
teinase expression leads to premature degradation of
the extracellular matrix and is implicated in diseases
such as atherosclerosis, tumour invasion and rheuma-
toid arthritis.

Disease states associated with collagen defects

The widespread involvement of collagen in not only
tendons and ligaments, but also the skin and blood
vessels, means that mutations in collagen genes
often result in impaired protein function and severe
disorders affecting many organ systems. Mutations
in the 30 collagen genes discovered to date give
rise to a large variety of defects in the protein.
In addition defects have also been found in the
enzymes responsible for the assembly and matura-
tion of collagen creating a further group of dis-
ease states. In humans defects in collagen as a
result of gene mutation lead to osteogenesis imper-
fecta, hereditary osteoporosis and familial aortic
aneurysm.

Several hereditary connective tissue diseases have
been identified as arising from mutations in genes
encoding collagen chains. Most common are sin-
gle base mutations that result in the substitution
of glycine by a different residue thereby destroy-
ing the characteristic repeating sequence of Gly-
Xaa-Yaa. A further consequence of these muta-
tions is the incorrect assembly or folding of col-
lagen. Two particularly serious diseases attributable
to defective collagen are osteogenesis imperfecta and
Ehlers–Danlos syndrome. The molecular basis for
these diseases in relation to the structure of collagen
will be described.

Osteogenesis imperfecta is a genetic disorder char-
acterized by bones that break comparatively easily
often without obvious cause. It is sometimes called
brittle bone disease. At least four different types of
osteogenesis imperfecta are recognized by clinicians
(Table 4.5) although all appear to arise from mutation
of the collagen genes coding for either the α1 or α2

chains of type I collagen.
Osteogenesis imperfecta is caused by a mutation

in one allele of either the α1 or α2 chains of the
major collagen in bone, type I collagen. Type I col-
lagen contains two α1 chains together with a single
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Table 4.5 Classification of osteogenesis imperfecta.
Currently, diagnosis of type II form of osteogenesis
imperfecta is determined in utero whilst diagnosis of
other forms of the disease can only be made antenatal

Type Inheritance Description

I Dominant Mild fragility, slight
deformity, short stature.
Presentation at young
age (2–6)

II Recessive Lethal: death at pre- or
perinatal stage

III Dominant Severe, progressive
deformity of limbs and
spine

IV Dominant Skeletal fragility and
osteoporosis, bowing of
limbs. Most mild form
of disease

α2 chain and the presence of one mutant collagen
allele is sufficient to produce a defective collagen fibre.
The incidence of all forms of osteogenesis imperfecta
is estimated to be approximately 1 in 20 000; from
screening individuals it was found that glycine sub-
stitution was a frequently observed event with cys-
teine, aspartate and arginine being the most frequent
replacement residues. The disruption of the Gly-Xaa-
Yaa repeat has pathological consequences that vary
considerably, as shown by Table 4.5 where four differ-
ent types of osteogenesis imperfecta ranging in severity
from lethal to mild are observed. One consequence of
glycine substitution is defective folding of the collagen
helix and this is accompanied by increased hydrox-
ylation of lysine residues N-terminal to the mutation
site. Since hydroxylation occurs on unfolded chains
one possible effect of mutation is to inhibit the rate
of triple helix formation rendering the proteins sus-
ceptible to further modification or interaction with
molecular chaperones or enzymes of the endoplasmic
reticulum that alter their processing or secretion. A
further sequela of mutant collagen fibres is incorrect

processing by N -propeptide peptidases (see section
on collagen biosynthesis) and where mutant collagen
molecules are incorporated into fibrils there is evi-
dence of poor mineralization. It seems very likely that
the exact site of the mutation of α1 or α2 chains
will influence the overall severity of the disease with
some evidence suggesting mutations towards the C-
terminal produce more severe phenotypes. However,
the precise relationship between disease state, muta-
tion site and perturbation of collagen structure remain
to be elucidated.

A second important disease arising from mutations
in a single collagen gene is Ehlers–Danlos syndrome.
This syndrome results in widely variable phenotypes,
some relatively benign whilst others are life threat-
ening. Classically the syndrome has been recognized
by physicians from the presentation of patients with
joint hypermobility as well as extreme skin extensi-
bility, although many other diagnostic traits are now
recognized including vascular fragility. Many differ-
ent types of the disease are recognized both medi-
cally and at the level of the protein. The variability
arises from mutations at different sites and in differ-
ent types of collagens leading to the variety of phe-
notypes. These mutations can lead to changes in the
levels of collagen molecules, changes in the cross-
linking of fibres, a decreased hydroxylysine content
and a failure to process collagen correctly by removal
of the N-terminal regions. The common effect of
all mutations is to create a structural weakness in
connective tissue as a result of a molecular defect
in collagen.

Related disorders characterized at a
molecular level

Marfan’s syndrome is an inherited disorder of connec-
tive tissue affecting multiple organ systems including
the skeleton, lungs, eyes, heart and blood vessels. For
a long time Marfan’s syndrome was believed to be
caused by a defect in collagen but this defect is now
known to reside in a related protein that forms part of
the microfibrils making up the extracellular matrix that
includes collagen. The condition affects both men and
women of all ethnic groups with an estimated incidence
of ∼1 per 20 000 individuals throughout the world.
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Before identification of Marfan’s syndrome became
routine and surgical management of this disease was
common most patients died of cardiovascular compli-
cations at a very early age and usually well before
the age of 50. In 1972 the average life expectancy
for a Marfan sufferer was ∼32 years but today, with
increased research facilitating recognition of the dis-
ease and surgical intervention alleviating many of the
health problems, the expected life span had increased
to over 65 years.

Marfan’s syndrome is caused by a molecular defect
in the gene coding for fibrillin, an extracellular protein
found in connective tissue, where it is an integral
component of extended fibrils. Microfibrils are par-
ticularly abundant in skin, blood vessels, perichon-
drium, tendons, and the ciliary zonules of the eye.
The elastin-based fibres form part of an extracellu-
lar matrix structure that provides the elastic prop-
erties to tissues. Both morphological and biochemi-
cal characterization of fibres reveal an internal core
made up primarily of the protein elastin together with
a peripheral layer of microfibrils composed primar-
ily of fibrillin. Humans have two highly homolo-
gous fibrillins, fibrillin-1 (Figure 4.13) and fibrillin-2,
mapping to chromosomes 15 and 5 respectively. In
1991, the first mutation in fibrillin 1 was reported

and subsequently over 50 mutations in individuals
with Marfan syndrome have been described. A char-
acteristic feature of both fibrillins is their mosaic
composition where numerous small modules com-
bine to produce the complete, very large, protein
of 350 kDa.

The majority of fibrillin consists of epidermal
growth factor-like subunits (47 epidermal growth fac-
tor (EGF)-like modules) of which 43 have a con-
sensus sequence for calcium binding. Each of these
domains is characterized by six cysteine residues
three disulfide bridges and a calcium binding con-
sensus sequence of D/N-x-D/N-E/Q-xm-D/N*-xn-Y/F
(where m and n are variable and * indicates possi-
ble post-translational modification by hydroxylation).
Other modules found in fibrillin-1 including motifs
containing eight Cys residues, hybrid modules (two)
along with sequences unique to fibrillin (three). These
domains are interspersed throughout the molecule
with the major differences between fibrillins resid-
ing in a proline-rich region close to the N-terminus
in fibrillin-1 that is replaced by a glycine-rich region
in fibrillin-2.

The EGF domain occurs in many other proteins
including blood coagulation proteins such as factors
X, VII, IX, and the low density lipoprotein receptors.

N

N

C

C

hybrid
domain

TB (8–cysteine)
domain

EGF module cbEGF module

Pro-rich N-terminus C-terminus

Figure 4.13 The modular organization of fibrillin-1 (reproduced with permission from Handford, P.A. Biochim.
Biophys. Acta 2000, 1498 84–90. Elsevier)
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Figure 4.14 The structure of a pair of calcium
binding EGF domains from fibrillin-1 (PDB:1EMN)

The structure of a single EGF like domain and a
pair of calcium-binding domains confirmed a rigid
rod-like arrangement stabilized by calcium binding
and hydrophobic interactions (Figure 4.14). Mutations
known to result in Marfan’s syndrome lead to
decreased calcium binding to fibrillin, and this seems to
play an important physiological role. The importance of
the structure determined for the modules of fibrillin was
that it offered an immediate explanation of the defect
at a molecular level. The structural basis for Marfan’s
syndrome resides in the disruption of calcium binding
within fibrillin as a result of single site mutation.

Marfan’s syndrome is an autosomal dominant dis-
order affecting the cardiovascular, skeletal, and ocu-
lar systems. The major clinical manifestations are
progressive dilatation of the aorta (aortic dissection),
mitral valve disorder, a tall stature frequently associ-
ated with long extremities, spinal curvature, myopia
and a characteristic thoracic deformity leading to a

‘pigeon-chest’ appearance. The majority of the muta-
tions known today are unique (i.e. found only in
one family) but at a molecular level it results in the
substitution of a single amino acid residue that dis-
rupts the structural organization of individual EGF-
like motifs.

Flo Hyman, a famous American Olympian volley-
ball player, was a victim of Marfan’s syndrome and
a newspaper extract testifies to the sudden onset of
the condition in apparently healthy or very fit athletes.
“During the third game, Hyman was taken out in a rou-
tine substitution. She sat down on the bench. Seconds
later she slid silently to the floor and lay there, still. She
was dead”. Many victims of Marfan’s disease are taller
than average. As a result basketball and volleyball play-
ers are routinely screened for the genetic defect which
despite phenotypic characteristics such as pigeon chest,
enlarged breastbone, elongated fingers and tall stature
often remains undiagnosed until a sudden and early
death. It has also been speculated largely on the basis of
their physical appearances that Abraham Lincoln (16th

president of the United States, 1809–1865) and the
virtuoso violinist Niccolò Paganini (1782–1840) were
suffering from connective tissue disorders.

Summary
Fibrous proteins represent a contrast to the normal
topology of globular domains where compact folded
tertiary structures exist as a result of long-range inter-
actions. Fibrous proteins lack true tertiary structure,
showing elongated structures and interactions confined
to local residues.

The amino acid composition of fibrous proteins
departs considerably from globular proteins but also
varies widely within this group. This variation reflects
the different roles of fibrous proteins.

Three prominent groups of fibrous proteins are the
collagens, silk fibroin and keratins and all occupy
pivotal roles within cells.

Collagen, in particular, is very abundant in verte-
brates and invertebrates where the triple helix provides
a platform for a wide range of structural roles in the
extracellular matrix delivering strength and rigidity to
a wide range of tissues.

The triple helix is a repetitive structure containing
the motif (Gly-Xaa-Yaa) in high frequency with Xaa
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and Yaa often found as proline and lysine residues.
Repeating sequences of amino acids are a feature of
many fibrous proteins and help to establish the topology
of each protein. In collagen the presence of glycine at
every third residue is critical because its small side
chain allows it to fit precisely into a region that forms
from the close contact of three polypeptide chains.
Larger side chains would effectively disrupt this region
and perturb the triple helical structure.

Although based around a helical design collagen
differs considerably in dimensions to the typical α

helix. The triple helix of collagen undergoes consider-
able post-translational modification to increase strength
and rigidity.

Keratins make up a considerable proportion of hair
and nails and contain polypeptide chains arranged in
an α helical conformation. The helices interact via
supercoiling to form coiled-coils. Of importance to

coiled-coils are specific interactions between residues in
different helices via non-polar interactions that confer
significant stability. The basis of this interaction is a
heptad of repeating residues along the primary sequence.

A heptad repeat possesses leucine or other residues
with hydrophobic side chains arranged periodically
to favour inter-helix interactions. Helices are usually
arranged in pairs. Significantly, this mode of organiza-
tion is found in other intracellular proteins as well as
in viral proteins. Several DNA binding proteins contain
coiled-coil regions and the hydrophobic-rich domains
are often called leucine zippers.

In view of their widespread distribution in all animal
cells mutations in fibrous proteins such as keratins or
collagens lead to serious medical conditions. Many
disease states are now known to arise from inherited
disorders that lead to impaired structural integrity in
these groups of proteins.

Problems

1. Describe the different amino acid compositions of
collagen, silk and keratins?

2. Explain why glycine and proline are found in
high frequency in the triple helix of collagen but
are not found frequently within helical regions of
globular proteins?

3. Why is silk both strong and flexible?

4. Why is wool easily stretched or shrunk? Why is silk
more resistant to these deformations.

5. Poly-L-proline is a synthetic polypeptide that adopts
a helical conformation with dimensions comparable
to those of a single helix in collagen. Why does
poly-L–proline fail to form a triple helix. Will the
sequence poly-(Gly-Pro-Pro)n form a triple helix and
how does the stability of this helix compare with
native collagen. Does poly-(Gly-Pro-Gly-Pro)n form
a collagen like triple helix?

6. A mutation is detected in mRNA in a region in frame
with the start codon (AUG) CCCUAAAUG. . . . . ..

GGACCCAAAGGACCUAAGUGUCCAUCUGGU
CCGAAGGGGUCCAACGGACCCAAGGGU. . . . . .

Establish the identity of the peptide and describe the
possible consequences of this mutation.

7. Describe four post-translational modifications of col-
lagen and list these modifications in their order
of occurrence?

8. Gelatin is primarily derived from collagen, the protein
responsible for most of the remarkable strength
of connective tissues in tendons and other tissues.
Gelatin is usually soft and floppy and generally
lacking in strength. Explain this observation.

9. Ehlers–Danlos syndromes are a group of collagen
based diseases characterized by hyperextensible joints
and skin. What is the most probable cause of this
disorder in terms of the structure of collagen?

10. Keratin is based on a seven residue or heptad repeat.
Describe the properties of this sequence that favour
coiled-coil structures.



 



 

5
The structure and function of membrane

proteins

By 2004 the Protein Data Bank of structures con-
tained over 22 000 submissions. Almost all of these
files reflect the atomic coordinates of soluble proteins
and less than 1 percent of all deposited coordinates
belong to proteins found within membranes. It is clear
from this small fraction that membrane proteins present
special challenges towards structure determination.

Many of these challenges arise from the difficulty
in isolating proteins embedded within lipid bilayers.
For many decades membrane proteins have been rep-
resented as amorphous objects located in a sea of
lipid with little consideration given to their organiza-
tion. This is an unfortunate state of affairs because
the majority of proteins encoded by genomes are
located in membranes or associated with the membrane
interface. Slowly, however, insight has been gained
into the different types of membrane proteins, their
domain structure and more recently the three dimen-
sional structures at atomic levels of resolution. This
chapter addresses the structural and functional proper-
ties of membrane proteins.

The molecular organization
of membranes
Although this book is primarily about proteins it
is foolish to ignore completely the properties of

membranes since the lipid bilayers strongly influence
protein structure and function. The term lipid refers to
any biomolecule that is soluble in an organic solvent,
and extends to quinones, cholesterol, steroids, fatty
acids, triacylglycerols and non-polar vitamins such as
vitamin K3. All of these components are found in
biological membranes. However, for most purposes the
term lipid refers to the collection of molecules formed
by linking a long-chain fatty acid to a glycerol-3-
phosphate backbone; these are the major components
of biological membranes.

Two long chain fatty acids are esterified to the
C1 and C2 positions of the glycerol backbone whilst
the phosphate group is frequently linked to another
polar group. Generically all of these molecules are
termed glycerophospholipids (Figure 5.1). Phospha-
tidic acid occurs in low concentrations within mem-
branes and the addition of polar head groups such
as ethanolamine, choline, serine, glycerol, and inositol
forms phosphatidylethanolamine (PE), phosphatidyl-
choline (PC, also called lecithin), phosphatidylserine
(PS), phosphatidylglycerol (PG) and phosphatidylinos-
itol (PI), the key components of biological membranes
(Table 5.1). Fatty acyl chains usually containing 16
or 18 carbon atoms occupy the R1 and R2 posi-
tions although chain length can range from 12 to
24 carbons.

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 5.1 The structure of glycerophospholipids
involves the esterification of two long-chain fatty
acids to a glycerol-3-phosphate backbone with further
additions of polar groups occurring at the phosphate
group. When X=H the parent molecule phosphatidic
acid is formed

In animal membranes the C1 position is typically
a saturated lipid of 16–18 carbons whilst the C2

position often carries an unsaturated C16 –C20 fatty
acid. Unsaturated acyl chains (Table 5.2) contain one
or more double bonds usually found at carbons 5,
6, 8, 9, 11, 12, 14 and 15. Where more than one
double bond occurs the sites are separated by three
carbons so that, for example in linolenic acid the double
bonds are at 9, 12 and 15, whilst in arachidonic acid
the four double bonds are located at carbons 5, 8,
11 and 14. The double bonds are found in the cis
state with trans isomers rarely found. With a large
number of possible head groups coupled to a diverse
number of fatty acyl chains (each potentially differing
in their degree of saturation) the number of possible
combinations of non-polar chain/polar head group is
enormous.

Naming phospholipids follows the identity of the
fatty acid residues; so a glycerophospholipid con-
taining two 16 carbon saturated fatty acyl chains
and a choline head group is commonly referred to
as dipalmitoylphosphatidylcholine (DPPC). Although

Table 5.1 The common head groups attached to the glycerol-3-phosphate
backbone of glycerophospholipids

Donor Head group Phospholipid

Water –H Phosphatidic acid

Ethanolamine CH2 CH2 NH3
+

Phosphatidylethanolamine

Choline

CH2 CH2 N+

CH3

CH3

CH3

Phosphatidylcholine

Serine CH2 CH C

O

O−

NH3
+

Phosphatidylserine

Inositol

OH

OH

OH OH

OH

Phosphatidylinositol

Glycerol CH2 CH CH2

OH

OH Phosphatidylglycerol
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Table 5.2 Common acyl chains found in lipids of bio-
logical membranes

Name Numeric

representation

Name Numeric

representation

Lauric 12:0 Stearic 18:1

Myristic 14:0 Linoleic 18:2

Palmitic 16:0 Linolenic 18:3

Palmitoleic 16:1 Arachidic 20:0

Oleic 18:0 Arachidonic 20:4

For molecules such as linolenic acid the position of the three double bonds are
denoted by the nomenclature �9,12,15 with carbon 1 starting from the carboxyl
end. The IUPAC name for this fatty acid is 9,12,15 octadecenoic acid. A third
alternative identifies the number of carbon atoms in the acyl chain, the number
of double bonds and the geometry and carbon number associated with each
bond. Thus, linolenic acid is 18:3 9-cis, 12-cis, 15-cis

Figure 5.2 The diagram shows a wireframe and space
filling model of two acyl chains, one 16 carbons in
length, the other 18 carbons in length containing a
cis double bond. A phosphatidylcholine head group
is linked to a glycerol backbone. Protons have been
omitted to increase clarity

glycerophospholipids are the most common lipids
of biological membranes other variants occur such
as sphingolipids, sulfolipids and galactolipids. In

plant membranes sulfolipids and galactolipids occur
alongside phospholipids, increasing the variety of
lipids.

A phospholipid such as DPPC is described as amphi-
pathic, containing polar and non-polar regions. Space
filling models (Figure 5.2) show that introducing a sin-
gle cis double bond produces a ‘kink’ in the acyl
chain and an effective volume increase. This has pro-
nounced effects on physical properties of lipids such as
transition temperatures, fluidity and structures formed
in solution.

When dispersed in aqueous solutions lipid molecules
minimize contact between the hydrophobic acyl chain
and water by forming structures where the polar
head groups interact with aqueous solvents whilst the
non-polar ‘tails’ are buried away from water. The
size and shape of the lipid assembly is a complex
combination of factors, including polar head group
volume, charge, degree of unsaturation and length.
Thus lipids with short acyl chains form micelles
and pack efficiently into a spherical shape where
the large volume of the hydrated polar head group
exceeds that of the tail and favours micellar structure.
Lipids with a single acyl chain, as well as detergents,
adopt this shape. Longer acyl chains, particularly
those with one or more double bonds, cannot pack
efficiently into a spherical micelle and produce bilayers
in most cases although alternative structures, such
as inverted micelles where the polar head group is
buried on the inside, can be formed by some of
the common lipids. Additionally lipid aggregates are
modulated by ionic strength or pH, but a detailed
discussion of these states is beyond the scope of
this text.

The ability of lipids or detergents to aggregate in
solution is often expressed in terms of their critical
micelle concentration (CMC). At concentrations above
their CMC lipids are found as aggregated structures
whilst below this concentration monomeric species
exist in solution. The CMC of dodecylmaltoside
(a single 12 carbon fatty acyl chain linked to a
maltose group) is estimated at ∼150 µM whilst the
corresponding value for DPPC is 0.47 nM and means
that this polar lipid is always found as an aggregated
species. An isolated bilayer dispersed in a polar
solvent is unlikely to be stable since at some point
the ends of the bilayer will be exposed leading
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Figure 5.3 Electron density profile determined for a single bilayer. The electron dense regions correspond to the
head group region whilst the non-polar domain are less electron dense. Such data established the basic dimensions
of a bilayer (DHH) at around 40 nm and the profile is shown alongside a diagram of a bilayer showing relative
positions of head groups and acyl chains

to unfavourable interactions between non-polar and
polar surfaces. As a result, extended bilayers in
aqueous solution often form closed, sealed, solvent-
filled structures known as liposomes or single lamellar
vesicles that have proved to be good models for
biological membranes.

Since integral membrane proteins are located in
bilayers the properties and arrangement of lipids
dictates the structure of any protein residing in this
region. The structure of a lipid bilayer has been
examined by neutron and X-ray diffraction to confirm
a periodic arrangement for the distribution of electron
density. The polar head groups are electron dense
whilst the acyl chains represent comparatively ‘diffuse’
areas of electron density (Figure 5.3).

Fluidity and phase transitions are important
properties of lipid bilayers

An important property of lipid bilayers is fluid-
ity. Membrane fluidity depends on lipid composition,
temperature, pH and ionic strength. At low tempera-
tures the fluidity of a membrane is reduced with the
acyl chains showing lower thermal mobility and pack-
ing into a ‘frozen’ gel state. At higher temperatures
increased translational and rotational mobility results in
a less ordered fluid state, sometimes called the liquid
crystal (Figure 5.4). Transitions from the gel to fluid
states are characterized by phase transition tempera-
tures (Table 5.3). Short chains have lower transition
temperatures when compared with longer lipids. The
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transition temperature increases with chain length since
hydrophobic interactions increase with the number of
non-polar atoms. The transition temperature decreases
with increasing unsaturation and is reflected by greater
inherent disorder packing.

Biological membranes exhibit broad phase transition
temperatures over a wide temperature range. All
biological membranes exist in the fluid state and
organisms have membranes whose lipid compositions
exhibit transition temperatures significantly below their
lowest body temperature. Thus, fish living in the depths

Gel Liquid crystalline

Figure 5.4 The gel to fluid (liquid crystalline) tran-
sition in lipid bilayers. In the gel phase the head
groups are tightly packed together, the tails have a
regular conformation and the bilayer width is thicker
than the liquid crystalline state

Table 5.3 Phase transition temperatures of common
diacylphospholipids

Diacylphospholipid Transition
temperature

◦C (Tm)

C22 phosphatidyl choline 75
C18 phosphatidyl choline 55
C16 phosphatidyl choline 41
C14 phosphatidyl choline 24
C18:1 phosphatidyl choline −22
C16 phosphatidyl serine (low pH) 72
C16 phosphatidyl serine (high pH) 55
C16 phosphatidyl ethanolamine 60
C14 phosphatidyl ethanolamine 50

Phase transition temperatures are measured by differential scanning
calorimetry (DSC) where heat is absorbed (�H increases) as the
lipid goes through a phase transition

of the ocean where temperatures may drop below
−20 ◦C have membranes rich in unsaturated long-chain
fatty acids such as linolenic and linoleic acid.

Real membranes are not homogeneous dispersions
of lipids but contain proteins, often in considerable
quantity. The lipid:protein ratio varies dramatically,
with membranes such as the myelin sheath possess-
ing comparatively little protein (Table 5.4). In con-
trast membranes concerned with energy transduction
have larger amounts of protein and exhibit lower
lipid:protein ratios.

The fluid mosaic model

Any model of membrane organization must account for
the properties of lipids, such as self-association into
stable structures, mobility of lipids within monolay-
ers, and the impermeability of cell membranes to polar
molecules. In addition models must account for the
presence of proteins both integral and peripheral and
at a wide variety of ratios with the lipid component. In
1972, to account for these and many other observations,
S.J. Singer and G. Nicolson proposed the fluid mosaic
model; a model that has with only minor amendments
stood the test of time. In this model proteins were orig-
inally viewed as floating like icebergs in a sea of lipid
but in view of the known lipid:protein ratios found in
some membranes this picture is unrealistic and repre-
sentations should involve higher proportions of protein.

Table 5.4 Protein and lipid content of different
membranes

Membrane Protein Lipid

Myelin sheath (Schwann cells) 21 79

Erythrocyte plasma membrane 49 43

Bovine retinal rod 51 49

Mitochondrial outer membrane 52 48

Mitochondrial inner membrane 76 24

Sarcoplasmic reticulum (muscle cells) 67 33

Chloroplast lamellae 70 30

The figures represent the percentage by weight. The figures do not always
add up to 100 % reflecting different contents of carbohydrate within each
membrane (derived from Guidotti, G. Ann. Rev. Biochem. 1972, 41, 731–752)
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Figure 5.5 The organization of a typical cell membrane. The lipid in blue contains integral and peripheral proteins
(red/orange) with cholesterol (yellow) found in animal membranes whilst polysaccharides are attached to the
extra-cellular surface of proteins (reproduced with permission from Voet, D., Voet, J.G & Pratt, C.W., Fundamentals
of Biochemistry, 1999 John Wiley & Sons, Ltd, Chichester)

In 1972 nothing was known about the structure of
these proteins but the intervening period has elucidated
details of organization within membranes. Interactions
between protein and lipid alter the properties of both
and in some systems there exists convincing data on the
arrangement of proteins with respect to exterior and
cytosolic compartments. However, a major problem
is a comparative paucity of data on the secondary
and tertiary structure of integral proteins that restricts
understanding of their function in transport, cell–cell
recognition, catalysis, etc. To address these problems it
is necessary to examine the composition of membranes
in more detail and one of the best model systems is
the erythrocyte or red blood cell membrane. Figure 5.5
shows a typical cell membrane.

Membrane protein topology and
function seen through organization
of the erythrocyte membrane
The erythrocyte membrane is a popular system to study
because blood can be obtained in significant quantities

containing large amounts of cells (i.e membranes). The
cell membrane is readily partitioned from haemoglobin
and other cytosolic components by centrifugation.
The resulting membranes are called ‘ghosts’ because
they reseal to form colourless particles devoid of
haemoglobin. Using ghost membranes identified two
major groups of proteins. The first group of pro-
teins shows weak association with membranes and is
removed after mild washing treatments such as incu-
bation with elevated concentrations of salt. The second
class involved proteins that were only removed from
the membrane by extreme procedures that included the
use of detergents, organic solvents, chaotropic agents,
lipases or mechanical fractionation. This second pro-
cedure involved the complete disruption of membrane
environment with the result that many protein’s lost
structure and function. The terms extrinsic and intrinsic
are sometimes applied to these two groups of mem-
brane proteins. Other schemes of classification use the
terms non-integral or peripheral and integral to describe
each group. Unsurprisingly the properties of integral and
non-integral proteins differ but further characterization
of the erythrocyte membrane revealed a third type of
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Figure 5.6 Structure of band 3 monomer. The secondary structure distribution (left) and a ribbon diagram of band
3 monomer (right). Regions shown in blue correspond to the peripheral protein binding domain and the red regions
to the dimerization arm (reproduced with permission from Zhang, D., Kiyatkin, A., Bolin, J.T. & Low, P.S. Blood 2000,
96, 2925–2933. The American Society of Hematology)

protein. This integral protein was attached firmly to the
bilayer yet had substantial proportions of its sequence
accessible to the aqueous phase.

An intrinsic protein of the erythrocyte
membrane: band 3 protein
The name ‘band 3’ originally arose from sodium dode-
cyl sulfate–polyacrylamide gel electrophoresis studies
of the protein composition of erythrocyte membranes
where it was the subunit with the third heaviest molec-
ular mass. It is the most abundant protein found in
the erythrocyte membrane facilitating anion exchange
and the transfer of bicarbonate (HCO3

−) and chloride
(Cl−) ions. Band 3 protein is hydrophobic with many
non-polar side chains and is released from the mem-
brane only after extraction with detergents or organic
solvents. As such it is typical of many membrane pro-
teins and until recently there was little detail on the
overall tertiary structure.

Band 3 consists of two independent domains
(Figure 5.6). The N-terminal cytoplasmic domain links
the membrane to the underlying spectrin–actin-based
cytoskeleton using ankyrin and protein 4.1 as bridg-
ing proteins. The C-terminal domain mediates anion
exchange across the erythrocyte membrane. As a
result of its cytoplasmic location the structure of

the N-terminal domain has been established by
crystallography to a resolution of 2.6 Å but the mem-
brane C-terminal domain remains structurally problem-
atic. The cytoplasmic domain contains 11 β strands
and 10 helical segments and belongs to the α + β fold
class. Eight β-strands assemble into a central β-sheet
of parallel and antiparallel strands whilst two of the
remaining strands (β6 and β7, residues 176–185) form
a β-hairpin that constitutes the core of the ankyrin bind-
ing site.

The approach of studying large extracellular regions
belonging to membrane proteins is widely used to pro-
vide information since it represents in many instances
the only avenue of structural analysis possible for
these proteins.

Membrane proteins with globular domains

Integral membrane proteins are distinguished from sol-
uble domains by their high content of hydrophobic
residues. Residues such as leucine, isoleucine and
valine often occur in blocks or segments of approxi-
mately 20–30 residues in length. Consequently, it is
possible to identify membrane proteins by the distribu-
tion of residues with hydrophobic side chains through-
out a primary sequence. Hydropathy plots reflect
the preference of amino acid side chains for polar
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and non-polar environments and as such numerical
parameters are assigned to each residue (Table 5.5).
The hydropathy values reflect measurements of the
free energy of transfer of an amino acid from non-
polar to polar solvents. By assigning numerical values
to each residue along a sequence and then averaging
these values over a pre-defined window size a hydropa-
thy profile is established. For a small window size
the precision is not great but for a window size of
between 18 and 22 accurate prediction of transmem-
brane regions is possible. Increasingly sophisticated
algorithms allow transmembrane region recognition
and this approach is routinely performed on new,
unknown, proteins.

Transmembrane regions occur as peaks in the
hydropathy profile. An analysis of band 3 protein
reveals a primary sequence containing many hydropho-
bic residues arranged in at least 13 transmembrane
domains. This was therefore consistent with its role
as an integral membrane protein. In contrast the ‘inte-
gral’ protein glycophorin also found in the erythrocyte
has a low content of non-polar residues compatible
with a single transmembrane helix (Figure 5.7). This

Table 5.5 Kyte and Doolittle scheme of ranking
hydrophobicity of side chains

Amino
acid

Parameter Amino
acid

Parameter

Ala 1.80 Leu 3.80
Arg −4.50 Lys −3.90
Asn −3.50 Met 1.90
Asp −3.50 Phe 2.80
Cys 2.50 Pro −1.60
Gln −3.50 Ser −0.80
Glu −3.50 Thr −0.70
Gly −0.40 Tyr −0.90
His −3.20 Trp −1.30
Ile 4.50 Val 4.20

was unexpected in view of its location and shows the
dramatic variation of integral protein organization and
secondary structure.
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Figure 5.7 The putative transmembrane domains of band 3 and glycophorin. The red bars indicate the positions of
the transmembrane domains
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Figure 5.8 Sequence and postulated structure of glycophorin A. The external N terminal region has many polar
residues and is extensively glycosylated. There is no glycosylation of the hydrophilic domain on the cytoplasmic
side of the membrane. The non-polar region stretches for approximately 20 residues. A common genetic variant of
glycophorin occurs at residues 1 and 5 with Ser and Gly replaced by Leu and Glu

Careful inspection of the hydropathy plot for gly-
cophorin reveals that a single hydrophobic domain
extends for approximately 20–25 residues and that less
than 20 % of the protein’s 131 residues are compat-
ible with membrane locations. This observation was
supported by amino acid sequencing of glycophorin,
the first membrane protein to be sequenced, showing
significant numbers of polar residues at the N and C
terminals (Figure 5.8).

A combination of biochemical techniques estab-
lished the arrangement of glycophorin – large hydro-

philic domains protruded from either side of the
erythrocyte membrane. One approach was to use
membrane-impermeant agents that reacted with specific
residues to yield fluorescent or radioactive labels that
facilitated subsequent detection. Using this approach
only the N-terminal domain was labelled and it was
deduced that this region protruded out from the cell’s
surface. Rupturing the erythrocyte membrane labelled
C-terminal domains but the transmembrane region
was never labelled. Detailed studies established an N-
terminal region of approximately 70 residues (1–72)
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with the hydrophobic domain extending from 73–92
and the C-terminal region occupying the remaining
fraction of the polypeptide from residues 92–131.
In vivo the hydrophobic domain promotes dimeriza-
tion and studies have shown that fusion of this pro-
tein sequence to ‘foreign’ proteins not only promotes
membrane localization but also favours association
into dimers. Dimerization is sequence dependent with
mutagenesis of critical residues completely disrupting
protein association. However, although considerable
detail has been acquired on the organization of proteins
within the erythrocyte membrane a description at an
atomic level was largely lacking. In part this stemmed
from the difficulty in isolating proteins in forms suit-
able for analysis by structural methods.

What was required was a different approach. A
new approach came with two very different integral
membrane proteins. The first was the purple protein,
bacteriorhodopsin, found in the bacterium Halobac-
terium halobium. This membrane protein functions as
a light-driven proton pump. The second system was
a macromolecular photosynthetic complex from purple
non-sulfur bacteria that ultimately converted light into
chemical energy. The results from studies of these pro-
teins would revolutionize our understanding of mem-
brane protein structure.

Bacteriorhodopsin and the discovery
of seven transmembrane helices

The study of the protein bacteriorhodopsin represents a
landmark in membrane protein structure determination
because for the first time it allowed an insight into the
organization of secondary and tertiary structure, albeit
at low resolution. Bacteriorhodopsin, a membrane pro-
tein of 247 residues (Mr∼26 kDa), accumulates within
the membranes of H. halobium – a halophilic (salt lov-
ing) bacterium that lives in extreme conditions and is
restricted to unusual ecosystems. The cell membrane of
H. halobium contains patches approximately 0.5 µm
wide consisting predominantly of bacteriorhodopsin
along with a smaller quantity of lipid. These patches
contribute to a purple appearance of membranes and
contain protein arranged in an ordered two-dimensional
lattice whose function is to harness light energy for the
production of ATP via light driven proton pumps. This
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Figure 5.9 The retinal chromophore of bacteri-
orhodopsin linked to lysine 216 of bacteriorhodopsin.
The retinal is responsible for the purple colour observed
in the membranes of H. halobium

process is assisted by the presence of retinal co-factor
linked covalently to lysine 216 in bacteriorhodopsin
(Figure 5.9).

Bacteriorhodopsin is the simplest known proton
pump and differs from those found in other systems
in not requiring associated electron transfer systems.
By dispersing purified purple membranes containing
bacteriorhodopsin in lipid vesicles along with bovine
heart ATP synthetase (the enzyme responsible for syn-
thesizing ATP) Efraim Racker and Walter Stoecke-
nius were able to demonstrate that light-driven proton
fluxes resulted in ATP synthesis. Not only was this a
convincing demonstration of the light-driven pump of
bacteriorhodopsin but it was also an important mile-
stone in emphasizing the role of proton gradients in
ATP formation.

Richard Henderson and Nigel Unwin used the
two-dimensional patches of protein to determine
the structure of bacteriorhodopsin using electron
crystallography a technique (see Chapter 10) analo-
gous to X-ray crystallography. By a process of recon-
struction Henderson and Unwin were able to produce
low-resolution structural images of bacteriorhodopsin
in 1975 (Figure 5.10). This was the first time the struc-
ture of a membrane protein had been experimentally
determined at anything approaching an atomic level
of resolution.

The structure of bacteriorhodopsin revealed seven
transmembrane helices and it was assumed that these
regions were linked by short turns that projected
into the aqueous phase on either side of the purple
membrane. Shortly after initial structure determination
the primary sequence of this hydrophobic protein
was determined. This advance allowed a correlation
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Figure 5.10 A model proposed for the structure of
bacteriorhodopsin derived using electron microscopy
(after Henderson, R. & Unwin, P.N.T Nature 1975, 257,
28–32). The view shown lies parallel to the membrane
with the helices running across the membrane.
Although clearly ‘primitive’ and of low resolution
this representation of seven transmembrane helices
had a dramatic effect on perceptions of membrane
protein structure

between structural and sequence data. Hydrophobicity
plots of the amino acid sequence identified seven
hydrophobic segments within the polypeptide chain
and this agreed with the transmembrane helices seen
in electron density maps. The primary sequence of
bacteriorhodopsin was pictured as a block of seven
transmembrane helices (Figure 5.11).

Subsequently, determination of the structure of bac-
teriorhodospin by X-ray crystallography to a resolution
of 1.55 Å confirmed the organization seen by elec-
tron diffraction and showed that the seven transmem-
brane helices were linked by extra- and intracellular
loops as originally proposed by Henderson and Unwin
(Figure 5.12). Although not apparent from the early
low-resolution structures a short antiparallel β strand is

found in a loop between helices B and C. More signifi-
cantly this structure allowed insight into the mechanism
of signal transduction and ion pumping, the major bio-
logical roles of bacteriorhodopsin.

The light-driven pump is energized by light absorp-
tion by retinal and leads to the start of a photocycle
where the conversion of retinal from an all-trans iso-
mer to a 13-cis isomer is the trigger for subsequent
reactions. Photobleaching of pigment leads to the vec-
torial release of a proton on the extracellular side of
the membrane and a series of reactions characterized
by spectral intermediates absorbing in different regions
of the UV–visible spectrum.

The discovery that bacteriorhodopsin contained
seven transmembrane helices arranged transversely
across the membrane has assisted directly in under-
standing the structure and function of a diverse range
of proteins. Of direct relevance is the presence of
rhodopsin in visual cycle of the eye in vertebrates and
invertebrates as well as a large family of proteins based
on seven transmembrane helices.

Seven transmembrane helices and the
discovery of G-protein coupled receptors

These receptors are embedded within membranes and
are not easily isolated let alone studied by structural
methods. However, cloning cDNA sequences for many
putative receptors allowed their amino acid sequences
to be defined with the recognition of similarity
within this large class of receptors. The proteins
were generally 400–480 residues in length with
sequences containing seven conserved segments or
blocks of hydrophobic residues. These seven regions of
hydrophobic residues could only mean, in the light of
the work on bacteriorhodopsin, transmembrane helices
linked by cytoplasmic or extracellular loops. Amongst
the first sequences to be recognized with this topology
was human β2 adrenergic receptor (Figure 5.13). Seven
transmembrane helices approximately 24 residues in
length were identified together with a glycosylated N-
terminal domain projecting out from the extracellular
surface and on the other side of the membrane a much
larger C-terminal domain.

Prior to sequence analysis receptors such as the β2

adrenergic receptors had been subjected to enormous
experimental study. It was shown that receptors bind
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Figure 5.11 The primary sequence of bacteriorhodopsin superimposed on a seven transmembrane helix model.
Charged side chains are shown in either red (negative) or blue (positive). Charged residues are usually found either in
the loop regions or at the loop–helix interface. The presence of charged residues within a helix is rare and normally
indicates a catalytic role for these side chains. This is seen in helix C and G of bacteriorhodopsin

ligands or hormones with kinetics resembling those
exhibited by enzymes where the hormone (substrate)
bound tightly with dissociation constants measured in
the picomolar range (10−12 M). Binding studies also
helped to establish the concept of agonist and antag-
onist. The use of structural analogues or agonists to
the native hormone yielded a binding reaction and
elicited a normal receptor response. In contrast antago-
nists compete for hormone binding site on the receptor
inhibiting the normal biological reaction. One impor-
tant hormone antagonist is propranolol – a member of
a group of chemicals widely called β blockers – that
competes with adrenaline (epinephrine) for binding

sites on adrenergic receptors. These compounds have
been developed as drugs to control pulse rate and blood
pressure. Not only have useful drugs emerged from
agonist and antagonist binding studies of adrenergic
receptors but four major groups of adrenergic receptor
have been recognized in the membranes of vertebrates
(α1, α2 β1 and β2).

These receptors play a role in signal transduction
and a major discovery in 1977 was the distinction
between β adrenergic receptors and adenylate cyclase.
Adenylate cyclase was shown in classic research on
hormonal control of glycogen levels to be a membrane
bound receptor for adrenaline. This led to the incorrect
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Figure 5.12 High resolution structure of bacteri-
orhodopsin (PDB:1C3W) showing seven transmembrane
helices linked by extra and intracellular loops

idea that receptors were adenylate cyclase – a role
shown later to be performed by G protein coupled
receptors. Both adenylate cyclase and membrane bound
receptors catalyse the activation or inhibition of
cyclic AMP synthesis. A crucial discovery was the
observation that transduction of the hormonal signal
to adenylate cyclase involved not only a membrane
bound receptor but a separate group of proteins called
G proteins. G proteins are so called because they bind
guanine nucleotides such as GTP/GDP. As a result
the overall picture of signal transduction mechanisms
changed to involve a hormone receptor, adenylate
cyclase and a G protein. All of these proteins are
associated with the membrane.

Studies of bacteriorhodopsin played a key role in
understanding rhodopsin, the photoreceptive pigment
at the heart of the visual cycle and responsible for the
transduction of light energy in the eyes of vertebrates
and invertebrates. Rhodopsin is the best characterized
receptor and much of our current knowledge of
signal transduction arose from studies of G proteins
and G protein-coupled receptors in the visual cycle.
The model of signal transduction receptors as seven
transmembrane helices with extra and intracellular

Extracellular
surface

Cytoplasm

Figure 5.13 The amino acid sequence of the β2

adrenergic receptor defines the organization of
the protein into seven transmembrane helices. The
adrenergic receptors are so called because they interact
with the hormone adrenaline (after Dohlman et al.
Biochemistry 1987, 26, 2660–2666). The receptor
interacts with cellular proteins in the C-terminal
region and interaction is controlled by the reversible
phosphorylation of Ser/Thr residues

loops was in part possible because of the initial
structural studies of bacteriorhodopsin – at first glance
a completely unrelated protein.

Within the retina of the eye rhodopsin is the
major protein of the disc membrane of rod cells
and by analogy to the bacterial protein it contains
a chromophore 11-cis retinal that binds to opsin
(the protein). Rhodopsin absorbs strongly between
wavelengths of 400 and 600 nm and absorption of
light triggers the conversion of the bound chromophore
to the all-trans form. Several conformational changes
later metarhodopsin II is formed as an important
intermediate in the multiple step process of visual
transduction. The release of trans-retinal from the
protein and the conversion of retinal back to the initial
11-cis state by the action of retinal isomerase signals
the end of the cycle (Figure 5.14).
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Figure 5.14 The basic visual cycle involving chemical changes in rhodopsin. The critical 11-cis bond is shown in
red with retinal combining with opsin to form rhodopsin. Light converts the rhodopsin into the trans-retinal followed
by the formation of metarhodopsin II. This intermediate reacts with transducin before dissociating after ∼1 s into
trans-retinal and opsin

Photochemically induced conformational changes in
metarhodopsin II lead to interactions with a second
protein transducin found in the disc membrane of reti-
nal rods and cones. Transducin is a heterotrimeric
guanine nucleotide binding protein (G protein) con-
taining three subunits designated as α, β and γ of
molecular weight 39 kDa, 36 kDa and 8 kDa. Pho-
toexcited rhodopsin interacts with the α subunit of
transducin promoting GTP binding in place of GDP
and a switch from inactive to active states. The
transducin α subunit is composed of two domains.
One domain contains six β strands surrounded by
six helices whilst the other domain is predominantly
helical. Although in the visual cycle the extracellu-
lar stimulus and biochemical endpoint are different to
hormone action the transmembrane events are remark-
ably similar.

Interaction between rhodopsin and G protein causes
dissociation with the Gα subunit separating from the

Gβγ dimer (Figure 5.15). The transducin Gα –GTP
complex activates a specific phosphodiesterase enzyme
by displacing its inhibitory domain and thus trigger-
ing subsequent events in the signalling pathway. The
phosphodiesterase cleaves the cyclic nucleotide guano-
sine 3′, 5′-monophosphate (cyclic GMP) in a process
analogous to the production of cyclic AMP in hor-
mone action and this in turn stimulates visual signals
to the brain.

As a signalling pathway in humans the rhodopsin–
transducin system contributed significantly to our
understanding of other G proteins and G-protein cou-
pled receptors. Subsequent work has suggested that all
G proteins share a common structure of three sub-
units. The identification of human cDNA encoding
24 α proteins, 5 β proteins and 6 γ proteins testifies
to the large number of G protein catalysed reactions
and their importance within cell signalling pathways.
The α subunits of G proteins are one group of an
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Figure 5.15 The structure of the Gα subunit of
transducin. Two domains are shown in dark green
(helical) and blue (α + β) together with a GTP analogue
(magenta) bound at the active site (PDB: 1TND)

important class of nucleotide binding proteins whose
activity is enhanced by GTP binding and diminished
by GDP binding. Other members with this group of
G proteins include the elongation factors involved in
protein synthesis and the products of oncogenes such
as Ras.

Addressing hormone action is an entirely analogous
process and is best visualized through inspection of
the structure of the β2 adrenergic receptor. Hormone
binding at the extracellular surface promotes confor-
mational change and the interaction of the C-terminal
region with the Gα subunit. This stimulates GDP/GTP
exchange and in its active state the Gα subunit binds
to adenylate cyclase causing the formation of cAMP
which functions downstream in protein phosphoryla-
tion reactions that stimulate or inhibit metabolic pro-
cesses (Figure 5.16). G proteins are further sub-divided
into two major classes: Gs and Gi. The former stimu-
late adenylate cyclase whilst the latter inhibit although
both interact with a wide range of receptors and interact
with other proteins besides adenylate cyclase.

Rhodopsin and β2 adrenergic receptors are seven
transmembrane receptor proteins that activate het-
erotrimeric GTP binding proteins and are grouped
under the term G-protein coupled receptors (GPCRs).

GPCRs are part of an even larger group of seven trans-
membrane receptors and represent the fourth largest
superfamily found in the human genome. It is esti-
mated that within the human genome there are over 600
genes encoding seven transmembrane helices receptors.
Within this family there are three major structural sub-
divisions with the rhodopsin-like family representing
the largest class. In almost all cases there is a com-
mon mechanism involving G protein activation and two
types of intracellular or secondary messengers, calcium
(Ca2+) and cyclic AMP (cAMP). Approximately 70 %
of GPCRs signal through the cAMP pathway and 30 %
signal through the Ca2+ pathway.

Detailed structural data on GPCRs remains lim-
ited and this is unfortunate because many proteins
within this family are important and lucrative phar-
maceutical targets. Many drugs in clinical use in
humans are directed at seven transmembrane recep-
tors. Despite overwhelming sequence data and biophys-
ical data the structure of a non-microbial rhodopsin
has only recently been achieved. The crystal structure
confirmed, perhaps belatedly, the eponymous seven
transmembrane helical model but more importantly this
structure provided a model for other GPCRs that allows
insight into receptor–G protein complex formation and
an understanding of the mechanism by which agonist-
receptor binding leads to G protein activation.

The photosynthetic reaction centre
of Rhodobacter viridis

Studies of bacteriorhodopsin defined a basic topology
of helices traversing the membrane but did not reveal
sufficient detail of helical arrangement with respect
to each other and the membrane. Detailed analysis
of membrane proteins required the use of X-ray
crystallography, a technique whose resolution is often
superior to electron crystallography. However, this
experimental approach requires the formation of three-
dimensional crystals of suitable size and this had
proved extremely difficult for non-globular proteins.
Bacteriorhodopsin forms a two-dimensional array of
molecules naturally within the membrane but for
almost all other membrane proteins the formation of
crystals is a major hurdle to be overcome before
acquisition of structural information.
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Figure 5.16 The adenylate cyclase signalling system. Binding of hormone to either receptor caused a stimulatory
(Rs) or inhibitory (Ri) activity of adenylate cyclase. These receptors undergo conformational changes leading to
binding of the G protein and the exchange of GDP/GTP in the Gα subunit. The action of the Gα subunit in
stimulating or inhibiting adenylate cyclase continues until hydrolysis of GTP occurs. Adenylate cyclase forms cAMP
which activates a tetrameric protein kinase by promoting the dissociation of regulatory and catalytic subunits
(reproduced with permission from Voet, C, Voet, J.G & Pratt, C.W. Fundamentals of Biochemistry John Wiley & Sons,
Ltd, Chichester, 1999).

Removing membrane proteins from their environ-
ment as a prelude to crystallization was frequently
unsuccessful since the lipid bilayer plays a major
role maintaining conformation. Moreover, exposure
of hydrophobic residues that were normally in con-
tact with non-polar regions of the bilayer to aqueous
solutions resulted in many proteins unfolding with a
concomitant loss of activity. One approach adopted
in an attempt to improve methods of membrane pro-
tein crystallization was to substitute detergents that

mimicked the structure and function of lipids. In many
instances these detergents failed to preserve structure
or function satisfactorily. The situation changed drasti-
cally in 1982 when Hartmut Michel prepared highly
ordered crystals of the photosynthetic reaction cen-
tre from Rhodobacter viridis (originally Rhodopseu-
domonas viridis).

The reaction centre is a macromolecular com-
plex located in heavily pigmented membranes of
photosynthetic organisms (Figure 5.17). Within most
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Figure 5.17 The organization of reaction centres and the photosynthetic electron transfer system in purple bacteria
such as R. sphaeroides. In R. viridis a bound cytochrome is linked to the reaction centres but is absent in most
species. Bacteriochlorophyll molecules are represented by blue diamonds, bacteriopheophytin molecules by purple
diamonds and hemes by red diamonds. The red arrows represent excitation transfer from light harvesting chlorophyll
complexes and the black and blue arrows correspond to electron and proton transfer, respectively (reproduced with
permission Verméglio, A & Joliot, P. Trends Microbiol. 1999, 7, 435–440. Elsevier).

bacterial membranes the centre is part of a cyclic
electron transfer pathway using light to generate
ATP production.

Absorption of a photon by light-harvesting com-
plexes (LH1 and LH2) funnels energy to the reac-
tion centre initiating primary charge separation where
an electron is transferred from the excited primary
donor, a bacteriochlorophyll dimer, to a quinone accep-
tor (QB) via other pigments. After a second turnover,
the reduced quinone picks up two protons from the
cytoplasmic space to form a quinol (QH2) and is oxi-
dized by cytochrome c2, a reaction catalysed by the
cytochrome bc1 complex. This reaction releases protons
to the periplasmic space for use in ATP synthesis and
the cyclic electron transfer pathway is completed by the
reduction of the photo-oxidized primary electron donor.

Fractionation studies of R. viridis membranes using
detergents such as lauryl dimethylamine oxide (LDAO)
yield a ‘core’ reaction centre complex containing four
polypeptides lacking the light-harvesting chlorophyll
and cytochrome bc1 complexes normally associated
with these centres. The subunits (H, M, and L)

possessed all of the components necessary for primary
photochemistry and were associated with a membrane
bound cytochrome.

Analysis of the photosynthetic complex showed that
its ability to perform primary photochemical reactions
was due to the presence of chromophores that included
four bacteriochlorophyll molecules, two molecules of
a second related pigment called bacteriopheophytin,
carotenoids, a non-heme iron centre, and two quinone
molecules (ubiquinone and menaquinone). Using spec-
troscopic techniques such as circular dichroism, laser
flash photolysis and electron spin resonance the order
and time constants associated with electron transfer
processes was established (Figure 5.18). In all cases
electron transfer was characterized by extremely rapid
reactions. The light harvesting complexes act as anten-
nae and transfer energy to a pair of chlorophyll
molecules (called P870, and indicating the wavelength
associated with maximum absorbance) in the reaction
centre located close to the periplasmic membrane sur-
face. Absorption of a photon causes an excited state
and at room temperature the photo-excited pair reduces



 

122 THE STRUCTURE AND FUNCTION OF MEMBRANE PROTEINS

Figure 5.18 The sequence of donors and acceptors in the reaction centres of R. viridis. QA is menaquinone and QB

is ubiquinone. Rapid back reactions occur at all stages and the primary photochemical reactions occur very rapidly
(ps timescale) presenting numerous technical difficulties in accurate measurement

a pheophytin molecule within 3 ps. The initial pri-
mary charge separation generates a strong reductant
and reduces the primary acceptor bacteriophaeophytin.
Within a further 200 ps the electron is transferred from
bacteriopheophytin to a quinone molecule. These reac-
tions are characterized by high quantum efficiency and
the formation of a stable charge separated state. Nor-
mally the quinone transfers an electron to a second
quinone within 25 µs before further electron transfer to
other acceptors located within membrane protein com-
plexes. In isolated reaction centres electrons reaching
the quinone recombine with a special pair of chloro-
phyll by reverse electron transfer.

The electron transfer pathway was defined by spec-
troscopic techniques but the arrangement of chro-
mophores together with the topology of protein
subunits remained unknown until Michel obtained
ordered crystals of reaction centres.

Crystallization requires the ordered precipitation of
proteins. Membrane proteins have both hydrophilic and
hydrophobic segments due to their topology, with the
result that the proteins are rarely soluble in either
aqueous buffers or organic media. By partitioning the

membrane protein in detergent (LDAO) micelles it
was possible to purify subunits but it proved very
difficult to crystallize reaction centres from LDAO.
As a general rule macromolecular protein complexes
will only aggregate into ordered crystalline arrays if
their exposed polar surfaces can approach each other
closely. The use of detergents, particularly if they
formed micelles of large size, tended to limit the close
approach of polar surfaces preventing crystallization.
The major advance of Michel was to introduce small
amphiphilic molecules such as heptane 1,2,3 triol into
the detergent mixture. Although the precise mechanism
of action of these amphiphiles is unclear they are
thought to displace large detergent molecules from
the crystal lattice, thereby assisting aggregation. In
addition they do not form micelles themselves but
lower the effective concentration of detergent by
becoming incorporated within micelles and limiting
protein denaturation. Lastly, amphiphiles interact with
protein but do not prevent close proximity of solvent-
exposed polar regions.

The structure of the reaction centre revealed the
topology of structural elements within the H,M,L
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Figure 5.19 Distribution of secondary structure in each subunit of the photosynthetic reaction centre together
with the whole complex. The cytochrome subunit is shown in orange, the L subunit in light green, the M subunit in
dark green and the H subunit in blue (PDB:1PRC)

and cytochrome subunits and importantly the position
of the pigments (Figure 5.19). The structure offered
the possibility of understanding how reaction cen-
tres achieved picosecond charge separation following
light absorption.

The structure of the bacterial
reaction centre
One surprise from the crystal structure of the four-
subunit complex was the H subunit. Sequencing the
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gene for subunit H revealed that it was the smallest
subunit in terms of number of residues. Its migration on
SDS gels was anomalous when compared to the L and
M subunits leading to slightly inaccurate terminology.
Careful inspection of Figure 5.19 reveals that the H
subunit is confined to the membrane by a single
transmembrane α helix (shown in blue) whilst most
of the protein is found as a cytoplasmic domain. The
physiological role of the H subunit is unclear since
it lacked all pigments. The structure of subunit H
is divided into three distinct segments; a membrane-
spanning region, a surface region from residues 41
to 106, and a large globular domain formed by the
remaining residues. The membrane-spanning region
of the H subunit is a single regular α helix from
residues 12 to 35 with some distortion near the
cytoplasmic membrane surface. Following the single
transmembrane helix are ∼65 residues forming a
surface region interacting with the L and M subunits
and based around a single α helix and 2 β strands. In the
cytoplasmic domain of subunit H an extended system

of antiparallel and parallel β strands are found together
with a single α helix from residues 232 to 248.

The L and M subunits each contain five transmem-
brane helices (Table 5.6) but more significantly each
subunit is arranged with an approximate two-fold sym-
metry that allows the superposition of atoms from one
subunit with those on the other. The superposition is
surprising and occurs with low levels of sequence iden-
tity (∼26 percent). In each subunit the five helices are
designated A–E; three (A, B and D) are extremely
regular and traverse the membrane as straight helices
whilst C and E are distorted. Helix E in both subunits
shows a kink caused by a proline residue that dis-
rupts regular patterns of hydrogen bonding. Although
the helices show remarkably regular torsion angles and
hydrogen bonding patterns they are inclined at angles
of ∼11◦ with respect to the membrane. Elements of
β strand were absent and the results confirmed those
obtained with bacteriorhodopsin. In the reaction centre
between 22 and 28 residues were required to cross the
membrane each helix linked by a short loop.

Figure 5.20 The arrangement of heme, bacteriochlorophyll, bacteriopheophytin, quinone and non heme iron in the
hydrophobic region between L and M subunits. Electron transfer proceeds from the hemes shown on the left through
to the quinones shown on the right
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Table 5.6 The transmembrane helices found in the
L/M subunits of the reaction centre

Helical segments in subunits L and M

Region and number of residues in brackets

Helix Subunit L Subunit M

A L33–L53 (21) M52–M76 (25)

B L84–L111 (28) M111–M137 (27)

C L116–L139 (24) M143–M166 (24)

D L171–L198 (28) M198–M223 (26)

E L226–L249 (24) M260–M284 (25)

For the L and M subunits the five transmem-
brane helices defined the bilayer region of the
membrane. Surprisingly, direct interactions between
subunits are limited by the presence of chromophores
between the subunits and most of the subunit con-
tacts were restricted to periplasmic surfaces close to
the H subunit.

The cytochrome subunit contained 336 residues
with a total of nine helices and four heme groups
covalently linked to the polypeptide via two thioether
bridges formed with cysteine residues. The fifth and
six ligands to the hemes were methionine and histidine
for three of the centres whilst the fourth showed bis-
histidine ligation. The heme groups have different
redox potentials and serve to shuttle electrons to
the special pair chlorophyll after excitation. Although
predominantly in the aqueous phase the cytochrome
remains membrane bound by a covalently linked
diglyceride attached to the N-terminal Cys residue.

It is, however, the arrangement of pigments that pro-
vides the most intriguing picture and sheds most light
on biological function. The active components (4 ×
BChl, 2 × BPh, 2 × Q + Fe) are confined to a region
between the L and M subunits in a hydrophobic core
with each chromophore bound via specific side chain
ligands. The special pair of chlorophyll molecules is
located on the cytoplasmic side of the membrane close
to one of the heme groups of the cytochrome. Stripping
the L and M polypeptides reveals the two-fold sym-
metry of the chromophores (see Figures 5.20 & 5.21).
The structural picture agrees well with the order of

Figure 5.21 Arrangement of chromophores in the
bacterial reaction centre. The cytochrome redox co-
factors have been removed

electron transfer established earlier using kinetic tech-
niques as

B(Chl)2 −→ BPh −→ QA −→ QB −→ other acceptors

The additional chlorophylls found in the reaction centre
do not participate directly in the electron transfer
process and were called ‘voyeur’ chlorophylls.

The co-factors between the L and M subunits are
arranged as two arms diverging from the special pair
of chlorophylls. A single ‘voyeur’ chlorophyll together
with a pheophytin molecule lies on each side and
they lead separately to menaquinone and ubiquinone
molecules with a single non-heme iron centre located
between these acceptors. It was therefore a considerable
surprise to observe that despite the high degree of
inherent symmetry in the arrangement of co-factors
the left hand branch (L side) was the more favoured
electron transfer route by a ratio of 10:1 over the right
hand or M route.

The underlying reasons for asymmetry in electron
transfer are not clear but rates of electron transfer
are very dependent on free energy differences between
excited and charge separated states as well as the dis-
tance between co-factors. Both of these parameters are
influenced by the immediate protein surroundings of
each co-factor and studies suggest that rates of elec-
tron transfer are critically coupled to the properties
of the bacteriochlorophyll monomer (the voyeur) that
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lies between the donor special pair and bacteriopheo-
phytin acceptor.

The X-ray crystal structure of the R. viridis reaction
centre was determined in 1985 and was followed by
the structure of the R. sphaeroides reaction centre
that confirmed the structural design and pointed to
fold conservation. Research started with crystallization
of the bacterial photosynthetic resulted in one of the
outstanding achievements of structural biology and
Hartmut Michel, Johan Diesenhofer, and Robert Huber
were rewarded with the Nobel Prize for Chemistry in
1988. Over the last two decades this membrane protein
has been extensively studied as a model system for
understanding the energy transduction, the structure
and assembly of integral membrane proteins, and the
factors that govern the rate and efficiency of biological
electron transfer.

Oxygenic photosynthesis

The photosynthetic apparatus of most bacteria is
simpler than that found in algae and higher plants. Here
two membrane-bound photosystems (PSI and PSII) act
in series splitting water into molecular oxygen and
generating ATP/NADPH via photosynthetic electron
transfer (Figure 5.22). The enzymatic splitting of water
is a unique reaction in nature since it is the only
enzyme to use water as a principal substrate. Oxygen
is one of the products and the evolution of this
reaction represents one of the most critical events in
the development of life. It generated an atmosphere
rich in oxygen that supported aerobic organisms.
The geological record suggests the appearance of
oxygen in the atmosphere fundamentally changed
the biosphere.

The water splitting reaction is carried out by PSII
and involves Mn ions along with specific proteins.
Within PSII are two polypeptides called D1 and D2
that show a low level of homology with the L and
M subunits of anoxygenic bacteria. The structure of
PSII from the thermophilic cyanobacterium (some-
times called blue–green algae) Synechococcus elon-
gatus confirmed structural homology with bacterial
reaction centres. PSII is a large membrane-bound com-
plex comprising of at least 17 protein subunits, 13
redox-active co-factors and possibly as many as 30
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Figure 5.22 The oxygenic photosynthetic system
found in cyanobacteria and eukaryotic algae and higher
plants. Two photosystems acting in series generate
reduced NADPH and ATP via the absorption of light.
Photosystem II precedes photosystem I

accessory chlorophyll pigments. Of these subunits 14
are located within the photosynthetic membrane and
include most significantly the reaction centre proteins
D1 (PsbA) and D2 (PsbD). The observation that D1
and D2 each contained five transmembrane helices
arranged in two interlocked semicircles and related by
the pseudo twofold symmetry axis emphasized the stag-
gering similarity to the organization of the L and M
subunits (Figure 5.23). Moreover the level of structural
homology between D1/D2 and L/M subunits suggested
that all photosystems evolved from common ances-
tral complexes.

Photosystem I

Oxygenic photosynthesis requires two photosystems
acting in series and the structure of the cyanobacterial
PSI reaction centre further confirmed the design pattern
of heterodimers (Figure 5.24). Two subunits, PsaA
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Figure 5.23 Structure of PSII with assignment of protein subunits and co-factors. Arrangement of transmembrane
α helices and co-factors in PSII. Chl a and hemes are indicated by grey wireframe representations. The direction of
view is from the lumenal side, perpendicular to the membrane plane. The α helices of D1, D2 are shown in yellow
and enclosed by an ellipse. Antennae chlorophylls in subunits CP43 and CP47 are enclosed by circles. Unassigned α

helices are shown in grey (reproduced with permission from Zouni, A, et al. Nature 2001 409 739–743. Macmillan)

and PsaB make up a reaction centre that contains
eleven transmembrane helices. By now this sounds
very familiar, and five helices from each subunit
traverse the membrane and together with a third
protein, PsaC, contain all of the co-factors participating
in the primary photochemistry. A further six subunits
contribute transmembrane helices to the reaction centre
complex whilst two subunits (PsaD and E) bind closely
to the complex on the stromal side of the membrane.

Support for the hypothesis that reaction centres
evolved from a common ancestor were strengthened
further by the observation that the five C-terminal

helices of PsaA and PsaB in PSI showed homology to
the D1/D2 and L/M heterodimers described previously.
Reaction centres are based around a special pair of
chlorophyll molecules that transfer electrons via inter-
mediary monomeric states of chlorophyll and quinone
molecules to secondary acceptors that are quinones in
type II reaction centres and iron–sulfur proteins in type
I reaction centres. Figure 5.25 summarizes the organi-
zation of reaction centre complexes.

Oxygenic photosynthesis is the principal energy
converter on Earth converting light energy into biomass
and generating molecular oxygen. As a result of the
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Figure 5.24 The organization of PSI showing
subunit composition and co-factors involved in
electron transfer

success of membrane protein structure determination
we are beginning to understand the molecular mecha-
nisms underlying catalysis in complexes vital for con-
tinued life on this planet.

Membrane proteins based on
transmembrane β barrels

So far membrane proteins have been characterized by
the exclusive use of the α helix to traverse membranes.
However, some proteins form stable membrane protein
structure based on β strands. Porins are channel-
forming proteins found in the outer membrane of
Gram-negative bacteria such as Escherichia coli where
they facilitate the entry of small polar molecules into
the periplasmic space. Porins are abundant proteins
within this membrane with estimates of ∼100 000

Figure 5.25 A summary of the distribution of photosynthetic reaction centre complexes in pro- and eukaryotes.
Oxygenic photosynthesis is based around two reaction centre complexes, PSI and PSII, while anoxygenic
photosynthesis uses only one reaction centre. This reaction centre can be either type II or type I. Type-II
reaction centres are found in purple non-sulfur bacteria, green filamentous bacteria and oxygenic PSII and type-I
reaction centres are typical of green sulfur bacteria, heliobacteria and oxygenic PSI
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copies of this protein per cell. Porins have a size limit
of less than 600 for transport by passive diffusion
through pores. Although most porins form non-
specific channels a few display substrate-specificity
such as maltoporin.

The OmpF porin from the outer membrane of E.
coli contains 16 β strands arranged in a barrel-like
fold (Figure 5.26). The significance of this topology is
that it overcomes the inherent instability of individual
strands by allowing inter-strand hydrogen bonding.
OmpF appears to be a typical E. coli porin and will
serve to demonstrate structural properties related to
biological function. Although shown as a monomer the
functional unit for porins is more frequently a trimeric
complex of three polypeptide barrels packed closely
together within the bilayer.

The individual OmpF monomer contains 362
residues within a subunit of 39.3 kDa where the length
of the monomer (5.5 nm) is sufficient to span a lipid
bilayer and to extrude on each side into the aqueous
phase. In the barrel hydrophobic groups, particularly
aromatic side chains, occupy regions directly in contact

Figure 5.26 The arrangement of strands in OmpF
from the outer membrane of E. coli. OmpF stands for
outer membrane protein f. The strands make an angle
of between 35 and 50◦ with the barrel axis with the
barrel often described as having a rough end, marked by
the presence of extended loop structures and a smooth
end where shorter loop regions define the channel

with the lipid bilayer (Figure 5.27). As a consequence
porins have a ‘banded’ appearance when the distribu-
tion of hydrophobic residues is plotted over the sur-
face of the molecule. The barrel fold creates a cavity
on the inside of this protein that is lined with polar
groups. These groups located away from the hydropho-
bic bilayer form hydrogen bonds with water found in
this cavity.

The cavity itself is not of uniform diameter – the
pore range is 1.1 nm at its widest but it is constricted
near the centre with the diameter narrowing to
∼0.7 nm. In this cavity are located side chains that
influence the overall pore properties. For example,
OmpF shows a weak cation selectivity whilst highly
homologous porins such as PhoE phosphoporin (63
percent identity) shows a specificity towards anions.
The molecular basis for this charge discrimination has
become clearer since the structures of both porins have
been determined. A region inside the barrel contributes
to a constriction of the channel and in most porins
this region is a short α helix. In OmpF the short helix
extends from residues 104 to 112 and is followed
by a loop region that, instead of forming the hairpin

Figure 5.27 Distribution of hydrophobic residues
around the barrel of OmpF porin. The space filling
model of porin shows the asymmetric distribution of
hydrophobic side chains (Gly, Ala, Val, Ile, Leu, Phe,
Met, Trp and Pro) in a relatively narrow band. This band
delineates the contact region with the lipid bilayer
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Figure 5.28 Two views of the OmpF monomer showing the L3 loop region (yellow) located approximately half way
through the barrel and forming a constriction site

Figure 5.29 The biological unit of OmpF (and other porins) is a trimer of barrels with interaction occurring via the
hydrophobic surfaces of each monomer. The three monomers are shown in a side view (viewed from a position within
the membrane) and a top view

structure between two strands, projects into the channel
(Figure 5.28). In the vicinity of this constriction but
on the opposite side of the barrel are charge side
chains that influence ion selectivity. The organization
and properties of OmpF is shared by the PhoE porin
but also by evolutionary more distant porins from
Rhodobacter and Pseudomonas species.

Porins are stable proteins because the 16-stranded
antiparallel β-barrel is closed by a salt bridge formed
between the N- and C-terminal residues (Ala and

Phe, respectively) whilst the biological unit packs
together as a trimeric structure enhanced in stability
by hydrophobic interactions between the sides of the
barrel (Figure 5.29).

Another important example of a membrane protein
based on a β barrel is α-haemolysin, a channel-
forming toxin, exported by the bacterium Staphylococ-
cus aureus. Unusually this protein is initially found as
a water soluble monomer (Mr∼33 kDa) but assembles
in a multistep process to form a functional heptamer on
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Figure 5.30 The structure of α-haemolysin showing
the complex arrangement of β strands. The heptamer
is mushroom shaped as seen from the above figure
with the transmembrane domain residing in the
‘stalk’ portion of the mushroom and each protomer
contributing two strands of the 14-stranded β barrel.
This arrangement is not obvious from the above
structure but becomes clearer when each monomer
is shown in a different colour and from an altered
perspective (Figure 5.31)

the membranes of red blood cells. Once assembled and
fastened to the red blood cell membrane α-haemolysin
causes haemolysis by creating a pore or channel in the
membrane of diameter ∼2 nm. If left untreated infec-
tion will result in severe illness.

The monomeric subunit associates with membranes
creating a homoheptameric structure of ∼230 kDa
that forms an active transmembrane pore that allows
the bilayer to become permeable to ions, water and
small solutes. The three-dimensional structure of α-
haemolysin (Figures 5.30 and 5.31) shows a structure
containing a solvent-filled channel of length 10 nm that
runs along the seven-fold symmetry axis of the pro-
tein. As with porins the diameter of this channel varies
between 1.4 and 4.6 nm.

Porins and the α-haemolysins make up a large class
of membrane proteins based on β barrels. Previously
thought to be just an obscure avenue of folding
followed by a few membrane proteins it is now
clear that this class is increasing in their number
and distribution. Porins are found in a range of
bacterial membranes as well as the mitochondrial and
chloroplast membranes. The OmpF structure is based
on 16 β strands and porins from other membranes

Figure 5.31 The structure of α-haemolysin showing the contribution of two strands from each protomer to the
formation of a 14-stranded β barrel representing the major transmembrane channel. The channel or pore is clearly
visible from a top view looking down on the α-haemolysin (PDB: 7AHL)
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contain between 8 and 22 strands (in all cases the
number of strands is even) sharing many structural
similarities.

Respiratory complexes
Structure determination of bacterial reaction centres
provided enormous impetus to solving new membrane
protein structures. In the next decade success was
repeated for membrane complexes involved in respi-
ration.

Respiration is the major process by which aerobic
organisms derive energy and involves the transfer of
reducing equivalents through series of electron carri-
ers resulting in the reduction of dioxygen to water. In
eukaryotes this process is confined to the mitochon-
drion, an organelle with its own genome, found in
large numbers in cells of metabolically active tissues
such as flight muscle or cardiac muscle. The mito-
chondrion is approximately 1–2 µm in length although
it may sometimes exceed 10 µm, with a diameter of
∼0.5–1 µm and contains a double membrane. The
outer membrane, a semipermeable membrane, con-
tains porins analogous to those described in previous
sections. However, the inner mitochondrial membrane
is involved in energy transduction with protein com-
plexes transferring electrons in steps coupled to the
generation of a proton gradient. The enzyme ATP syn-
thetase uses the proton gradient to make ATP from
ADP in oxidative phosphorylation.

Purification of mitochondria coupled with fraction-
ation of the inner membrane and the use of spe-
cific inhibitors of respiration established an order
of electron transfer proteins from the oxidation of
reduced substrates to the formation of water. The inner
mitochondrial membranes called cristae are highly
invaginated with characteristic appearances in elec-
tron micrographs and are the location for almost all
energy transduction. This process is dominated by four
macromolecular complexes that catalyse the oxida-
tion of substrates such as reduced nicotinamide ade-
nine dinucleotide (NADH) or reduced flavin adenine
dinucleotide (FADH2) through the action of metallo-
proteins such as cytochromes and iron sulfur proteins
(Figure 5.32).

Some complexes of mitochondrial respiratory chains
are amenable to structural analysis and although

structures of complex I (NADH-ubiquinone oxidore-
ductase; see Figure 5.33) and complex II (succinate
dehydrogenase) are not available, advances in defining
complex III (ubiquinol-cytochrome c oxidoreductase)
and the final complex of the respiratory chain, complex
IV or cytochrome oxidase, have assisted understanding
of catalytic mechanisms.

Complex III, the ubiquinol-cytochrome
c oxidoreductase

The cytochrome bc family developed early in evolution
and universally participates in energy transduction. All
but the most primitive members of this family of
protein complexes contain a b type cytochrome, a c
type cytochrome1 and an iron sulfur protein (ISP).
In addition there are often proteins lacking redox
groups with non-catalytic roles controlling complex
assembly. In all cases the complex oxidizes quinols
and transfers electrons to soluble acceptors such as
cytochrome c.

Two-dimensional crystals of low resolution (∼20 Å)
defined the complex as a dimer with ‘core’ proteins
lacking co-factors projecting out into solution. Much
later the structure of the extrinsic domains of the
iron–sulfur protein and the bound cytochrome were
derived by crystallography but the main body of the
complex, retained within the confines of the lipid
bilayer, remained structurally ‘absent’. At the begin-
ning of the 1990s several groups obtained diffraction
quality crystals of the cytochrome bc1 complex from
bovine and chicken mitochondria. An extensive struc-
ture for the cytochrome bc1 complex from bovine
heart mitochondria was produced by S. Iwata and
co-workers in 1998 at a resolution of 3 Å after sev-
eral groups had produced structures for the major-
ity of the complex. The structures showed similar
organization although small structural differences were
noticed and appeared to be of functional importance
(see below).

Isolated cytochrome bc1 complexes from eukary-
otic organisms contain 10 (occasionally 11) subunits

1In plants and algae the c type cytochrome is sometimes called
cytochrome f but in all other respects it has analogous structure
and function. The f refers to the latin for leaf, frons
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Figure 5.32 The organization of the respiratory chain complexes within the inner mitochondrial membrane. The
traditional view of mitochondria (centre) was derived from electron microscopy of fixed tissues

including a b type cytochrome with two heme centres,
an iron–sulfur protein (called the Reiske protein after
its discoverer) and a mono heme c type cytochrome.
DNA sequences for all subunits are known and con-
siderable homology exists between the three meta-
zoan branches represented by bovine, yeast and potato.
Detailed UV-visible absorbance studies combined with
potentiometric titrations established that the two hemes
of cytochrome b had slightly different absorbance max-
ima in the reduced state (α bands at 566 and 562 nm)

and different equilibrium redox potentials (Em∼120
and −20 mV respectively). This led to each heme of
cytochrome b being identified as bH or bL for high and
low potential.

Further understanding of electron transfer in the
bc1 complex came from detailed spectroscopic inves-
tigations coupled with the use of inhibitors that
block electron (and proton) transfer at specific sites
by binding to different protein subunits. One com-
monly used inhibitor is an anti-fungal compound called
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Figure 5.34 The mitochondrial cytochrome bc1 complex inhibitor myxathiazol

myxathiazol (Figure 5.34) that binds to the Reiske
iron–sulfur protein blocking quinol oxidation. It was
observed to block reduction of the low potential
b heme. Other inhibitors such as stigmatellin, 5-
n-undecyl-6-hydroxy-4,7-dioxobenzothiazol (UHDBT)
and β-methoxyacrylate (MOA)–stilbene showed sim-
ilar inhibitory profiles. Another group of inhibitors
bound differently to the bc1 complex allowing reduc-
tion of the iron-sulfur centre and cytochrome b but
prevented their oxidation. These inhibitors included
antimycin A and led to the idea of two dis-
tinct inhibitor-binding sites within the cytochrome
bc1 complex.

Inhibition of electron transfer by antimycin A
yielded unexpected patterns of reduction and oxidation;
the normal reduction of cytochrome c1 by ubiquinol
was prevented but was accompanied by an increased
reduction of cytochrome b. This observation indicated
a branch point in the electron transfer chain where
electrons were shuttled to cytochromes c1 and b. The
electron transfer pathway (Figure 5.35) from ubiquinol
to cytochrome c was rationalized by the Q cycle.
Whilst cytochrome c1 is oxidized by the soluble
electron carrier (cytochrome c) the only possible
acceptor of electrons from cytochrome b (bH) is
ubiquinone.
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Figure 5.35 Outline of electron transfer reactions in cytochrome bc1 complex. UQ/UQH2 is ubiquinone/ubiquinol;
ISP, Reiske iron sulfur protein; Cyt c1, cytochrome c1; bL and bH low and high potential hemes of cytochrome b

The Q cycle accounts for the fact that ubiquinol
is a 2e/2H+ carrier whilst the bc1 complex transfers
electrons as single entities. Quinones have roles as
oxidants and reductants. Quinol is oxidized at a Qo

site within the complex and one electron is transferred
to the high-potential portion of the bc1 complex whilst
the other electron is diverted to the low-potential part
(cytochrome b) of the pathway. The high-potential
chain, consisting of the Reiske iron–sulfur protein,
cytochrome c1 and the natural acceptor of the inter-
membrane space (cytochrome c) transfers the first
electron from quinol through to the final complex
of the respiratory chain, cytochrome oxidase. The
low-potential portion consists of two cytochrome b
hemes and forms a separate pathway for transferring
electrons across the membrane from the Qo site to a Qi

site. The rate-limiting step is quinol (QH2) oxidation
at the Qo site and it is generally supposed that an
intermediate semiquinone is formed at this site. In order
to provide two electrons at the Qi site for reduction
of quinone, the Qo site oxidizes two molecules of
quinol in successive reactions. The first electron at
the Qi site generates a semiquinone that is further
reduced to quinol by the second electron from heme
bH. The overall reaction generates four protons in
the inter-membrane space, sometimes called the P-
side, and the formation of quinol uses up two protons
from the mitochondrial matrix. The whole reaction is

summarized by the scheme

QH2 + 2cyt c(Fe3+) + 2H+ −→ Q

+ 2cyt c(Fe2+) + 4H+

Cytosolic side

 

Matrix side

ISP                cyt c1

Q pool

2 QH2

2 Q

bHQ

Q.−

QH2

cyt c

e    e 

4H+

2H+

Antimycin A

Myxathiazol

bL

Figure 5.36 The Q cycle and the generation of a
vectorial proton gradient
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but does not reflect the subtlety of this reaction pathway
that allows the bc1 complex to generate a proton
gradient via electron flow through the complex.

The Q cycle (Figure 5.36) became an established
concept long before the structure of the cytochrome
bc1 complex was determined. However, this scheme
places stringent constraints on the topology of redox
co-factors. With the determination of the structure of
the cytochrome bc1 complex came the opportunity to
critically assess the Q cycle and to explore the potential
mechanism of charge transfer.

One of the first impressions gained from the
structure of the bc1 complex is the large number of
extrinsic domains. The Reiske protein is anchored to
the membrane by two N terminal helices. The ligands
are the side chains of cysteines 139 and 158 and, unlike
most iron–sulfur proteins, two histidines (His 141 and
161). The nitrogen containing ligands lead to a higher
redox potential for the iron (∼100 mV) than is normal
in this class of proteins. The iron sulfur centre located
in a layer of β sheets is solvent accessible and probably

accounts for interaction with quinones and inhibitors
such as stigmatellin.

Cytochrome c1 is also anchored to the bilayer by
a single transmembrane helix although in this case it
is located at the C terminus. The transmembrane helix
is short (20 residues) and the majority of the protein
projects ∼4 nm into the inter-membrane space. This
domain contains a single heme centre and presents
a binding surface for cytochrome c containing large
numbers of negatively charged residues.

On the matrix side of the complex are two
unfortunately named ‘core’ proteins. These proteins
surprisingly project outwards into the aqueous phase
and are certainly not located at the core of the
complex. Sequence analysis has ascertained that these
core subunits show significant homology to a family
of heterodimeric Zn proteases and current views of
their function envisages a role for these domains
in processing matrix proteins by specific peptidase
activity. It remains unclear why these proteins remain
affiliated to the cytochrome bc1 complex (Figure 5.37).

Figure 5.37 The structure of monomeric bovine cytochrome bc1 complex (PDB:1BE3)
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The major transmembrane protein is cytochrome b
and the protein has two hemes arranged to facilitate
transmembrane electron transfer exactly as predicted
by Q cycle schemes. Each heme is ligated by two
histidine residues and these side chains arise from
just two (out of a total of eight) transmembrane
helices found in cytochrome b. The two hemes are
separated by 20.7 Å (Fe–Fe centre distances) with the
closest approach reflected by an edge–edge distance
of 7.9 Å – a distance compatible with rapid inter-heme
electron transfer. Cytochrome b is exclusively α helical
and lacks secondary structure based on β strands.
The helices of cytochrome b delineate the membrane-
spanning region and are tilted with respect to the plane
of the membrane. The remaining subunits of the bc1

complex (see Table 5.7) are small with masses below
10 kDa with undefined roles.

Although all of the structures produced from
different sources are in broad agreement it was noticed
that significant differences existed in the position of
the Reiske iron–sulfur protein with respect to the
other redox co-factors. This different position reflected
crystallization conditions such as the presence of
inhibitors and led to a position for the iron–sulfur
protein that varied from a location close to the
surface of cytochrome b to a site close to cytochrome
c1. In the presence of the inhibitor stigmatellin the

Table 5.7 The conserved subunits of bovine mito-
chondrial cytochrome bc1

Subunit Identity No of
residues

Mr

1 Core 1 446 53604
2 Core 2 439 46524
3 Cyt b 379 42734
4 Cyt c1 241 27287
5 Reiske 196 21609
6 Su6 111 13477
7 QP-Cb 82 9720
8 Hinge 78 9125
9 Su10 62 7197
10 Su 11 56 6520

The colour shown in the first column identifies the relevant subunit
in the structure shown in Figure 5.37.

iron–sulfur protein shifted towards a position proximal
to cytochrome b and suggested intrinsic mobility.
The concept of motion suggested that the Reiske
protein might act as a ‘gate’ for electron transfer
modulating the flow of electrons through the complex
(Figure 5.38).

Cytochrome c1 Cytochrome c1 Cytochrome c1

Figure 5.38 The Reiske iron–sulfur protein acts as a redox gate. The schematic diagrams show the Reiske Fe-S
centre associated with the cytochrome b, in an intermediate state and associated with cytochrome c1. Motion at the
Reiske Fe-S centre is believed to control electron and proton transfer at the cytochrome bc1 complex
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Complex IV or cytochrome oxidase

Cytochrome c oxidase is the final complex of the
respiratory chain catalyzing dioxygen reduction to
water. For many years it has occupied biochemists
thoughts as they attempted to unravel the secrets
of its mechanism. Isolation of cytochrome oxidase
has two heme groups (designated a and a3) together
with 2 Cu centres (called CuA and CuB). Tech-
niques such as electron spin resonance and mag-
netic circular dichroism alongside conventional spec-
trophotometric methods showed that heme a is a low
spin iron centre, whilst heme a3 was a high spin
state compatible with a five-coordinate centre and
a sixth ligand provided by molecular oxygen. The
catalytic function of cytochrome oxidase is summa-
rized as

4 Cyt c(Fe2+) + O2 + 8H+ −→ 4 Cyt c(Fe3+)

+ 2H2O + 4H+

where oxidation of ferrous cytochrome c leads to
four-electron reduction of dioxygen and the generation
of a proton electrochemical gradient across the inner
membrane. Armed with knowledge of the overall
reaction spectroscopic studies established an order for
electron transfer of

Cyt c −→ CuA −→ heme a −→ heme a3–CuB

CuB and heme a3 were located close together mod-
ulating their respective magnetic properties and this
cluster participated directly in the reduction of oxy-
gen with inhibitors such as cyanide binding tightly
to heme a3–CuB and abolishing respiration. Transient
intermediates are detected in the reduction of oxy-
gen and included the formation of dioxygen adjunct
(Fe2+–O2), the ferryl oxide (Fe4+–O) and the hydrox-
ide (Fe3+–OH). Other techniques established histidine
side chains as the ligands to hemes a and a3–CuB on
subunit I and CuA as a binuclear centre.

The catalytic cycle occurs as discrete steps involving
electron transfer from cytochrome c via CuA, heme a
and finally to the heme a3–CuB site binuclear complex
(Figure 5.39). The initial starting point for catalysis
involves a fully oxidized complex with ferric (Fe3+)
and cupric centres (Cu2+).

Complex IV, with oxidized heme a3–CuB centres,
receives two electrons in discrete (1e) steps from the
preceding donors. Both centres are reduced and bind
two protons from the mitochondrial matrix. In this state
oxygen binds to the binuclear centre and is believed to
bridge the Fe and Cu centres. Reduction of dioxygen
forms a stable peroxy intermediate that remains bound
(Fe3+– O−=O−–Cu2+) and further single electron
(from cytochrome c) and proton transfers lead to the
formation of hydroxyl and then ferryl (Fe4+) states.
Rearrangement at the catalytic centre during the last
two stages completes the cycle forming two molecules
of water for every oxygen molecule reduced.

In the absence of a structure for cytochrome oxidase
the scheme proposed would need to consider the route
and mechanism of proton uptake for the reduction of
oxygen from the matrix side of the enzyme to the
catalytic site, the mechanism and route of substrate
(O2) binding to the active site and finally the route
for product removal from the catalytic site. A further
difficulty in understanding the catalytic mechanism of
cytochrome oxidase lies with the observation that in
addition to the protons used directly in the reduction
of water it appears from measurements of H+/e
ratios that up to four further protons are pumped
across the membrane to the inter-membrane space. It
seems likely that conformational changes facilitating
electron and proton transfer lie at the heart of oxidase
functional activity.

Cytochrome oxidase from denitrifying bacteria such
as Paracoccus denitrificans has a simpler subunit com-
position with only three subunits: all of the redox com-
ponents are found on the two heaviest polypeptides
(subunits I and II). In eukaryotic cytochrome oxidase
at least 13 subunits are present with subunits I–III,
comparable to those observed in prokaryotic oxidases,
encoded by the mitochondrial genome. The crystalliza-
tion of the complete 13 subunit complex of bovine
cytochrome oxidase by Yoshikawa and colleagues in
1995 resolved or suggested answers to several out-
standing questions concerning the possible electron
transfer route through the complex, a mechanism and
pathway of proton pumping and the organization of the
different subunits.

The mitochondrially coded subunits are the largest
and most hydrophobic subunits and contain four redox
centres. Surprisingly the oxidase binds two additional
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Figure 5.39 A possible scheme for catalytic cycles of cytochrome oxidase. The redox state of the binuclear heme
a3–CuB site together with reduction of oxygen, proton binding and protons pumped across membrane is highlighted
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Figure 5.40 The ligands of the CuA centre of subunit
II of bovine mitochondrial cytochrome oxidase

divalent metal ions namely magnesium and zinc. The
zinc is ligated to a nuclear coded subunit (called subunit
Vb) whilst the magnesium is held by subunit II. The
CuA centre as expected was a binuclear cluster of

Cu atoms and was contained within subunit II on
a cytosolic projecting domain. The CuA centre lies
∼0.8 nm above the surface of the membrane and
is separated from the Fe atoms of hemes a and a3

by distances of ∼1.9 and 2.2 nm respectively. The
two Cu atoms are joined in a bridge formed by two
sulfur atoms from the side chains of Cys residues
in a geometry reminiscent of that found in [2Fe–2S]
clusters of iron–sulfur proteins (Figure 5.40). Besides
the two sulfur ligands provided by cysteine side chains
at positions 196 and 200 of subunit II additional
ligands originated from side chains of His161 and
His204, Met207 together with the backbone oxygen
from Glu198. Glu 198 is also involved in binding the
divalent Mg2+ ion. In this case the ligand originates
from the side chain oxygen atom as opposed to
backbone groups with the cation located on a pathway
between the CuA and heme a3 centres.
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Heme a is coordinated by the side chains of His61
and His378 of subunit I. The iron is a low spin
ferric centre lying in the plane of the heme with
two imidazole ligands – a geometry entirely consistent
with the spin properties. The heme plane is positioned
perpendicularly to the membrane surface with the
hydroxyethylfarnesyl sidechain of the heme pointing
towards the membrane surface of the matrix side in a
fully extended conformation. The remaining two redox
centres heme a3 and CuB make up the oxygen reduction
site and lie very close to heme a. Hemes a and a3 are
within 0.4 nm of each other and this short distance is
believed to facilitate rapid electron transfer.

Of some considerable surprise to most observers was
the location in the oxidase structure of the fifth ligand
to heme a3. The side chain of histidine 376 provides
the fifth ligand to this heme group and lies extremely
close to one of the ligands to heme a (Figure 5.41). In
the oxidase structure the CuB site is close to heme a3

(∼0.47 nm) and has three imidazole ligands (His240,
290 and 291) together with a strong possibility that
a fourth unidentified ligand to the metal ion exists.
It is generally believed that trigonal coordination is
unfavourable and a more likely scenario will involve a
tetrahedral geometry around the copper.

A hydrogen-bond network exists between the CuA

and heme a and includes His204, one of the ligands
to CuA, a peptide bond between Arg438 and Arg439
and the propionate group of heme a. Although
direct electron transfer between these centres has not
been observed and they are widely separated the
arrangement of bonds appears conducive for facile
electron transfer. In addition, a network connects CuA

and heme a3 via the magnesium centre and may
represent an effective electron transfer path directly
between these centres. Direct electron transfer between
CuA and heme a3 has never been detected with kinetic
measurements, suggesting that electron transfer from
CuA to heme a is at least two orders of magnitude
greater than the rate from CuA to heme a3. From the
arrangement of the intervening residues in subunit I
the structural reasons underlying this quicker electron
transfer from CuA −→ heme a than CuA −→ heme a3

are not obvious.
Before crystallization the composition and arrange-

ment of subunits within eukaryotic oxidases was

heme a3

Tyr 244

His 240

His 290

His 376

His 291

CuB

Figure 5.41 The heme a3–CuB redox centre of
cytochrome oxidase. The dotted line denotes a
hydrogen bond and broken lines denote coordination
bonds. Heme a3 is shown in blue, CuB in pink and amino
acid residues in green. (Reproduced with permission
from Yoshikawa, S. Curr. Opin. Struct. Biol. 1997, 7,
574–579)

unclear. This has changed dramatically with the crys-
tallization of oxidases from bovine heart mitochondria
and P. denitrificans so that there is now precise infor-
mation on the arrangement of subunits (Table 5.8). In
the crystal structure of bovine cytochrome oxidase the
enzyme is a homodimer with each monomer contain-
ing 13 polypeptides and six co-factors. The assembly
of the 13 subunits into a complex confirmed that these
polypeptides are intrinsic constituents of the active
enzyme and not co-purified contaminants. The crystal
structure confirmed the presence of Zn and Mg atoms
as integral components albeit of unknown function.

In the mammalian enzyme the 13 subunits of
cytochrome oxidase contain 10 transmembrane proteins
that contribute a total of 28 membrane-spanning
helices. The three subunits encoded by mitochondrial
genes form a core to the monomeric complex with the
10 nuclear-coded subunits surrounding these subunits
and seven contributing a single transmembrane helix.
The remaining three nuclear coded subunits (subunits
Va, Vb, VIb) do not contain transmembrane regions.
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Table 5.8 The polypeptide composition of eukaryotic
and prokaryotic oxidases

Subunit Prokaryotic Eukaryotic

I 554, 620112 514, 57032
II 279, 29667 227, 26021
III 273, 30655 261, 29919
IV 49,∗ 5370 147, 19577
Va Absent 109, 12436
Vb 98, 10670
VIa 97, 10800
VIb 85, 10025
VIc 73, 8479
VIIa 80, 9062
VIIb 88, 10026
VIIc 63, 7331
VIII 70, 7639

∗Paracoccus denitrificans has a fourth subunit that is unique to
prokaryotes with no obvious homology to that found in eukaryotes.
Three of the subunits of the eukaryotic enzyme, VIa, VIIa, and VIII,
have two isoforms. Of the two isoforms one is expressed in heart and
skeletal muscle and the other is expressed in the remaining tissues.
The masses and length of the peptides includes signal sequences for
nuclear-coded proteins.

In addition to the three metal centre (heme a, heme
a3 and CuB) subunit I has 12 transmembrane α helices
and this was consistent with structural predictions
based on the amino acid sequence. Subunit I is confined
to the bilayer region with few loops extending out into
the soluble phase. The subunit is the largest found in
cytochrome oxidase containing just over 510 residues
(Mr ∼57 kDa) (Figure 5.42).

Subunits II and III both associate with transmem-
brane regions of subunit I without forming any direct
contact with each other. From the distribution of
charged residues on exposed surfaces of subunit II
an ‘acidic’ patch faces the inter-membrane space and
defines a binding site for cytochrome c. Unsurprisingly
in view of its role as the point of entry of electrons
into the oxidase subunit II has just two transmembrane
helices interacting with subunit I, but has a much larger
polar domain projecting out into the inter-membrane
space. This domain consists of a 10-stranded β barrel

Figure 5.42 The monomeric ‘core’ of bovine
cytochrome oxidase showing subunits I and II. Subunit
I is shown in gold whilst subunit II is shown in blue.
The limited number of transmembrane helices in sub-
unit II is clear from the diagram in contrast to subunit
I. The Cu atoms are shown in green, Mg in purple and
the hemes in red (PDB: 1OCC)

with some structural similarities to class I copper pro-
teins, although it is a binuclear Cu centre. The magne-
sium ion is located at the interface between subunits I
and II.

Subunit III lacks redox co-factors but remains a
significant part of the whole enzyme complex. It
has seven α helices and is devoid of large extra-
membrane projections. The seven helices are arranged
to form a large V-shaped crevice that opens towards
the cytosolic side where it interacts with subunit VIb
(Figure 5.43).

Subunits Va and Vb (Figure 5.44) are found on the
matrix side and both are predominantly located in the
soluble phase. Subunit Va is extensively helical with
subunit Vb possessing both helical- and strand-rich
domains and binding a single Zn ion within a series
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Figure 5.43 To the monomeric core of subunits I and
II the remaining mt DNA coded subunit (III) has been
added along with subunit IV. Subunit IV (red) has a
single helix crossing the membrane with a helix rich
domain projecting into the matrix phase. Subunit III
(green) does not make contact with subunit II and
consists almost exclusively of transmembrane helices

of strands linked by turns that form a small barrel-like
structure.

Subunit VIa contributes a single transmembrane
helix and is located primarily towards the cytosolic side
of the inner mitochondrial membrane. Subunit VIb is
located on the same side of the membrane but does
not contribute transmembrane helices to the oxidase
structure. It is affiliated primarily with subunit III. Sub-
unit VIc contributes a single transmembrane helix and
interacts predominantly with subunit II (Figure 5.45).

Subunits VIIa, VIIb and VIIc, together with subunit
VIII (Figure 5.46), are small subunits with less than 90
residues in each of the polypeptide chains. Their bio-
logical function remains unclear. Unlike complex III a
far greater proportion of cytochrome oxidase is retained
with the boundaries imposed by the lipid bilayer.

The structural model for cytochrome oxidase pro-
vides insight into the mechanism of proton pump-
ing, a vital part of the overall catalytic cycle of
cytochrome oxidase. Proton pumping results in the
vectorial movement of protons across membranes and

Figure 5.44 The structure of cytochrome oxidase
monomer (PDB: 1OCC). Subunits Va (orange) and Vb
(aquamarine) have been added. Subunit Vb binds Zn
(shown in purple) found in the crystal structure
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Figure 5.45 The three-dimensional structure of
cytochrome oxidase monomer (PDB: 2OCC). The seven
smaller subunits VIa (grey) VIb (purple), VIc (light
blue), VIIa (pink), VIIb (beige), VIIc (brown) and VIII
(black) have been added to the structure shown in
Figure 5.44. Subunits VIIb, VIIc, and VIII are largely
hidden by the larger subunits (I and III) in this view

in bacteriorhodopsin occurred via strategically placed
Asp and Glu residues facilitating proton movement
from one side of the membrane to another. This pic-
ture, together with that provided by ion channels such
as porins, suggests a similar mechanism in cytochrome
oxidase. The exact mechanism of proton pumping is
hotly debated but it was of considerable interest to
observe that the bovine crystal structure contained two
possible proton pathways that were shared by simpler
bacterial enzymes (Figure 5.47).

The oxygen binding site is located in the hydropho-
bic region of the protein approximately (35 Å) from
the M side. Pathways were identified from hydrogen
bonds between side chains, the presence of internal
cavities containing water molecules, and structures
that could form hydrogen bonds with small pos-
sible conformational changes to side chains. Two
pathways called the D- and K-channels and named
after residues Asp91 and Lys319 of bovine sub-
unit I were identified. (In Paracoccus subunit I
these residues are Asp124 and Lys354.) Despite sig-
nificant advances the proton pumping mechanism
of cytochrome oxidase remains largely unresolved.
This arises mainly from difficulties associated with
resolving proton pumping events during dioxygen

Figure 5.46 The homodimer of bovine cytochrome oxidase using previous colour schemes. This view shows subunits
VIIb, VIIc, and VIII in more detail and is from the opposite side to that of the preceding figures
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Figure 5.47 The proton pathways in bovine and Paracoccus denitrificans cytochrome oxidase. Residues implicated
in proton translocation in bovine cytochrome c oxidase are shown in red and in blue for P. denitrificans oxidase. The
structures of helices, heme a3 and metal centres such as the Mg2+ binding site are based on PDB: 1ARI (reproduced
with permission from Abramson, S et al. Biochim. Biophys. Acta 2001, 1544, 1–9. Elsevier)

reduction and it is currently unclear whether pump-
ing precedes oxygen reduction and what structural
rearrangements in the reaction cycle occur. In bac-
teriorhodopsin intermediate structures were detected
and associated with proton movements by combin-
ing genetic, spectroscopic and structural studies, and
it is likely that such methods will resolve the mecha-
nism of proton transfer in cytochrome oxidase in the
near future.

From the study of different membrane proteins a
common mode of proton (or cation) transfer involves
specifically located aspartate and glutamate residues
to shuttle protons across membranes. Both bacte-
riorhodopsin and cytochrome oxidase provide com-
pelling evidence in their structures for this method of
proton conduction across membranes.

The structure of ATP synthetase
It has been estimated that even the most inactive
of humans metabolizes kg quantities of ATP in a
normal day. This results from repeated phosphorylation
reactions with on average each molecule of ADP/ATP
being ‘turned over’ about 1000 times per day. The
enzyme responsible for the synthesis of ATP is the F1Fo

ATPase, also called the ATP synthase or synthetase.
Dissection of the enzyme complex and genetic studies
show the synthase to contain eight different subunits
in E. coli whilst a greater number of subunits are
found in mammalian enzymes. Despite variations
in subunit number similarity exists in their ratios
and primary sequences with most enzymes having a
combined mass between 550 and 650 kDa. With a
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central role in energy conservation and a presence in
bacterial membranes, the thylakoid membranes of plant
and algae chloroplasts and the mitochondrial inner
membrane of plants and animals the enzyme is one
of the most abundant complexes found in nature.

The link between electron transfer and proton
transfer was the basis of the chemiosmotic theory
proposed in its most accessible form by Peter Mitchell
at the beginning of the 1960s. One strong line of
evidence linking electron and proton transfer was the
demonstration that addition of chemicals known as
‘uncouplers’ dissipates proton gradients and halts ATP
synthesis. Many uncouplers were weak, membrane
permeable, acids and a major objective involved
elucidating the link between transmembrane proton
gradients and the synthesis of ATP from ADP and
inorganic phosphate.

Fractionation and reconstitution studies showed that
ATP synthases contained two distinct functional units
each with different biological and chemical properties.
In electron micrographs this arrangement was charac-
terized by the appearance of the enzyme as a large
globular projection extending on stalks from the surface
of cristae into the mitochondrial matrix (Figure 5.48).
A hydrophobic, membrane-binding, domain called Fo

interacted with a larger globular domain peripherally
associated with the membrane. Fo stands for ‘factor

Figure 5.48 An electron micrograph of cristae from
isolated mitochondria showing the F1 units projecting
like ‘lollipops’ from the membrane and into the matrix
(reproduced with permission from Voet, D., Voet, J.G &
Pratt, C.W. Fundamentals of Biochemistry. John Wiley
& Sons, Chichester, 1999)

oligomycin’ referring to the binding of this antibi-
otic to the hydrophobic portion whilst F1 is simply
“factor one”. Fo is pronounced ‘ef-oh’. The periph-
eral protein, F1, was removed from membranes by
washing with solutions of low ionic strength or those
containing chelating agents. This offered a convenient
method of purification. Although not strictly a mem-
brane protein it is described in this section because its
physiological function relies intimately on its associa-
tion with the Fo portion of ATP synthetase, a typical
membrane protein. In an isolated state the F1 unit
hydrolysed ATP but could not catalyse ATP synthe-
sis. For this reason the F1 domain is often described
as an ATPase reflecting this discovery. A picture of
ATP synthesis evolved where Fo formed a ‘channel’
that allowed a flux of protons and their use by F1 in
ATP synthesis.

In E. coli Fo is extremely hydrophobic and consists
of three subunits designated a, b and c (Table 5.9). In
E. coli a ratio of a1, b2, c9 – 14 exists with the a and c
subunits making contact and appearing to form a proton
channel. Within both subunits are residues essential
for proton translocation and amongst those to have
been identified from genetic and chemical modification
studies are Arg210, His245, Glu196, and Glu219 of
the a subunit and Asp61 of the c subunit. Since all of
these residues possess side chains that bind protons the
concept of a proton channel formed by these groups is
not unrealistic.

Table 5.9 The composition of ATP synthetases

Subunits in

F1 region

Eukaryotic (bovine)

α3β3γδε

α 509 residues, Mr∼55,164

β 480, 51,595

γ 272, 30,141

δ 190, 20,967

ε 146, 15,652

Subunits in Fo region Prokaryotic (E. coli ) a,b2,c9 – 14

a 271, 30,285

b 156, 17,202

c 79, 8,264
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The much larger F1 unit contains five different sub-
units (α–ε) occurring with a stoichiometry α3β3γ1δ1ε1.
The total mass of the F1Fo ATPase from bovine mito-
chondria is ∼450 kDa with the F1 unit having a mass of
∼370 kDa and arranged as a spheroid of dimensions
8 × 10 nm wide supported on a stem or stalk 3 nm
in length. Chemical modification studies identified cat-
alytic sites on the β subunits with affinity labelling
and mutagenesis studies highlighting the importance of
Lys155 and Thr156 in the E. coli β subunit sequence
149Gly-Gly-Ala-Gly-Val-Gly-Lys-Thr-Ala157.

A scheme for ATP synthesis envisaged three dis-
crete stages:

1. Translocation of protons by the Fo

2. Catalysis of ATP synthesis via the formation of a
phosphoanhydride bond between ADP and Pi by F1

3. A coupling between synthesis of ATP and the
controlled dissipation of the proton gradient via the
coordinated action and interaction of F1 and Fo.

The mechanism of ATP synthesis

A mechanism for ATP synthesis was proposed by
Paul Boyer before structural data was available and
has like all good theories stood the test of time and
proved to be compatible with structural models derived
subsequently for F1/Fo ATPases. Boyer envisaged the
F1 ATPase as three connected, interacting, sites each
binding ADP and inorganic phosphate. The model
embodied known profiles for the kinetics of catalysed
reactions and the binding of ATP and ADP by
isolated F1. Each catalytic site was assumed to exist
in a different conformational state although inhibition
of ATP synthesis by modification of residues in
the β subunit suggested that these sites interacted
cooperatively.

Rate-limiting steps were substrate binding or prod-
uct release (i.e ATP release or ADP binding) but not
the formation of ATP. Careful examination of the ATP
hydrolysis reaction suggested three binding sites for
ATP each exhibiting a different Km. When ATP is
added in sub-stoichiometric amounts so that only one
of the three catalytic sites is occupied substrate bind-
ing is very tight (low Kd) and ATP hydrolysis occurs
slowly. Addition of excess ATP leads to binding at all

three sites but with lowered affinity at the second and
third sites. The Kd for binding ATP at the first site is
<1 nM whereas values for sites 2 and 3 are ∼1 µM

and ∼30 µM. Upon occupancy of the third site, the
rate of overall ATP hydrolysis increases by a factor of
∼104 –105.

As long as the results from hydrolysis of ATP
can be related directly to that of the synthetic reac-
tion and isolated F1 behaves comparably to the com-
plete F1Fo complex then these results point towards
key features of the catalytic mechanism. Isolated
F1 exhibits negative cooperativity with respect to
substrate binding where ATP binding at the site
with the lowest Km makes further binding of ATP
molecules difficult. This occurs because the Km for
other sites is effectively increased. In contrast the
enzyme displays positive cooperativity with respect to
catalytic activity with the rate increasing massively in
a fully bound state. To explain these unusual prop-
erties, Boyer proposed the ‘binding change’ mecha-
nism (Figure 5.49).

A central feature of this hypothesis are three
catalytic sites formed by the three α/β subunit pairs
each with a different conformation at any one time.
One site is open and ready for substrate binding
(ATP or ADP + Pi) whilst the second and third sites
are partly open and closed, respectively. Substrate
binding results in the closure of the open site and
produces a cooperative conformational change in the
other two sites; the closed one becomes partly open
and the partly open one becomes fully open. In this
manner the sites alternate between conformational
states. Obvious questions from this model arise. How
are conformational changes required in the binding
change mechanism propagated? How are these events
linked to proton translocation and the Fo part of
the ATPase?

From a consideration of the organization of Fo G.B.
Cox independently suggested a rotary motor involved
the c subunit ring turning relative to the a and b
subunits. This idea was adopted and incorporated as
a major refinement of the binding change mechanism
with the rotary switch causing a sequential change in
binding. At the time (1984) the concept of enzymes
using rotary motion to catalyse reactions was unusual.
The cooperative kinetics of the enzyme (negative for
ATP binding and positive for catalysis) supported the
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Figure 5.49 The binding change hypothesis and catalytic site activity at the β subunit. Each catalytic site cycles
through three states: T, L and O. ATP binds to the O (open and empty) site converting it into a T (tight and
ATP-occupied) site. After bond cleavage at this site the T site is converted into the L (loose and ADP-occupied) site
where the products escape to recover the O state. The concerted switching of states in each of the sites results in
the hydrolysis of one ATP molecule. Sub-steps in the hydrolysis of one ATP molecule based on kinetic and inhibitor
studies are shown for a three-site mechanism. Thus, ATP binding in the open site (top) leads to transition state
formation and then bond cleavage in a closed site (bottom), followed by release from a partly open site as it opens
fully and releases ADP (middle) (reproduced with permission from Trends Biochem. Sci 2002, 27, 154–160. Elsevier)

binding-change mechanism. However, the idea of a
rotary switch was so novel that there were few serious
attempts to test it until over a decade later when in
1995 the first structures for bovine F1 ATPase produced
by John Walker and co-workers appeared to support
Boyer’s model.

The structure of the F1 ATPase

As a peripheral membrane protein the water-soluble
F1 unit is easily purified and the structure showed an
alternate arrangement of three α and three β subunits
based around a central stalk formed by two α helices
running in opposite directions derived from the γ

subunit. These two helices form a coiled-coil at the
centre of F1 and the remaining part of the γ subunit
protrudes from the (αβ)3 assembly and interacts with
polar regions of the c subunit of Fo (Figure 5.50).

The α and β subunits exhibit sequence identity of
∼20 percent and show similar overall conformations

βTP

βDP

αDP βE

αE

βE

βDP

αDP

αE

αTP

Figure 5.50 A space filling model of bovine F1-
ATPase from a side view (left) and from the membrane
(right) showing α subunits (red) and β subunits
(yellow) and the attached central stalk containing
the γ, δ and ε subunits (blue, green and magenta,
respectively). The βTP, βDP and βE subunits had AMP-
PNP, ADP and no nucleotide bound, respectively. The α

subunits are named according to the catalytic interface
to which they contribute
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Figure 5.51 The structure of AMP-PNP – a non-
hydrolysable derivative of ATP

arranged around the central stalk made up of the γ,
δ and ε subunits. F1 was co-crystallized with ADP
and AMP-PNP (5′-adenylyl-imidophosphate, a non-
hydrolysed analogue of ATP; Figure 5.51). Only five
of the six nucleotide binding sites were occupied by
substrate. Each of the α subunits bound AMP-PNP and
exhibited identical conformation.

In contrast one β subunit bound AMP-PNP (βTP),
another bound ADP (βDP) and the third subunit
remained empty (βE). The structure provided com-
pelling evidence for three different modes of nucleotide
binding as expected from the Boyer model. Although
both α and β subunits have nucleotide binding sites
only those on the β subunits are catalytically important.

Each α and β subunit contains three distinct domains
(Figure 5.52). A β barrel located at the N-terminal
is followed by a central nucleotide-binding domain
containing a Rossmann fold. The β barrels form a
crown that sits on top of the central nucleotide-binding
domain. At the C terminal is a helix rich domain. The
conformation of the β subunit changes with nucleotide-
binding forming states associated with high, medium
and low nucleotide affinities. These three states are
most probably related to release of product (ATP),
binding of substrates (ADP and inorganic phosphate),
and formation of ATP, respectively. In an isolated state
the structure of the β subunit has the open form with
nucleotide binding causing transition to closed forms.
On the β subunit the principal residues involved in
ADP binding have been determined by examining the
crystal structure of this subunit in the presence of ADP-
fluoroaluminate (ADP-AlF3) (Figure 5.53). Positively
charged side chains of arginine and lysine have a major
role in binding ADP-fluoroaluminate whilst the side

Figure 5.52 An individual β subunit showing the
three distinct domains together with the bound
nucleotide – in this case ADP. The ADP is shown
in yellow, the barrel structure in dark green, the
nucleotide binding region in blue and the helix rich
region in violet (PDB:1BMF)

chain of Glu188 binds a water molecule and the amide
of Gly159 binds the second phosphate group of ADP.
Arginine 373 is part of the α subunit and contributes
to the binding site for ADP. ADP-fluoroaluminate
mimics the transition state complex with fluorine atoms
occupying similar conformations to the extra phosphate
group of ATP but acting as a potent inhibitor of
ATP synthesis. Significantly, the structure adopted by
the β subunit in the presence of ADP-AlF3 is very
similar to the catalytically active conformation for
this subunit (βTP). These results further suggest that
once the substrate is bound only small conformational
changes are required to promote synthesis of ATP.



 

THE STRUCTURE OF ATP SYNTHETASE 149

Al F
F

F

O P O

O

O
AMP

Mg2+

N
H

Gly159
NH3

+

Lys162

H2N

H2N

NH2

Arg373

O

O Glu188

NH2

Arg189

OH2

Figure 5.53 Schematic representation of the nu-
cleotide-binding site of the β subunit of the
AlF3 –F1 complex, showing the coordination of
the aluminofluoride group. Possible hydrogen-bond
interactions are shown by dotted lines

The stoichiometry of the bovine mitochondrial F1

ATPase means that the single γ, δ and ε subunits lack
symmetry, and in the case of the γ subunit the intrinsic
asymmetry causes a different interaction with each of
the three catalytic β subunits of F1. This interaction
endows each β subunit with different nucleotide affinity
and arises from rotation of the central stalk. Rotation
of the γ subunit driven by proton flux through the
Fo region drives ATP synthesis by cycling through
structural states corresponding to the tight, open and
loose conformations.

Initial structures of F1 ATPase showed disorder for
the protruding end of the γ subunit from the (αβ)3

hexamer. Examining enzyme inhibited with dicyclo-
hexylcarbodiimide (DCCD), a known stoichiometric
inhibitor of ATP synthesis that reacts specifically with
Glu 199 of the β subunit, resulted in improved order
and confirmed the orientation of the central pair of
helices of the γ subunit, the structures of the δ and
ε subunits and their interaction with the Fo region at
the end of the central stalk. The protruding part of the
central stalk is composed of approximately half of the
γ subunit and the entire δ and ε subunits. The over-
all length of the central stalk from the C-terminus of
the γ subunit to the foot of the protruding region is
∼11.4 nm. It extends ∼4.7 nm from the (αβ)3 domain
thereby accounting for ‘lollipop’ appearance in electron
micrographs (Figure 5.48). The central stalk is the key

rotary element in the catalytic mechanism. The γ sub-
unit interacts directly with the ring of c subunits located
in the membrane of Fo and in the absence of covalent
bonding between c subunits and the stalk region this
interaction must be sufficiently robust to permit rota-
tion. In the γ subunit, three carboxyl groups (γAsp 194,
γAsp 195 and γAsp 197) are exposed on the lower face
of the foot suggesting that they may interact with basic
residues found in loop regions of the c-ring.

It is established that all species contain a, b
and c subunits within the Fo part of the enzyme
although there is currently no clear agreement on the
total number of subunits. In yeast ATP synthetase
at least thirteen subunits are found in the purified
enzyme. As well as the familiar α–ε subunits of
F1 and the a, b and c subunits of Fo additional
subunits called f and d are found in Fo whilst OSCP,
ATP8 and h occur in F1. Using the yeast enzyme
the F1 region was co-crystallized with a ring of
10 c subunits and although the loss of c subunits
during preparation cannot be eliminated definitively
the lack of symmetry relations between the hexameric
collection of α/β subunits and the 10 c subunits was
surprising. The structure of the c subunit monomer
was established independently by NMR spectroscopy
(Figure 5.55) and showed two helical regions that were
assumed to be transmembrane segments linked by
an extramembranous loop region. These loop regions
make contact with γ and δ subunits and represent sites
of interaction (Figure 5.56). Only the a and c subunits
are essential for proton translocation (Figure 5.57) with
Arg210, His245, Glu196, and Glu219 (a subunit) and
Asp61 of the c subunit implicated as essential residues.

Further refinement of the ATP synthetase structure
has shown a second, peripheral, stalk connecting the
F1 and Fo domains in the enzyme (Figure 5.58). The
second stalk visible using cryoelectron microscopy of
detergent solubilized F1Fo from E. coli, chloroplast and
mitochondrial ATPases is located around the outside
of the globular F1 domain and may act as a stator to
counter the tendency of the (αβ)3 domain to follow the
rotation of the central stalk.

With the structural model derived from X-ray
crystallography in place for the F1 subunit a number
of elegant experiments established that rotation is the
link between proton flux and ATP synthesis. The
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Figure 5.54 The structures of the central stalk assembly with the individual subunits shown in isolation alongside.
The γ subunit contains the long α helical coiled coil region that extends through the (αβ)3 assembly (top right). The
bovine ε subunit is very small (∼50 residues in length) with one major helix together with a poorly organized helix
(bottom right). The δ subunit contains an extensive β sheet formed from seven β strands together with a distinct
helix turn helix region (bottom left)
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idea of rotary switches is now no longer heretical
but is accepted as another solution by proteins to
the mechanistic problem of harnessing energy from
proton gradients.

Covalently linking the γ subunit of F1 to the C
terminal domain of the β subunit blocked activity
whilst cross-linking to the α subunit was without effect.
Complementary studies introducing cysteine residues
into the structure of β and γ subunits with the formation
of thiol cross links inhibited activity but reducing these
bonds followed by further cross-linking resulted in
the modification of a different β subunit. This could
only occur if rotation occurred within ATPases. Finally,
covalently joining the γ, ε and c subunit ring did not
inhibit ATP synthesis and suggested that the subunits
act in unison as a rotating unit. Direct observation of
rotation in the synthetase was obtained using actin
filaments attached to the γ subunit. By following
the fluorescence of covalently linked fluorophores
in a confocal microscope it was shown that ATP
hydrolysis led to a 360◦ rotation of the filament in three

Figure 5.55 The structure of the c ring monomer
determined using NMR spectroscopy is a simple HTH
structure (PDB:1A91)

Figure 5.56 The arrangement of the c ring with the F1 catalytic domain in yeast ATP synthetase. The c ring of 10
monomers is shown in blue, the (αβ)3 unit is shown in red and orange and the γ subunit in dark green. A view of
the F1 Fo ATPase from the inter-membrane space looking through the membrane region is shown on the right
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uni-directional steps of 120◦. The complex showed
rotation rates of ∼130 Hz entirely consistent with a
maximal rate of hydrolysis of ATP of ∼300 s−1.

Figure 5.57 Hypothetical model for the generation
of rotation by proton transfer through the Fo domain
of ATP synthase. The central cylinder (blue) consists of
c subunits; the external part (green) corresponds to a
single a subunit. The red line indicates the proton path

ATP, the universal carrier of cell energy, is manu-
factured from ADP and phosphate by the enzyme ATP
synthase (or F1Fo ATPase) using the free energy of an
electrochemical gradient of protons. This proton gradi-
ent is generated by the combined efforts of numerous
respiratory or photosynthetic protein complexes whose
catalytic properties include rapid electron transfer cou-
pled to movement of protons across membranes.

ATPase family

The F1Fo ATPases comprise a huge family of enzymes
with members found in the bacterial cytoplasmic mem-
brane, the inner membrane of mitochondria and the
thylakoid membrane of chloroplasts. These enzymes
are usually classified as proton-transporting F type
ATPases to distinguish them from enzymes that hydrol-
yse ATP as part of their normal catalytic function.
Further classes can be recognized in these ATPases
through the use of alternative ions to the proton such as
Na+ or Li+ ions. Minor changes to the a and c subunit
sequences alter the coupling ion specificity although the
primary mechanism remains very similar. In all cases
the ATPases are based around a large globular catalytic
domain that projects from the membrane surface but

Figure 5.58 Organization of ATP synthases. The bovine F1 – ATPase (left) and the ATP synthase of E. coli (right).
(Reproduced with permission from Stock, D. et al. Curr. Opin. Struct. Biol. 2000, 10, 672–679. Elsevier)
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interacts with a hydrophobic complex that controls ion
translocation via rotary motion.

In all cells there are membrane proteins whose
function relies on the hydrolysis of ATP and the
coupling of this energy to the movement of ions such
as Na+, K+ or Ca2+ across membranes. Transport
proteins represent a major category of membrane
proteins and a number of different mechanisms exist for
transport. Transport across membranes is divided into
mediated and non-mediated processes. Non-mediated
transport involves the diffusion of ions or small
molecules down a concentration gradient. Transport
is closely correlated with solute solubility in the
lipid phase with steroids, anaesthetics, narcotics and
oxygen diffusing down a concentration gradient and
across membranes. Mediated transport is divided into
two categories. Passive-mediated transport also called
facilitated diffusion relies on the transfer of a specific
molecule from high concentration to low concentration.
Transport proteins involved in this mechanism of
transport have already been described in this chapter
and are exemplified by the β barrel porin proteins.
Unfortunately these proteins cannot transport substrates
against concentration gradients; this requires active
transport and the hydrolysis of ATP.

Na+–K+ ATPase is one member of a class of
membrane bound enzymes that transfer cations with
ATP hydrolysis providing the driving force. The
Na+–K+ ATPases, a highly conserved group of integral
proteins, are widely expressed in all eukaryotic cells
and are very active with a measure of their importance
seen in the estimate that ∼25 percent of all cytoplasmic
ATP is hydrolysed by sodium pumps in resting human
cells. In nerve cells, a much higher percentage of
ATP is consumed (>70 percent) to fuel sodium pumps
critical to neuronal function.

The Na+–K+ ATPase is a transmembrane protein
containing two types of subunit. An α subunit of
∼110 kDa contains the ion-binding site and is respon-
sible for catalytic function whilst a β subunit, glyco-
sylated on its exterior surface, is of less clear func-
tion. Sequence analysis suggests that the α subunit
contains eight transmembrane helices together with
two cytoplasmic domains. In contrast the β subunit
(Mr∼55 kDa) has a single transmembrane helix and
a much larger domain projecting out into the extra-
cellular environment where glycosylation accounts for

∼20 kDa of the total mass of the protein. The β sub-
unit is required for activity and it is thought to play
a role in membrane localization and activation of the
α subunit. In vivo the Na+–K+ ATPase functions as a
tetramer of composition α2β2.

The Na+–K+ ATPase pumps sodium out of the cell
and imports potassium with the hydrolysis of ATP at
the intracellular surface of the complex. The overall
stoichiometry of the reaction results in the movement
of 3 Na+ ions outward and 2 K+ ions inwards and is
represented by the equation

3Na+
(in) + 2K+

(out) + ATP + H2O � 3Na+
(out)

+ 2K+
(in) + ADP + PI

The ATPase is described as an antiport where there is
the simultaneous movement of two different molecules
in opposite directions, and leads to the net movement
of positive charge to the outside of the cell. A uniport
involves the transport of a single molecule whilst
a symport simultaneously transports two different
molecules in the same direction (Figure 5.59).

In the presence of Na+ ions ATP phosphorylates a
specific aspartate residue on the α subunit triggering
conformational change. In the presence of high levels
of K+ the dephosphorylation reaction is enhanced and
suggests two distinct conformational states for the
Na+–K+ ATPase. These states, designated E1 and E2,
differing in conformation show altered affinity and
specificity. On the inside of the cell the Na+–K+
ATPase (in the E1 state) binds three sodium ions at
specific sites followed by ATP association to yield
an E1 –ATP–3Na+ complex. ATP hydrolysis occurs to
form an aspartyl phosphate intermediate E1 ∼ P–3Na+
that undergoes a conformational change to form the
E2 state (E2 ∼ P–3Na+) and the release of bound
Na outside the cell. The presence of a ‘high energy’
phosphoryl intermediate (denoted by ∼P) has led to
this class of membrane proteins being called P type
ATPases. As an E2 –P state the enzyme binds two
K+ ions from the outside to form the E2 –P–2K+
complex. Hydrolysis of the phosphate group to reform
the original aspartate side chain causes conformation
change with the result that 2K+ ions are released on the
inside of the cell. The ATPase ion pump, upon release
of the potassium ions, forms the E1 state capable
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Figure 5.59 Diagrammatic representation of uniport, symport and antiport systems used in processes of active
transport across membranes

of binding three Na+ ions and restarting the cycle
again.

Study of the function of Na+–K+ ATPases has been
aided by the use of cardiac glycosides, natural products
that increase the intensity of muscular contraction
in impaired heart muscle. Abnormalities have been
identified in the function of Na+–K+ ATPases and
are involved in several pathologic states including
heart disease and hypertension. Several types of heart
failure are associated with significant reductions in
the myocardial concentration of Na+–K+ ATPase
or impaired activity. Similarly excessive renal re-
absorption of sodium due to oversecretion of the
hormone aldosterone is associated with forms of

hypertension. Oubain is a naturally occurring steroid
and is still prescribed as a cardiac drug. Its action is
to block the efflux of Na+ ions leading to an increase
in their intracellular concentration (Figure 5.60). The
resulting increase in Na+ concentration causes a
stimulation of secondary active transport systems in
cardiac muscle such as the Na+–Ca2+ antiport system.
This pump removes Na+ ions from the cell and
transports Ca2+ to the inside. Transient increases
in cytosolic Ca2+ ion concentration often triggers
many intracellular responses one of which is muscular
contraction. The Ca2+ ions stimulate cardiac muscle
contraction producing a larger than normal response
to aid cardiovascular output. Although of major

Figure 5.60 The active transport of Na+ and K+ ions by the Na+–K+ ATPase. Oubain (pronounced ‘wabane’) is a
cardiac glycoside promoting increased intracellular Na+ concentration
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Figure 5.61 Scheme for active transport of Ca2+ by SR Ca ATPase. The inside refers to the cytosol and the outside
represents the lumen of the sarcoplasmic reticulum of skeletal muscle cells. Similar Ca pumps exist in the plasma
membranes and ER

importance to the physiology of all cells detailed
studies of the Na+–K+ ATPase protein and ultimately
the development of improved drugs is hampered by the
absence of a well-defined structure.

Fortunately, another prominent member of the P
type ATPases, the Ca2+ –ATPase from the sarcoplas-
mic reticulum (SR) of muscle cells, has been crys-
tallized to reveal some aspects of the organization
of transport proteins. SR Ca2+ ATPase is amongst
the simplest proteins in this large family consisting
of a single polypeptide chain of ∼110 kDa. Its bio-
logical function is to transport 2Ca2+ ions against
a concentration gradient for every molecule of ATP
hydrolysed (Figure 5.61). Within the cytosol the con-
centration of Ca2+ is ∼0.1 µM – about 10000 times
lower than the extracellular or lumenal concentration
(∼1.0–1.5 mM). When muscle contracts large amounts
of Ca2+ stored in the SR are released into the cytosol
of muscle cells. In order to relax again after contrac-
tion the Ca concentration must be reduced by pump-
ing ions back into the SR against a concentration
gradient.

As an ion pump the Ca2+ ATPase works compara-
tively slowly with a turnover number of ∼60 Ca2+ ions
per second. Pumps such as the Na+–K+ ATPase trans-
fer ions at rates of 106 s−1 and in order to overcome

this rate deficiency for Ca2+ transfer the cell compen-
sates by accumulating large amounts of enzyme within
the SR membrane. The accumulation of enzyme in this
membrane leads to ∼60 percent of the total protein
being Ca2+ ATPase.

The structure of the SR Ca2+ ATPase reveals two
Ca2+ ions bound in a transmembrane domain of 10
α helical segments. In addition to the transmembrane
region three cytosolic regions were identified as phos-
phorylation (P), nucleotide binding (N) and actuator
(A) domains. This last domain transmits conforma-
tional change through the protein leading to movement
of Ca across membranes. The organization of these
domains can be seen in the beautiful structure of Ca
bound SR-ATPase where ten transmembrane α helices
(M1–M10) segregate into two blocks (M1–M6 and
M7–M10), a structural organization consistent with the
lack of M7–M10 in simpler bacterial P-type ATPases
(Figure 5.62).

The lengths and inclination of the ten helices differ
substantially; helices M2 and M5 are long and straight
whilst others are unwound (M4 and M6) or kinked
(M10) in the middle of the membrane. The Ca ions are
located side by side surrounded by four transmembrane
helices (M4, M5, M6 and M8), with the ligands to
Ca2+ provided at site I by side-chain oxygen atoms
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Figure 5.62 The structure of SR Ca-ATPase deter-
mined to a resolution of A. (PDB: 1EUL). The four
distinct domains are shown in different colours; trans-
membrane domain (blue), Actuator or A domain (yel-
low), phosphorylation or P domain (magenta) and the
nucleotide binding or N domain (green). Two bound Ca
ions are shown in red. In this view the lumen of the
SR is at the bottom whilst the cytosol is found at the
top containing the A, P and N domains

derived from Asn768, Glu771 (M5), Thr799, Asp800
(M6) and Glu908 (M8). Site II is formed almost
entirely by helix M4 with backbone oxygen atoms of
Val304, Ala305 and Ile307 together with the side-chain
oxygens of Asn796, Asp800 (M6) and Glu309 (M4)
providing the key ligands. The coordinating ligands
provided by residues 304, 305, 307 and 309 occur
in residues located either sequentially or very close
together in the primary sequence. Such an arrangement
is not compatible with regular helical conformations
and is only possible as a result of local unfolding of
the M4 helix in this region. In this context a proline
residue at position 308 almost certainly contributes

to unfolding whilst the sequence PEGL is a key
motif in all ATPases. Although the position of the
Ca2+ is clearly seen within the transmembrane region
the structure of the SR-CaATPase does not offer
any clues as to the route of ion conduction. There
were no obvious vestibules in the bound state, as
seen in porins, and conformational changes facilitate
transport of Ca ions across the membrane by coupling
events in the transmembrane domain with those in
the cytoplasmic domains. This involves Ca binding
and release, nucleotide binding as well as Asp351
phosphorylation and dephosphorylation.

Summary

Following the determination of the structure of the
bacterial photosynthetic reaction centre there has been a
progressive increase in the number of refined structures
for membrane bound.

Compared with the large number of structures
existing for globular domains in the protein databank
it is clear that the number of highly resolved (<5 Å)
structures available for membrane proteins is much
smaller. This will change rapidly as more membrane
proteins become amenable to methods of structure
determination.

Peripheral or extrinsic proteins are associated with
the membrane but are generally released by mild dis-
ruptive treatment. In contrast, integral membrane pro-
teins remain firmly embedded within the hydrophobic
bilayer and removal from this environment frequently
results in a loss of structure and function.

Crystallization of membrane proteins requires con-
trolled and ordered association of subunits via the
interaction of exposed polar groups on the surfaces of
proteins. The process is assisted by the introduction of
amphiphiles that balance conflicting solvent require-
ments of membrane proteins.

The vast majority of proteins rely on the folding
of the primary sequence into transmembrane helical
structures. These helices have comparable geometry to
those occurring in soluble proteins exhibiting similar
bond lengths and torsion angles.

The major differences with soluble proteins lie
in the relative distribution of hydrophobic amino
acid residues.
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Table 5.10 Some of the membrane protein structures deposited in PDB; Most structures were determined using
X-ray crystallography

Protein PDB Resolution (Å) Function

Rhodopsin family and G-protein coupled receptors
Bacteriorhodopsin (EM) 2BRD 3.5 Light driven proton pump
(X-ray) 1C3W 1.55
Halorhodopsin 1E12 1.8
Rhodopsin 1F88 2.8 Visual cycle transducing light energy

into chemical signals
Sensory rhodopsin II 1H68 2.1

Photosynthetic and light harvesting complexes

R. viridis reaction centre 1PRC 2.3 Primary charge separation initiated by a
photon of light

R. sphaeroides reaction centre 1PSS 3.0
Light harvesting chlorophyll

complexes from R. acidophila
1 KZU 2.5 Gathering light energy and focussing

photons to the photosynthetic
reaction centre

Photosystem I from S. elongatus 1JB0 2.5 Primary photochemistry
Photosystem II from S. elongatus 1FE1 3.8 Oxygenic photosynthesis

Bacterial and mitochondrial respiratory complexes

Cytochrome oxidase (aa3) from P.
denitrificans

1AR1 2.8 Catalyses terminal step of aerobic
respiration

Cytochrome oxidase (ba3) from T.
thermophilus

1EHK 2.4

Cytochrome oxidase from bovine
heart mitochondria

1OCC 2.8

Bovine heart mitochondria bc1

complex
1BGY 2.8 Electron transfer complex that oxidizes

ubiquinonols and reduces
cytochrome c

Chicken heart cytochrome bc1

complex
1BCC 3.2

S. cerevisiae cytochrome bc1

complex
1EZV 2.3

(continued )
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Table 5.10 (continued)

Protein PDB Resolution (Å) Function

Other energy transducing membrane proteins
ATP synthase (F1 c10) S. cerevisiae 1E79 3.9 Membrane portion forms proton

channel
Fumarate reductase complex from

Wolinella succinogenes
1QLA 2.2

β barrel membrane proteins of porin family

Porin from R. capsulatus 2POR 1.8 Semi-selective pore proteins
Porin from R. blastica 1PRN 2.0
OmpF from E. coli. 2OMF 2.4
PhoE from E. coli. 1PHO 3.0
Maltoporin from S. typhimurium 2MPR 2.4
Maltoporin from E. coli 1MAL 3.1
OmpA from E. coli. (NMR) 1G90
(X-ray) 1BXW 2.5

Ion and other channel proteins

Calcium ATPase from SR of rabbit 1EUL 2.6 Controls Ca flux in sarcoplasmic
reticulum

Toxins

α-haemolysin from S. aureus 7AHL 1.9 Channel forming toxin
LukF from S. aureus 3LKF 1.9 Homologous in structure and function

to α-haemolysin

Membrane proteins such as toxins or pore proteins
are based on β strands assembling into compact, bar-
rel structures that assume great stability via inter-strand
hydrogen bonding.

Sequencing proteins assists in the definition of trans-
membrane domains via identification of hydrophobic
side chains. Proteins containing high proportions of
residues with non-polar side chains such as Leu, Val,
Ile, Phe, Met and Trp in blocks of ∼20–30 residues
are probably membrane bound.

The structures of bacteriorhodopsin revealed seven
transmembrane helices of ∼23 residues in length
correlating with seven ‘blocks’ in the primary sequence

composed predominantly of residues with non-polar
side chains.

The seven transmembrane helix structure is a
common architecture in membrane proteins with G-
protein coupled receptors sharing these motifs.

Methods developed for crystallization of the bacte-
rial reaction centre from R. viridis proved applicable to
other classes of membrane proteins including respira-
tory complexes found in mitochondrial membranes and
in aerobic bacteria. These complexes generate proton
gradients vital for the production of ATP and represent
the ‘power stations’ providing energy for all cellu-
lar processes.
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The structure of Ca ATPase reveals the coordinated
action of cytosolic and membrane located domains in
Ca transport across the membrane and points the way
to understanding the movement of charged ions across
impermeant lipid bilayers.

ATP is produced by ATP synthase a large enzyme
composed of a peripheral F1 complex together with a

smaller membrane bound region (Fo). These domains
form a rotary motor where the flux of protons
through Fo drives rotation of c subunits via trans-
mission to a central stalk (γ, δ and ε subunits)
that mediates conformational changes at the cat-
alytic centres in (αβ)3 subunits promoting ATP
formation.

Problems

1. Having determined the nucleotide sequence of a puta-
tive membrane protein describe how you would use
this data to obtain further information on this protein.

2. List the post-translational modifications added to
proteins to retain them within or close to the
lipid bilayer. Give an example protein for each
modification.

3. Find the membrane-spanning region in the following
sequence: . . . . . . . . .GELHPDDRSKITKPSESIITTIDS
NPSWWTNWLIPAISALFVALIYHLYTSEN. . . . . ...

4. How many residues are required to span a lipid bilayer
if they are all form within a regular α helix? How
many turns of a regular α helix are required to cross
the membrane once?

5. Using the crystal structure for the bacterial reaction
centre estimate the average length of the transmem-
brane helices. Are there any differences and if so how
do you account for them?

6. Describe the advantages and disadvantages of using
the erythrocyte membrane as a model for studying
membrane protein structure and organization.

7. Use protein databases to find membrane protein
structures determined at resolution below 0.3 nm and
those between 0.3 and 0.5 nm.

8. Gramicidin is a small polypeptide of 15 residues that
adopts a helical conformation. This molecule has been
observed to act as an ionophore allowing K+ ions to
cross the membrane. How might this occur?



 



 

6
The diversity of proteins

The incredible diversity shown by the living world
ranges from bacteria and viruses to unicellular organ-
isms, eventually culminating with complex multicel-
lular systems of higher plants, including gymnosperms
and angiosperms, and animals such as those of the ver-
tebrate kingdom. However, the living world is based
around proteins made up of the same 20 amino acids.
There is no fundamental difference between the amino
acids and proteins making up a bacterium such as
Escherichia coli to those found in higher vertebrates.
As a result the principles governing protein structure
and function are equally applicable to all living sys-
tems. This pattern of similarity is not surprising if
one considers that all living systems are related by
their evolutionary origin to primitive ancestors that had
acquired the basic 20 amino acids to use in the syn-
thesis of proteins. Higher levels of complexity were
acquired by evolutionary divergence that led to a sub-
tle alteration in primary sequence and the generation
of new or altered functional properties. Although the
exact nature of the ‘first’ ancestral cell is unclear along
with details of self-replicating systems advances have
been made in understanding the origin of proteins.

Prebiotic synthesis and the origins
of proteins
The origin of life represents one of the greatest puzzles
facing scientists today. What originally seemed to be

an impossible problem has gradually become better
understood via experimentation. In order to synthesize
proteins it is first necessary to make amino acids
containing carbon, hydrogen, oxygen and nitrogen, and
occasionally sulfur. The source of all carbon, hydrogen,
oxygen and nitrogen would have been the original
atmospheric gases of carbon dioxide, nitrogen, water
vapour, ammonia, and methane, but not atmospheric
oxygen since this was almost certainly lacking in early
evolutionary periods. When this series of events is
placed in a time span we are describing reactions that
occurred more than 3.6 billion years ago.

In a carefully designed experiment Stanley Miller
and Harold Urey showed that simulating the primitive
conditions present on the Earth around 4 billion years
ago could result in the production of biomolecules. This
study involved adding inorganic molecules to a closed
system under a reducing atmosphere (lacking oxygen).
The gaseous mixture of mainly ammonia, hydrogen and
methane simulated the early Earth’s atmosphere. The
whole mixture was refluxed in a closed evacuated sys-
tem with the water phase representative of the ‘oceans’
of the early earth analysed at the end of an experiment
lasting several days (Table 6.1). Subjecting the system
to electrical discharge (lightning) and high amounts of
ultraviolet light (Sun) formed biomolecules, including
the amino acids glycine, alanine and aspartate. The for-
mation of hydrogen cyanide, aldehydes and other cyano

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 6.1 Prebiotic synthesis of amino acids from
simple organic molecules

Table 6.1 Yields of biomolecules from simulating
prebiotic conditions using a mixture of methane,
ammonia, water and hydrogen

Biomolecule Approximate yield (%)

Formic acid 4.0
Glycine 2.1
Glycolic acid 1.9
Alanine 1.7
Lactic acid 1.6
β-Alanine 0.76
Propionic acid 0.66
Acetic acid 0.51
Iminodiacetic acid 0.37
α-Hydroxybutyric acid 0.34
Succinic acid 0.27
Sarcosine 0.25
Iminoaceticpropionic acid 0.13
N -Methylalanine 0.07
Glutamic acid 0.051
N -Methylurea 0.051
Urea 0.034
Aspartic acid 0.024
α-Aminoisobutyric acid 0.007

Shown in red are constituents of proteins (after Miller, S.J. & Orgel,
L.E. The Origins of Life on Earth. Prentice-Hall, 1975).

compounds was also important since these simple com-
pounds undergo a wide range of further reactions. The
general reaction is summarized by a simple addition
reaction between aldehydes and hydrogen cyanides in
the presence of water (Figure 6.1), although in practice

Figure 6.2 An example of the apparatus used by
Urey and Miller to demonstrate prebiotic synthesis of
organic molecules

the reaction may form a nitrile derivative in the atmo-
sphere followed by hydrolysis in the ‘ocean’ to yield
simple amino acids.

Performing this type of experiment with dif-
ferent mixtures of starting materials yielded addi-
tional biomolecules, including adenine. Variations on
this basic theme have suggested that although the
Earth’s early atmosphere lacked oxygen the pres-
ence of gases such as CO, CO2 and H2S were
vital for prebiotic synthesis. The presence of sul-
fur enhances the number and type of reactions that
could occur. More recently, examination of ocean
floors has revealed the presence of deep sea vents
sometimes called ‘smokers’ or fumaroles. These vents
release hot gases and minerals from the Earth’s
crust into the ocean and are also prime sites for
organic synthesis. This suggests that many potential



 

EVOLUTIONARY DIVERGENCE OF ORGANISMS AND ITS RELATIONSHIP TO PROTEIN STRUCTURE AND FUNCTION 163

sites and sources of energy were available for prebi-
otic synthesis.

The next barrier to the evolution of life involved
the formation of polymers from precursors. The genetic
systems found in cells today are specialized polymers.
They are able to direct the synthesis of proteins from
messenger ribonucleic acid (mRNA), the latter rep-
resenting the information present in deoxyribonucleic
acid (DNA). In addition these polymers are capable
of directing their own synthesis in a macromolecular
world of DNA/RNA and protein.

DNA −→ RNA −→ protein

These systems are self-replicating and their evolution
represents one of the greatest hurdles to be overcome
in the development of living systems. Replicating DNA
requires proteins to assist in the overall process whilst
the scheme above demonstrates that protein synthesis
requires DNA and RNA. This creates a paradox often
called the ‘chicken and egg’ puzzle of molecular
biology of which came first.

The recent demonstration that RNA molecules have
catalytic function analogous to conventional enzymes
has revolutionized views of prebiotic synthesis. Cat-
alytic forms of RNA called ribozymes mean that RNA
molecules, in theory, at least have the means to direct
their own synthesis and to catalyse a limited num-
ber of chemical reactions. For this reason a preva-
lent view of molecular evolution involves a world
dominated by RNA molecules that gradually evolved
into a system in which proteins carried out catalysis,
whilst nucleic acid performed a role of information
storage, transfer and control. The details of this transi-
tion remain far from complete but supportive lines of
evidence include: (i) the existence of different forms
of RNA such as rRNA, mRNA, tRNA and genomic
RNA; (ii) molecules such as nicotinamide adenine
dinucleotide (NAD), adenosine tri- and diphosphate
(ATP/ADP), and flavin adenine dinucleotide (FAD)
found universally throughout cells are composed of
adenine units analogous to those occurring in RNA;
(iii) tRNAs have a tertiary structure; (iv) ribosomes
represent hybrid RNA–protein systems where cataly-
sis is RNA based; and (v) the enzyme RNaseP from E.
coli catalyses the degradation of polymeric RNA into
smaller nucleotide units in a reaction where RNA is
the active component.

A major objection to the view of an ‘RNA world’
has been the comparative instability of RNA (especially
when compared to DNA). RNA is easily degraded
and it is difficult to see how stable systems capa-
ble of replication and catalysis evolved. Additionally
the synthesis of polymers of RNA under conditions
similar to those found early in the earth’s history
has proved remarkably difficult. Despite these prob-
lems most researchers view RNA as a likely inter-
mediate between the ‘primordial soup’ and the sys-
tems of replication and catalysis found in modern
cell types.

The fossil record evidence shows that bacteria-like
organisms were present on earth 3.6 billion years ago.
This implies that the systems of replication present
today in living cells had already evolved. The ‘RNA-
directed world’ was therefore a comparatively short
time interval of ∼0.5 billion years!

Having evolved a primitive replication and catalysis
system based on RNA the simple amino acids could
be used in protein biosynthesis. It is very unlikely
that all amino acids were present in the primordial
soup since some of the amino acids are relatively
unstable especially under acidic conditions, and this
includes the side chains of asparagine, glutamine,
and histidine. In addition the amino acids found in
proteins represent a very small subset of the total
number of amino acids known to exist. This might
suggest that the present class of amino acids evolved
over millions of years to reflect a blend of chemical
and physical properties required by proteins although
it was essentially complete and intact 3.6 billion
years ago.

Evolutionary divergence of organisms
and its relationship to protein
structure and function

The precise details of the origin of life involving the
generation of a self-replicating system and its evolu-
tion into the complex multicellular structures found
in higher plants and animals are unclear but the fos-
sil record shows that primitive bacteria were present
on earth in the pre-Cambrian period nearly 3.6 bil-
lion years ago. These fossilized cells resemble a
class of bacteria found on present day Earth called
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cyanobacteria. Although it is surprising that bacteria
leave fossil records cyanobacteria often form a signif-
icant cell wall together with layered structures called
stromatolites (Figure 6.3). These structures form a mat
as cyanobacteria grow trapping sediment and helping
the fossilization process. Cyanobacteria are prokary-
otic cells, lacking a nucleus and internal membranes,
capable of both photosynthetic and respiratory growth
and are represented today by genera such as Nostoc,
Anacystis and Synechococcus.

Less ambiguously and more importantly the fos-
sil record demonstrates progressive increases in com-
plexity from the simple prokaryotic cell lacking a
nucleus to more complicated structures similar to mod-
ern eukaryotic cells. Eukaryotic cells became multi-
cellular and evolved by specialization towards specific
cellular functions (Figure 6.4). These cells increased in
structural complexity by internal compartmentalization
with genome organization becoming more complex
along with the variety of biochemical reactions catal-
ysed within these cells. Whilst the fossil record aided
our understanding of evolution one of the best methods
of deciphering evolutionary pathways has come from
comparing protein and DNA sequences.
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Figure 6.3 Microfossil of filamentous bacterial cells.
The fossil shown alongside an interpretive drawing is
from Western Australia and rocks dated at ∼3.4 × 109

years (Reproduced with permission from Voet, D., Voet,
J.G. and Pratt, C.W. Fundamentals of Biochemistry. John
Wiley & Sons, Ltd, Chichester, 1999)
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In a protein of 100 amino acid residues there are
20100 unique or possible sequences. It is clear that bio-
logical sequences represent only a small fraction of
the total number of permutations. Protein sequences
often show similarities with these relationships gov-
erned by evolutionary lineage. Over millions of years
a sequence can change but it cannot cause complete
loss of function unless gene duplication has occurred.
If mutation provides new enhanced functional activities
any selective advantage conferred on the host organism
possessing this protein will lead to improved survival
and gene perpetuation.

Protein sequence analysis
Protein sequencing
The sequencing of DNA has advanced so rapidly that
this method is now by far the most common and
effective way of determining the sequence of a protein.
By translating the order of nucleotide bases along a
DNA sequence one can simply derive the sequence
of amino acid residues. However, there are occasions
when it becomes important to sequence a protein
directly and this might include determining the extent
of post-translational processing or arranging peptide
fragments in a linear order.

Protein sequencing is an automated technique
carried out using sophisticated instruments (sequena-
tors) and based on methods devised by Pehr Edman
(it is often called Edman degradation). The unknown
polypeptide is reacted under alkaline conditions (pH
∼9) with phenylisothiocyanate (PTC) where the free
amino group at the N-terminal forms a phenylthio-
carbamoyl derivative, which is hydrolysed from the
remaining peptide using anhydrous trifluoroacetic acid
(Figures 6.5 and 6.6). PTC makes the first peptide
bond less stable and easily hydrolysed. Residue rear-
rangement in aqueous acidic solution yield a phenylth-
iohydantoin (PTH) derivative of the N-terminal amino
acid that is identified using chromatography or mass
spectrometry (Figure 6.7). The significance of this
series of reactions is that the N-terminal amino acid is
‘tagged’ by attaching PTC but the remaining polypep-
tide chain (now containing n − 1 residues) remains
intact and can undergo further reactions with PTC at
its new N-terminal residue. The Edman degradation
is a repetitive, cyclical, series of reactions, although

N C S N C peptideH2N C C

OR1 H

H

R2

H

N C

S

N N C peptide

R2

C C

OR1 H

HH

+

~pH 9.0

H

Figure 6.5 The reaction of the N-terminal amino acid
residue with phenylisothiocyanate in the first step of
the Edman degradation
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Figure 6.6 Hydrolysis of the phenylthiocarbamoyl
derivative of the peptide to yield a protein of n − 1
residues and a free ‘labelled’ amino acid

as with most repetitive procedures, errors accumu-
late and progressively degrade the accuracy of the
whole process. Errors include: random breakage of
the polypeptide chain producing a second free amino
terminal residue; incomplete reaction between PTC
and the N-terminal amino acid leading to its appear-
ance in the next reactive cycle; and side reactions
that compete with the reaction between PTC and
the polypeptide chain. Sequenators are very sensitive
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Figure 6.7 Re-arrangement of the PTC-derivative to
form a phenylthiohydantoin (PTH) derivative of the
N-amino acid

instruments capable of sequencing picomole amounts
of polypeptide. Usually an upper limit on the length of
the polypeptide chain that can be sequenced directly
is about 70 residues. Since most proteins contain
far more than 70 residues the sequencing procedures
relies on ‘chopping’ the polypeptide chain into a
series of smaller fragments that are each sequenced
independently.

Generation of smaller peptide fragments involves
using hydrolytic enzymes that cleave the polypeptide

Table 6.2 Enzymes or reagents for generating peptide
fragments suitable for sequencing

Enzyme/reagent Cleavage site

Trypsin -Arg -↑-Yaa or Lys -↑-Yaa-

Endoprotease Arg-C -Arg -↑-Yaa

Chymotrypsin -Phe -↑-Yaa, -Tyr -↑-Yaa, -Trp

-↑-Yaa

Clostripain -Arg -↑-Yaa

Asp-N -Xaa-↑-Asp

Thermolysin -Xaa-↑-Leu, -Xaa-↑-Ile,

-Xaa-↑-Val, -Xaa-↑-Met,

V-8 protease -Asp -↑-Yaa, -Glu -↑-Yaa

Cyanogen bromide

(CNBr)

-Met -↑-Yaa

In many cases the above enzymes show wider specificity. For
example chymotrypsin will cleave other large side chains particularly
Leu and care needs to be exercised in interpreting the results of
proteolytic cleavage. In other instances the identity of Xaa/Yaa
can influence whether cleavage occurs. For example Lys-Pro is not
cleaved using trypsin.

at specific sequences or by the use of cyanogen
bromide that splits polypeptide chains after methionine
residues (Table 6.2).

After purification of the individual fragments the
shorter peptides are sequenced, although the major
problem is now to deduce the respective order of each

Table 6.3 Fragments derived by digestion of unknown
protein with Asp-N and trypsin

Digestion with trypsin

Mass Peptide sequence

4905.539 ITKPSESIITTIDSNPSWW

TNWLIPAISALFVALIYHLYTSEN

2205.928 EQAGGDATENFEDVGHSTDAR

1511.749 FLEEHPGGEEVLR

1412.717 TFIIGELHPDDR

1186.599 YYTLEEIQK

1160.646 STWLILHYK

738.403 VYDLTK

650.299 AEESSK

599.290 HNNSK

476.271 ELSK

317.218 AVK

234.145 SK

Digestion with Asp-N

Mass Peptide Sequence

4100.113 AEESSKAVKYYTLEEIQK

HNNSKSTWLILHYKVY

3621.805 DSNPSWWTNWLIPAISA

LFVALIYHLYTSEN

2411.184 DLTKFLEEHPGGEEVLREQAGG

1825.981 DARELSKTFIIGELHP

1789.007 DRSKITKPSESIITTI

825.326 DATENFE

615.273 DVGHST

134.045 D
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peptide. This problem is resolved by repeating the
digestion of the intact protein with a second enzyme
that reacts at different sites producing fragments whose
relationship to the first set is established by sequencing
to determine an unambiguous order of residues along
a polypeptide chain. The principle of this method
is demonstrated with an ‘unknown’ protein of 133
residues and its digestion with two enzymes; trypsin
and Asp-N (Table 6.3 and Figure 6.8). Trypsin shows
substrate specificity for lysine and arginine residues
cleaving peptide bonds on the C terminal side of these
residues whilst Asp-N is a protease that cleaves before
aspartate residues.

To verify the primary sequence a total amino acid
analysis is usually performed on the unknown protein
by complete hydrolysis of the protein into individual
amino acid residues. Quite clearly the total amino acid
composition must equate with the combined number of
amino acids derived from the primary sequence.

Amino acid analysis consists of three steps: (i)
hydrolysis of the protein into individual amino acids;
(ii) separation of the amino acids in this mixture; and
(iii) identification of amino acid type and its quan-
tification. Hydrolysis of the protein is normally com-
plete after dissolving a small amount of the sam-
ple in 6 M HCl and heating the sample in a vac-
uum at 110 ◦C for 24 hours. The peptide bonds are
broken leaving a mixture of individual amino acids.
This approach destroys the amino acid tryptophan
completely whilst cysteine residues may be oxidized

and partially destroyed by these conditions. Simi-
larly, acid hydrolysis of glutamine and asparagine
side chains can form aspartate and glutamate and it
is not usually possible to distinguish Asn/Asp and
Glu/Gln in protein hydrolysates. For this reason protein
sequences may be written as Glx or Asx represent-
ing the combined number of glutamine/glutamate and
asparagine/aspartate residues.

Separation is achieved by cation exchange chro-
matography (Figure 6.9) using resins, supported within
stainless steel or glass columns, containing nega-
tively charge groups such as sulfonated polystyrenes.
The negatively charge amino acids such as aspartate
and glutamate elute rapidly whilst the flow of pos-
itively charged amino acids through the column is
retarded due to interaction with the resin. By alter-
ing the polarity of the eluting solvent the interac-
tion of hydrophobic amino acids with the column is
enhanced. Amino acids with large hydrophobic side
chains, for example phenylalanine and isoleucine, elute
more slowly than smaller amino acids such as alanine
and glycine.

To enhance detection the amino acids are reacted
with a colored reagent such as ninhydrin, fluores-
cein, dansyl chloride or PTC. If this procedure is per-
formed prior to column separation the absorbance of
derivatized amino acids as they elute from the col-
umn is readily recorded at ∼540 nm or from their
fluorescence. Due to the high reproducibility of these

* 2 0 * 4 0 *
Unknown : A E E S S K A V K Y Y T L E E I Q K H N N S K S T W L I L H Y K V Y D L T K F L E E H P G G E E V L : 5 0
Unknown : A E E S S K A V K Y Y T L E E I Q K H N N S K S T W L I L H Y K V Y D L T K F L E E H P G G E E V L : 5 0

6 0 * 8 0 * 1 0 0
Unknown : R E Q A G G D A T E N F E D V G H S T D A R E L S K T F I I G E L H P D D R S K I T K P S E S I I T : 1 0 0
Unknown : R E Q A G G D A T E N F E D V G H S T D A R E L S K T F I I G E L H P D D R S K I T K P S E S I I T : 1 0 0

* 1 2 0 *
Unknown : T I D S N P S W W T N W L I P A I S A L F V A L I Y H L Y T S E N : 133
Unknown : T I D S N P S W W T N W L I P A I S A L F V A L I Y H L Y T S E N : 133

Figure 6.8 The figure shows the unknown protein whose primary sequence can be deduced from sequencing smaller
fragments derived by digestion with trypsin (top line) and Asp-N (bottom line). For clarity alternate fragments
derived using trypsin are shown in red and purple whilst the Asp-N fragments are shown in magenta and green
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Figure 6.9 Elution of protein hydrolysate from a cation exchange column. The amino acids were derivatized first
with a fluorescent tag to aid detection (after Hunkapiller, M.W. et al. Science 1984, 226, 339–344)

profiles the amino acids of each type can be identified
and their relative numbers quantified.

DNA sequencing

DNA sequencing methods are now routine and the
recent completion of genomic sequencing projects tes-
tifies to the efficiency and accuracy of these techniques.
The first genome sequencing projects were completed
in the early 1980s for viruses and bacteriophages such
as φX174 as well as organelles such as mitochondria
that contain small circular DNA genomes. However
in the last decade massive DNA sequencing projects

were initiated and have resulted in vast numbers of
primary sequences. In 2001 the human genome project
was completed as a ‘first draft’ and the genomes
of many other prokaryotic and eukaryotic organisms
have been sequenced. This list includes the com-
pletion of the genome of the fruit fly Drosophila
melanogaster as well as the genomes of many bac-
teria including pathogenic strains such as Haemophilus
influenzae, Helicobacter pylori, Yersinia pestis, Pseu-
domonas aeruginosa, Campylobacter jejuni, as well
as E. coli strain K-12. This has been complemented
by completion of the genomes of Saccharomyces
pombe and cerevisiae (the fission and baker’s yeast,
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respectively), the nematode worm Caenorhabditis ele-
gans and the plant genome of Arabidopsis thaliana.
Unfortunately it remains largely true that we have no
idea about the structure or function of many of the
proteins encoded within these sequenced genomes.

Nowadays it is common to determine the order of
bases along a gene and in so doing deduce the primary
sequence of a protein. After locating the relevant
start codon (ATG) it is straightforward to use the
genetic code to translate the remaining triplet of bases
into amino acids and thereby determine the primary
sequence of the protein. There are many computer
programs that will perform these tasks using the
primary sequence data to derive additional properties
about the protein. These properties can include overall
charge, isoelectric point (pI), hydrophobicity and
secondary structure elements and are part of the
bioinformatics revolution that has accompanied DNA
and protein sequencing.

For eukaryotes translation of the order of bases
along a gene is complicated by the presence of
introns or non coding sequences. The recognition
of these sites or the use of cDNA derived from
processed mRNA allows protein sequences to be
routinely translated. In databases it is normal for DNA
sequences of eukaryotic cells to reflect the coding
sequence although occasionally sequences containing
introns are deposited.

Gene sequencing is an automated technique that
involves determining the order of only four components
(adenine, cytosine, guanine, and thymine, i.e. A, C,
G and T) compared with 20 different amino acids.
With fewer components it becomes critical to correctly
establish the exact order of bases since a mistake,
such as an insertion or deletion, will result in a
completely different translated sequence. DNA is
amplified to produce many complementary copies of
the template using the polymerase chain reaction (PCR)
a process that exploits the activity of thermostable
DNA polymerases. The PCR technique is divided
into three steps: denaturation, annealing and extension
(Figure 6.10). Each step is optimized with respect
to time and temperature. However, the process is
generally performed at three different temperatures of
∼96, ∼55 and ∼72 ◦C with each phase lasting for about
30, 30 and 120 s, respectively.

Figure 6.10 General principle of primer-directed DNA
synthesis by polymerases. The PCR extends this process
in a cyclical series of reactions since the polymerase is
thermostable and withstands repeated cycles of high
temperature

DNA polymerase activity extends new strands from
primers (15–25 bases in length) that are complemen-
tary to the two template strands (Figure 6.11). A poly-
merase commonly used in these studies is that iso-
lated from Thermus aquaticus and often referred to
as Taq polymerase. The double helix is dissociated at
high temperatures (∼96 ◦C) and on cooling the sus-
pension primers anneal to each DNA strand (∼55 ◦C).
With a suitable supply of nucleotide triphosphates
(dNTPs, Figure 6.12) new DNA strand synthesis by
the polymerase occurs rapidly at 72 ◦C forming two
complementary strands. After one cycle the PCR dou-
bles the number of copies and the beauty of the process
is that it can be repetitively cycled to provide large
amounts of identical DNA. It can be seen that start-
ing with one copy of DNA leads after thirty rounds
of replication to 230 copies of DNA – all identical to
the initial starting material.1 This procedure is used to
amplify DNA fragments as part of a cloning, muta-
genesis or forensic study but it can also be used to
sequence DNA.

If PCR techniques are carried out with dNTPs and
a small amount of dideoxy (ddNTPs) nucleotides then
chain termination will result randomly along the new
DNA strand. Dideoxynucleotides were first introduced
by Frederick Sanger as part of a sequencing strategy
based on the absence of an oxygen atom at the

1Only with ‘proofreading’ DNA polymerases. Taq polymerase is not
proof reading and exhibits an error rate of ∼1 in 400 bases.
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Figure 6.11 The use of PCR-based methods for amplification and replication of template DNA
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Figure 6.12 The base and sugar components of NTPs.
In this case the deoxyadenosine and dideoxyadenosine
(note absence of hydroxyl at C3′ position)

C3′ position of the ribose ring. The effect of the
missing oxygen is to prevent further elongation of the
nucleotide chain in the 5′ –3′ direction via an inhibition
of phosphodiester bond formation.

When small amounts of the four nucleotides are
present as ddNTPs random incorporation will result in
chain termination (Figure 6.13). On average the PCR
will result in a series of DNA fragments truncated
at every nucleotide, each fragment differing from
the previous one by just one base in length. Quite
clearly if we can establish the identity of the last
base we can gradually establish the DNA sequence.
The second step of DNA sequencing separates these

DNA fragments. To aid identification each ddNTP is
also labelled with a fluorescent probe based on the
chromophores fluoroscein and rhodamine 6 G. Each
of the four dideoxy nucleotides is tagged with a
different fluorescent dye that has an emission maxima
(λmax) that allows the final base to be discriminated.
Dye-labelled DNA fragments are separated according
to mass by running through polyacrylamide gels
or capillaries. Today the most sophisticated DNA
sequencing systems use capillary electrophoresis with
the advantages of high separation efficiency, fast
separations at high voltages, ease of use with small
sample volumes (∼1 µ l), and high reproducibility.
‘Labelled’ DNA exits the capillaries and laser-induced
fluorescence detected by a charge coupled device
(CCD) is interpreted as a fluorescence profile by a
computer leading to routine sequencing of over 1000
nucleotides with very low error rates (Figure 6.14).

Sequence homology

Advances in both DNA and protein sequencing have
generated enormous amounts of data. This data repre-
sents either the order of amino acids along a polypeptide
chain or the order of bases along a nucleotide chain and
contains within this ‘code’ significant supplementary
information on proteins. With the introduction of power-
ful computers sequences can be analysed and compared
with each other. In particular computational analysis has
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Figure 6.13 Chain termination of an extending DNA sequence by incorporation of dideoxynucleotide triphosphates
(ddNTPs)

allowed the recognition of sequence similarity. For any
sequence there is a massive number of permutations and
similarity does not arise by chance. Instead sequence
similarity may indicate evolutionary links and in this
context the term homology is used reservedly. Protein
sequences can be similar without needing to invoke an
evolutionary link but the term homology implies evo-
lutionary lineage from a common ancestor. Both DNA
and protein sequences can show homology. In order

to establish that protein sequences are homologous we
have to establish rules governing this potential similarity.
Consider the partial sequences

-D-E-A-L-V-S-V-A-F-T-S-I-V-G-G-

-D-E-A-F-T-S-I-V-G-G-M-D-D-P-G-

This represents a small section of the polypeptide
chain (15 residues) in each of two sequences. Are they

T T A A A A A A A A AC C CT T T TG G G
60 70

G G G G

Figure 6.14 A small section of the computer-interpreted fluorescence profile of a DNA sequence. A is denoted by
the green trace, C in blue, G in black and T by the red trace. Sequence anomalies arise when ‘clumps’ of bases are
found together, for example, a block of T residues and may require user intervention
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similar and if so how similar or are they different?
An initial inspection ‘by eye’ might fail to establish
any relationship. However, closer examination would
reveal that the two sequences could be ‘aligned’ by
introducing a gap of seven residues into the second
sequence. When the sequences are re-written as

D-E-A-L-V-S-V-A-F-T-S-I-V-G-G-
D-E- ∗ -∗ - ∗ -∗ - ∗ - ∗ -∗ -T-S-I-V-G-G-M-D-D-P-G

a good alignment exists for some of the residues and
significantly these residues are identical. Clearly to
some observers this is significant similarity (8 out of
15 residues are identical) whilst to others it could be
viewed as a major difference (7 residues are missing
and information is lacking about the similarity of the
last 5 residues in the second sequence!). What is needed
is a way of quantifying this type of problem.

Alignment of protein sequences is the first step
towards quantifying similarity between one or more
sequences. As a result of point mutations or larger
mutational events sequences change giving proteins
containing different residues. This obscures relation-
ships between proteins and one reason for comparing
and aligning sequences is to deduce these relationships.
For newly determined sequences this allows identifica-
tion to previously characterized proteins and highlights
a shared common origin.

In Chapter 3 the tertiary structures of haemoglobin α

and β chains were superimposed to reveal little differ-
ence in respective fold (Figure 3.43). This suggested
an evolutionary relationship as a result of ancestral
gene duplication. Structural homology, supported by
significant sequence homology between α and β chains,
reveals a level of identity between the two chains of
over 40 percent (62/146) (Figure 6.15).

Domains are key features of modular or mosaic
proteins. Sequence alignments reveal that gene dupli-
cation leads to a proliferation of related domains in
different proteins. As a result, proteins are related
by the presence of similar domains – one example is
the occurrence of the SH3 domain in proteins that
share little else in common except the presence of this
motif. SH3 (or Src Homology 3) domains are small,
non-catalytic, modules of 50–70 residues that medi-
ate protein–protein interactions by binding to proline-
rich peptide sequences. The domain was discovered in
tyrosine kinase as one module together with SH1 (tyro-
sine kinase) and SH2 (phosphotyrosine binding). The
domain is found in kinases, lipases, GTPases, structural
proteins and viral regulatory proteins.

Alignment methods offer a way of pictorially repre-
senting similarity between one or more ‘test’ sequences
and a library of ‘known’ sequences derived from
databases. In addition alignment methods offer a route
towards quantifying the extent of this similarity by
incorporating ‘scoring’ schemes. A number of different
approaches exist for aligning sequences. A prevalent
approach is called a ‘pairwise similarity’ and involves
comparing each sequence in the database (library)
with a ‘test’ sequence (Figure 6.16). The observa-
tion of ‘matches’ indicates sequence similarity. A sec-
ond level of comparison involves comparing families
of sequences with libraries to establish relationships
(Figure 6.17). This approach establishes ‘profiles’ for
the initial family and then attempts to fit this profile to
other members of the database.

A third approach is to use known motifs found
within proteins. These motifs are invariant or highly
conserved blocks of residues characteristic of a protein
family. These motifs are used to search databases
for other sequences bearing the corresponding motif.

* 20 * 40 * 60 *
: -VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHF-DLS-----HGSAQVKGHGKKVADALTNAVA
: VHLTPEEKSAVTALWGKV--NVDEVGGEALGRLLVVYPWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFSDGLA

80 * 100 * 120 * 140 *
: HVDDMPNALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR-----
:

a
b

a
b HLDNLKGTFATLSELHCDKLHVDPENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH-----

Figure 6.15 The sequence of the α and β chains of haemoglobin. Identical residues are shown in red whilst
conserved residues are shown in yellow
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Figure 6.16 Pairwise similarity search of the databank using single ‘query’ sequence

Figure 6.17 The use of a profile established from aligned proteins to improve quality of matches

Table 6.4 A selection of the characteristic motifs used to identify proteins

Motif sequence Protein family Example

CX2CH Class I soluble c type cytochromes Bacterial cytochrome c551

F(Y)L(IVMK)X2HPG(A)G Cytochrome b5 family Nitrate reductase

CX7L(FY)X6F(YW)XR(K)X8CXCX6C Ribosomal proteins L3 protein

A(G)X4GKS(T). ATPases ATP synthetase

CX2CX3L(IVMFYWC)X8HX3H Zn finger-DNA binding proteins TFIIIA

LKEAExRAE Tropomyosin family Tropomyosin

Motifs are simply short sequences of amino acid residues within a polypeptide chain that facilitate the identification of related proteins. The residues in
parenthesis are alternative residues that make up the consensus motif. The X indicates the number of intervening residues lacking any form of consensus. The
number of intervening residues can show minor variations in length.
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Query sequence            Domain database or library    Domain identification in proteins

Figure 6.18 A query sequence is used with a domain-based database to identify similar proteins containing
recognized domains

Diagnostic motifs occur regularly in proteins with whole
databases devoted to their identification (Table 6.4).
Many protein families have conserved sequence motifs
and it is often sufficient to ‘query’ the database only with
this motif to identify related proteins (Figure 6.18).

The best forms of sequence alignment are derived
via computational methods known as dynamic program-
ming that detect optimal pairwise alignment between
two or more proteins. The details of computational pro-
gramming are beyond the scope of this book but the
procedure compares two or more sequences by look-
ing for individual characters, or a series of character
patterns, that are in the same order in each sequence.
Identical or similar characters are placed in the same col-
umn, and non-identical characters can be placed in the
same column either as a mismatch or opposite a ‘gap’ in
the other sequences. Irrespective of the approach used to
derive alignments a query sequence is compared with all
sequences within a selected database to yield a ‘score’
that indicates a level of similarity. An optimal alignment
will result in the arrangement of non-identical characters
and gaps minimized to yield identical or similar charac-
ters as a vertical register. The art of these methods is to
create a feasible scoring scheme, and the identity matrix
or matrices based on physicochemical properties often
fail to establish relationships, even for proteins known
to be related.

The most important improvement in scoring schemes
came from methods based on the observed changes

in amino acid sequence in homologous proteins. This
allowed mutation rates to be derived from their evo-
lutionary distances and was pioneered by Margaret
Dayhoff in the 1970s. The study measured the fre-
quencies with which residues are changed as a result
of mutation during evolution and involved carefully
aligning (by eye) all proteins recognized to be within
a single family. The process was repeated for differ-
ent families and used to construct phylogenetic trees
for groups of proteins. This approach yielded a table
of relative frequencies describing the rate of residue
replacement by each of the nineteen other residues
over an evolutionary period. By combining this table
with the relative frequency of occurrence of residues in
proteins a family of scoring matrices were computed
known as point accepted mutation (PAM) matrices.
The PAM matrices are based on estimated mutation
rates from closely related proteins and are effective at
‘scoring’ similarities between sequences that diverged
with evolutionary time. In the PAM 250 matrix the
data reflects aligned protein sequences extrapolated to
a level of 250 amino acid replacements per 100 residues
per 100 million years. A score above 0 indicates that
amino acids replace each other more frequently than
expected from their distribution in proteins and this
usually means that such residues are functionally equiv-
alent. As expected mutations involving the substitution
of D > E or D > N are relatively common whilst tran-
sitions such as D > R or D > L are rare.
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An alternative approach is the BLOCKS database
based on ungapped multiple sequence alignments that
correspond to conserved regions of proteins. These
‘blocks’ were constructed from databases of families
of related proteins (such as Pfam, ProDom, InterPro
or Prosite). This has yielded approximately 9000
blocks representing nearly 2000 protein families. The
BLOCKS database is the basis for the BLOSUM
substitution matrices that form a key component of
common alignment programs such as BLAST, FASTA,
etc. (BLOSUM is an acronym of BLOcks SUbstitution
Matrices.) These substitution matrices are widely used
for scoring protein sequence alignments and are based
on the observed amino acid substitutions in a large
set of approximately 2000 conserved amino acid
patterns, called blocks. The blocks act as identifiers
of protein families and are based around a greater
dataset than that used in the PAM matrices. The
BLOSUM matrices detect distant relationships and
produce alignment that agrees well with subsequent
determination of tertiary structure. In general if a test
sequence shares 25–30 percent identity with sequences
in the database it is likely to represent a homologous
protein. Unfortunately, when the level of similarity falls
below this level of identity it proves difficult to draw
firm conclusions about homology.

Structural homology arising from sequence
similarity

With large numbers of potential sequences for proteins
the number of different folded conformations might
also be expected to be large. However, the tertiary

or folded conformations of proteins are less diverse
than would be expected from the total number of
sequences. Protein folds have been conserved during
evolution with conservation of structure occurring
despite changes in primary sequence.

In most cases structural similarities arise as a
result of sequence homology. However, in a few
instances structural homology has been observed where
there is no obvious evolutionary link. One family
of proteins that clearly indicates both sequence and
structural homology is the cytochrome c family.
Vertebrate cytochrome c isolated from mitochondria,
such as those from horse and tuna, share very similar
primary sequences (only 17 out of 104 residues are
different) and this is emphasized by comparable tertiary
structures (Figure 6.20). The conservation of structure
is expected as both horse and tuna proteins occupy
similar functional roles. Yeast cytochrome c also
exhibits homology and a similar tertiary structure but
a reduced level of sequence identity to either horse
or tuna cytochrome c (∼59 out of 104 residues are
identical) reflects a more distant evolutionary lineage
(hundreds of millions of years). In bacteria a wide range
of c type cytochromes are known all containing the
heme group covalently ligated to the polypeptide via
two thioether bridges derived from cysteine residues.
The proteins are soluble, contain between 80 and 130
residues, and function as redox carriers.

If the sequences of cytochrome c2 from Rhodobacter
rubrum, cytochrome c-550 from Paracoccus denitrifi-
cans and the mitochondrial cytochromes c from yeast,
tuna and horse are compared only 18 residues remain
invariant (Figure 6.19). These residues include His

Horse : GDVEKGKKIFVQKCAQCHTVE--------KGGKHKTGPNLHGLFGRKTGQAPGFTYTDA---NKNKG--ITWKEE
Tuna : GDVAKGKKTFVQKCAQCHTVE--------NGGKHKVGPNLWGLFGRKTGQAEGYSYTDA---NKSKG--IVWNEN
Yeast : GSAKKGATLFKTRCLQCHTVE--------KGGPHKVGPNLHGIFGRHSGQAEGYSYTDA---NIKKN--VLWDEN
P.denitrif : GDAAKGEKEF-NKCKACHMVQAPDGTDIVKGG--KTGPNLYGVVGRKIASEEGFKYGDGILEVAEKNPDLVWTEA
R.rubrum : GDAAAGEKV-SKKCLACHTFD--------QGGANKVGPNLFGVFENTAAHKDNYAYSESYTEMKAKG--LTWTEA

Horse : TLMEYLENPKKYI------PG--TKMIFAGIKKKTEREDLIAYLKKATNE
Tuna : TLMEYLENPKKYI------PG--TKMIFAGIKKKGERQDLVAYLKSATS-
Yeast : NMSEYLTNPKKYI------PG--TKMAFGGLKKEKDRNDLITYLKKACE-
P.denitrif : DLIEYVTDPKPWLVEKTGDSAAKTKMTFK-LGKNQA--DVVAFLAQNSPD
R.rubrum : NLAAYVKNPKAFVLEKSGDPKAKSKMTFK-LTKDDEIENVIAYLKTLK--

Figure 6.19 Sequence homology between the cytochromes c of horse, tuna, yeast, R. rubrum and P. denitrificans.
Shown in red are identical residues between the sequences whilst yellow residues highlight those residues that are
conserved within the horse, tuna and yeast eukaryotic sequences. Only 18 out of 104 residues show identity
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(a) (b)

(c)

(e)

(d)

Figure 6.20 The structures of cytochrome c from different source organisms. The structures shown for five
cytochrome c were obtained from (a) tuna (PDB: 3CYT), (b) yeast – the iso-1 form (PDB:1YCC), (c) P. denitrificans
(PDB:155C), (d) R. rubrum cytochrome c2 (PDB:1C2R), and (e) horse (PDB:1CRC). The insertions of residues in the
bacterial sequences can be seen in the additional backbone structure shown in the bottom left region of the molecule
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18, Met80, Cys14 and Cys17 and are critical to the
functional role of cytochrome c in electron transfer.
Consequently their conservation is expected. There is
very little sequence similarity between cytochrome c2

and horse cytochrome c but an evolutionary lineage is
defined by tracking progressive changes in sequence
through micro-organisms, animal and plants. In this
manner it is clear that cytochrome c represents the sys-
tematic evolution of a protein designed for biological
electron transfer from a common ancestral protein. A
more thorough analysis of the sequences reveals that
although changes in residue occur at many positions
the majority of transitions involve closely related amino
acid residues. For example, near the C terminus of each
cytochrome c a highly conserved Phe residue is usu-
ally found but in the sequence of P. denitrificans this
residue is substituted with Tyr.

Irrespective of the changes in primary sequence for
these cytochromes c considerable structural homology
exists between all of these proteins. This homology
extends from the protein found in the lowliest prokary-
ote to that found in man. It is only by comparing inter-
mediate sequences between cytochrome c2 and horse
cytochrome c that evolutionary links are established
but structural homology is a strong indicator that the
proteins are related. As a caveat although structural
homology is normally a good indicator of relationships
it is not always true (see below) and must be supported
by sequence analysis.

The serine proteases are another example of struc-
tural homology within an evolutionarily related group
of proteins. This family of enzymes includes famil-
iar proteins from higher organisms such as trypsin,
chymotrypsin, elastase and thrombin and they have
the common function of proteolysis. If the sequences
of trypsin, chymotrypsin and elastase are compared
(Figure 6.21) they exhibit an identity of ∼40 percent
and this is comparable to the identity shown between
the haemoglobin α and β chains. The three-dimensional
structure of all of these enzymes are known and they
share similar folded conformations with invariant His
and Ser residues equivalent to positions 57 and 195
in chymotrypsin located in the active sites along with
the third important residue of Asp 102. Together these
residues make up the catalytic triad and from their
relative positions other members of the family of ser-
ine proteases have been identified. The similarity in

Figure 6.21 The structures of chymotrypsin, trypsin
and elastase shown with elements of secondary
structure superimposed. Chymotrypsin (blue, PDB:
2CGA), elastase (magenta, PDB: 1QNJ) and trypsin
(green, PDB: 1TGN). Shown in yellow in a cleft or
active site are the catalytic triad of Ser, His and Asp
(from left to right) that are a feature of all serine
protease enzymes

sequence and structure between chymotrypsin, elastase
and trypsin indicates that these proteins arose from
gene duplication of an ancestral protease gene with
subsequent evolution accounting for individual differ-
ences.

By following changes in sequence for different pro-
teins in a family an average mutation rate is calcu-
lated and reveals that ‘house-keeping’ proteins such as
histones, enzymes catalysing essential metabolic path-
ways, and proteins of the cytoskeleton evolve at very
slow rates. This generally means the sequences incor-
porate between 1 and 10 mutations per 100 residues
per 100 million years. Consequently to obscure all
evolutionary information, which generally requires
∼250–350 substitutions per 100 residues, takes a con-
siderable length of time. As a result of this slow
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Table 6.5 Rate of evolution for different proteins (adapted from Wilson, A.C. Ann. Rev. Biochem. 1977, 46, 573–639)

Protein Accepted point
mutations/100

residues/108 years

Protein Accepted point
mutations/100

residues/108 years

Histone H2 0.25 Insulin 7
Collagen α1 2.8 Glucagon 2.3
Cytochrome c 6.7 Triose phosphate isomerase 5.3
Cytochrome b5 9.1 Lactate dehydrogenase M chain 7.7
Lysozyme 40 α-lactalbumin 43
Ribonuclease A 43 Immunoglobulin V region 125
Myoglobin 17 Haemoglobin α 27
Histone H1 12 Haemoglobin β 30

rate of evolution ‘house-keeping’ proteins are excel-
lent tools with which to trace evolutionary relation-
ships over hundreds of millions of years. Higher rates
of evolution are seen in proteins occupying less criti-
cal roles.

Mutations arising in DNA are not always converted
into changes in protein primary sequence. Some
mutations are silent due to the degeneracy inherent in
the genetic code. A nonsense mutation results from
the insertion of a stop codon within the open reading
frame of mRNA and gives a truncated polypeptide
chains. The generation of a stop codon close to the
start codon will invariably lead to a loss of protein
activity whilst a stop codon located relatively near to
the original ‘stop’ sight may well be tolerated by the
protein. Missense mutations change the identity of a
residue by altering bases within the triplet coding for
each amino acid. From the standpoint of evolutionary
analysis it is these mutations that are detected via
changes in primary sequences.

Proteins with different structures and functions
evolve at significantly different rates. This is seen most
clearly by comparing proteins found in Homo sapiens
and Rhesus monkeys. For cytochrome c the respective
primary sequences differ by less than 1 percent of their
residues but for the α and β chains of haemoglobin
these differences are at a level of 3–5 percent whilst
for fibrinopeptides involved in blood clotting the differ-
ences are ∼30 percent of residues. This emphasizes the

need to use families of proteins to extrapolate rates of
protein evolution. Systematic studies have determined
rates of evolution for a wide range of proteins of dif-
ferent structure and function (Table 6.5) with mutation
rates expressed as the number of point mutations per
100 residues per 108 years.

Conotoxins are a family of small peptides derived
from the Conus genus of predatory snails. These snails
have a proboscis containing a harpoon-like organ that
is capable of injecting venom into fish, molluscs and
other invertebrates causing rapid paralysis and death.
The venom contains over 75 small toxic peptides that
are between 13 and 35 residues in length and disulfide
rich. The toxins have been purified and exhibit vary-
ing degrees of toxicity on the acetylcholine receptor of
vertebrate neurones. The peptides represent a molec-
ular arms race whereby rapid evolution has allowed
Conus to develop ‘weapons’ in the form of toxins of
different sequence and functional activity. As potential
prey adapt to the toxins Conus species evolve new tox-
ins based around the same pattern. Whereas proteins
such as histones show evolutionary rates of change
of ∼0.25 point mutations/100 residues/108 years the
conotoxins have much higher rates of change estimated
at ∼60–180 point mutations/100 residues/108 years.
This pattern is supported by analysis of other toxins
such as those from snake venom where typical muta-
tion rates are ∼100 point mutations/100 residues/108

years.
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The rapid development of molecular cloning
techniques, DNA sequencing methods, sequence com-
parison algorithms and powerful yet affordable com-
puter workstations has revolutionized the importance
of protein sequence data. Thirty years ago protein
sequence determination was often one of the final steps
in the characterization of a protein, whilst today one
premise of the human genome mapping project is that
sequencing all of the genes found in man will uncover
their function via data analysis. There is no doubt that
this premise is beginning to yield rich rewards with the
identification of new homologues as well as new open
reading frames (ORFs), but in many cases sequence
data has remained impervious to analysis.

The above examples highlight structural homol-
ogy that has persisted from a common ancestral
protein despite the slow and gradual divergence of
protein sequences by mutation. Occasionally structural
homology is detected where there is no discernable
relationship between proteins. This is called convergent
evolution and arises from the use of similar structural
motifs in the absence of sequence homology. In sub-
tilisin and serine carboxypeptidase II a catalytic triad
of Ser-Asp-His is observed (Figure 6.22) that might
imply a serine protease but the arrangement of residues
within their primary sequences are different to chy-
motrypsin and these proteins differ in overall structure.
It is therefore very unlikely that these three proteins

Figure 6.22 The positions of the catalytic triad
together with hydrophobic residues involved in sub-
strate binding in unrelated serine proteases. Subtilisin,
chymotrypsin and serine carboxypeptidase II

could have arisen from a common ancestor of chy-
motrypsin or a related serine protease since the order

Table 6.6 Potential examples of convergent evolution in proteins

Protein 1 Protein 2 Functional motif

Chymotrypsin Subtilisin

Carboxypeptidase II

Catalytic triad of Ser/Asp/His residues in the

proteolysis of peptides

Triose phosphate

isomerase

As many as 17 different groups of enzymes

possess β barrel. Luciferase, pyruvate kinase

and ribulose 1,5 bisphosphate

carboxylase-oxygenase (rubisco)

TIM barrel fold of eight parallel β strands forming

a cylinder connected by eight helices arranged

in an outer layer of the protein

Carbonic

anhydrase (α)

Carbonic anhydrase (β) form plants. Zn ion ligated to protein and involved in catalytic

conversion of CO2 to HCO3
−

Thermolysin Carboxypeptidase A Zn ion ligated to two imidazole side chains and

the carboxyl side chain of Glu. Also

coordinated by water molecule playing a crucial

role in proteolytic activity.
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of residues in the catalytic triad differs as do other
structural features present in each of the enzymes. This
phenomenon is generally viewed as an example of con-
vergent evolution where nature has discovered the same
catalytic mechanism on more than one occasion (see
Table 6.6).

The term convergent evolution has been applied
to the Rossmann fold found in nucleotide binding
domains consisting of three β strands interspersed
with two α helices with a common role of bind-
ing ligands such as NAD+ or ADP. In many pro-
teins these structural elements are identified, but lit-
tle sequence homology exists between nucleotide-
binding proteins. The sequences reflect the production
of comparable topological structures for nucleotide-
binding domains by different permutations of residues.
Are these domains diverged from a common ances-
tor or do they result from convergent evolution? The
large number of domains found in proteins capable
of binding ATP/GTP or NAD/NADP suggests that it
is unlikely that proteins have frequently and inde-
pendently evolved a nucleotide-binding motif domain.
It is now thought more likely that the Rossmann
fold evolved with numerous variations arising as a
result of divergent evolution from a common and
very distant ancestral protein. The β barrel exem-
plified by triose phosphate isomerase is also widely
found in proteins and may also represent a simi-
lar phenomenon.

Protein databases

A number of important databases are based on the
sequence and structure information deposited and
archived in the Protein Data Bank. These databases
attempt to order the available structural informa-
tion in a hierarchical arrangement that is valuable
for an analysis of evolutionary relationships as well
as enabling functional comparisons. In the SCOP
(Structural Classification of Proteins) database all of
the deposited protein structures are sorted accord-
ing to their pattern of folding. The folds are eval-
uated on the basis of their arrangement and in par-
ticular the composition and distribution of secondary
structural elements such as helices and strands. Fre-
quently construction of this hierarchical system is

based on manual classification of protein folds and
as such may be viewed as subjective. Currently,
non-subjective methods are being actively pursued in
other databases in an attempt to remove any bias
in classification of protein folds. The levels of orga-
nization are hierarchical and involve the classes of
folds, superfamilies, families and domains (the indi-
vidual proteins).

Domains within a family are homologous and have a
common ancestor from which they have diverged. The
homology is established from either sequence and/or
functional similarity. Proteins within a superfamily
have the same fold and a related function and therefore
also probably have a common ancestor. However,
within a superfamily the protein sequence composition
or function may be substantially different leading
to difficulty in reaching a conclusive decision about
evolutionary relationships. At the next level, the fold,
the proteins have the same topology, but there is
no evidence for an evolutionary relationship except a
limited structural similarity.

The CATH database attempts to classify protein
folds according to four major hierarchical divisions;
Class, Architecture, Topology and Homology (see
Figure 6.23 for an example). It also utilizes algo-
rithms to establish definitions of each hierarchical
division. Class is determined according to the sec-
ondary structure composition and packing within a
protein structure. It is assigned automatically for most
structure (>90 percent) with manual inspection used
for ‘difficult’ proteins. Four major classes are recog-
nized; mainly α, mainly β and α–β protein domains
together with domains that have a very low secondary
structure content. The mixed α–β class can be fur-
ther divided into domains with alternating α/β struc-
tures and domains with distinct α rich and β rich
regions (α + β). The architecture of proteins (A-level
hierarchy) describes the overall shape of the domain
and is determined by the orientations of the indi-
vidual secondary structural elements. It ignores the
connectivity between these secondary structures and
is assigned manually using descriptions of secondary
structure such as β barrel or β–α–β sandwich. Sev-
eral well-known architectures have been described in
this book and include the β propellor, the four-helix
bundle, and the helix-turn-helix motif. Structures are
grouped into fold families or topologies at the next
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C

TIM barrel

flavodoxin
(4fxn)

b–lactamase
(1mbIA1)

Sandwich Roll

a a + b b

A

T

Figure 6.23 The distinguishing of flavodoxin and β

lactamase; two α/β proteins based around a β sandwich
structure

level of organization. Assignment of topology depends
on the overall shape and connectivity of the secondary
structures and has started to be automated via algo-
rithm development. A number of topologies or fold
families have been identified, with some, such as the
β two-layer sandwich architecture and the α–β three-
layer sandwich structures, being relatively common.
The H level of classification represents the homolo-
gous superfamily and brings together protein domains
that share a common ancestor. Similarities are iden-
tified first by sequence comparisons and subsequently
by structural comparisons. Hierarchical levels of orga-
nization are shown at the C, A and T states for α/β
containing proteins.

Gene fusion and duplication

The preceding sections highlight that some proteins
share similar sequences reflected in domains of similar
structure. The α + β fold of cytochrome b5 first
evolved as an electron transfer protein and then
became integrated as a module found in larger multi-
domain proteins. The result was that ligated to a
hydrophobic tail the protein became a membrane-
bound component of the endoplasmic reticulum fatty
acid desaturase pathway. When this domain was joined
to a Mo-containing domain an enzyme capable of
converting sulfite into sulfate was formed, sulfite
oxidase. Joining the cytochrome to a flavin-containing
domain formed the enzyme, nitrate reductase. Proteins
sharing homologous domains arose as a result of
gene duplication and a second copy of the gene.
This event is advantageous to an organism since large
genetic variation can occur in this second copy without
impairing the original gene.

The globin family of proteins has arisen by gene
duplication. Haemoglobin contains 2α and 2β chains
and each α and β chain shows homology and is
similar to myoglobin. This sequence homology reflects
evolutionary origin with a primitive globin functioning
simply as an oxygen storage protein like myoglobin.
Subsequent duplication and evolution allowed the
subtle properties of allostery as well as the differences
between the α and β subunits. During embryogenesis
other globin chains are observed (ξ and ε chains)
and fetal haemoglobin contains a tetramer made up
of α2γ2 subunits that persists in adult primates at a
level of ∼1 percent of the total haemoglobin. The δ

chain is homologous to the β subunit and leads to the
evolution of the globin chains in higher mammals as a
genealogical tree, with each branch point representing
gene duplication that gives rise to further globin
chains (Figure 6.24).

Secondary structure prediction

One of the earliest applications of using sequence
information involved predicting elements of secondary
structure. If sufficient numbers of residues can be
placed in secondary structure then, in theory at least,
it is possible to generate a folded structure based on
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Figure 6.24 Evolution of the globin chains in
primates. Each branch point represents a gene
duplication event with myoglobin evolving early in
the evolutionary history of globin subunit

the packing together of helices, turns and strands.
Secondary structure prediction methods are often based
on the preference of amino acid residues for certain
conformational states.

One algorithm for secondary structure prediction
was devised by P.Y. Chou and G.D. Fasman, and
although superior methods and refinements exist today
it proved useful in defining helices, strands and turns
in the absence of structural data. It was derived from
databases of known protein structures by estimating
the frequency with which a particular amino acid was
found in a secondary structural element divided by the
frequency for all other residues. A value of 1 indicates a
random distribution for a particular amino acid whilst
a value greater than unity suggests a propensity for
finding this residue in a particular element of secondary
structure. A series of amino acid preferences were
established (Table 6.7).

The numbers in the first three columns, Pα, Pβ Pt,
are equivalent to preference parameters for the 20
amino acids for helices, strands and reverse turns
respectively. From this list one can assign the residues
on the basis of the preferences; Ala, Arg, Glu, Gln,
His, Leu, Lys, and Met are more likely to be found in
helices; Cys, Ile, Phe, Thr, Trp, Tyr and Val are likely
to be found in strands while Asn, Asp, Gly, Pro and
Ser are more frequently located in turns. The algorithm

Table 6.7 Propensity for a given amino acid residue
to be found in helix, strand or turn

Residue Pα Pβ Pt Residue Pα Pβ Pt

Ala 1.41 0.72 0.82 Leu 1.34 1.22 0.57

Arg 1.21 0.84 0.90 Lys 1.23 0.84 0.90

Asn 0.76 0.48 1.34 Met 1.30 1.14 0.52

Asp 0.99 0.39 1.24 Phe 1.16 1.33 0.65

Cys 0.66 1.40 0.54 Pro 0.34 0.31 1.34

Gln 1.27 0.98 0.84 Ser 0.57 0.96 1.22

Glu 1.59 0.52 1.01 Thr 0.76 1.17 0.90

Gly 0.43 0.58 1.77 Trp 1.02 1.35 0.65

His 1.05 0.80 0.81 Tyr 0.74 1.45 0.76

Ile 1.09 1.67 0.47 Val 0.90 1.87 0.41

(After Chou, P.Y. & Fasman, G.D. Ann. Rev. Biochem 1978, 47, 251–276;
and Wilmot, C.M. & Thornton, J.M. J. Mol. Biol. 1988, 203, 221–232).
A value of 1.41 observed for alanine in helices implies that alanine occurs 41
percent more frequently than expected for a random distribution

of Chou and Fasman pre-dated the introduction of
inexpensive computers but contained a few simple
steps that could easily be calculated (Table 6.8). In
practice the Chou–Fasman algorithm has a success rate
of ∼50–60 percent, although later developments have
succeeded in reaching success rates above 70 percent.
A major failing of the Chou–Fasman algorithm is
that it considers only local interactions and neglects
long-range order known to influence the stability of
secondary structure. In addition the algorithm makes
no distinction between types of helices, types of turns
or orientation of β strands.

The availability of large families of homologous
sequences (constructed using the algorithms described
above) has revolutionized methods of secondary struc-
ture prediction. Traditional methods, when applied to a
family of proteins rather than a single sequence have
proved much more accurate in identifying secondary
structure elements. Today the combination of sequence
data with sophisticated computing techniques such as
neural networks has given accuracy levels in excess of
70 percent. Besides the use of advanced computational
techniques recent approaches to the problem of
secondary structure prediction have focussed on the
inclusion of additional constraints and parameters to
assist precision. For example, the regular periodicity of
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Table 6.8 Algorithm of Chou and Fasman

Step Procedure

1 Assign all of the residues in the peptide
the appropriate set of parameters

2 Scan through the peptide and identify
regions where four out of 6 consecutive
residues have Pα > 1.0

This region is declared to be an α helix
3 Extend the helix in both directions until a

set of four residues yield an average
Pα < 1.00. This represents the end of
the helix

4 If the segment defined in step 3 is longer
than 5 residues and the average value of
Pα > Pβ for this segment it can also be
assigned as a helix

5 Repeat this procedure to locate all helical
regions

6 Identify a region of the sequence where 3
out of 5 residues have a value of
Pβ > 1.00. These residues are in a β

strand
7 Extend the sheet in both directions until a

set of four contiguous residues yielding
an average Pβ < 1.00 is reached. This
represents the end of the β strands

8 Any segment of the region located by this
procedure is assigned as a β-strand if
the average Pβ > 1.05 and the average
value of Pβ > Pα for the same region

9 Any region containing overlapping helical
and strand assignments are taken to be
helical if the average Pα > Pβ for that
region. If the average Pβ > Pα for that
region then it is declared a β strand

the α helix of 3.6 residues per turn means that in pro-
teins many regular helices are amphipathic with polar

residues on the solvent side and non-polar residues
facing the inside of the protein. Recognition of a peri-
odicity of i, i + 3, i + 4, i + 7, etc. in hydrophobic
residues has proved particularly effective in predicting
helical regions in membrane proteins.

Genomics and proteomics

The completion of the human genome sequencing
project has provided a large amount of data concerning
the number and distribution of proteins. It seems likely
that the human genome contains over 25 000 different
polypeptide chains, and most of these are currently
of unknown structure and function. Genomics reflects
the wish to understand more about the complexity
of living systems through an understanding of gene
organization and function. Advances in genomics
have provided information on the number, size and
composition of proteins encoded by the genome.
It has highlighted the organization of genes within
chromosomes, their homology to other genes, the
presence of introns together with the mechanism
and sites of gene splicing and the involvement
of specific genes in known human disease states.
The latter discovery is heralding major advances in
understanding the molecular mechanisms of disease
particularly the complex interplay of genetic and
environmental factors. Genomics has stimulated the
discovery and development of healthcare products by
revealing thousands of potential biological targets for
new drugs or therapeutic agents. It has also initiated the
design of new drugs, vaccines and diagnostic DNA kits.
So, although genomic based therapeutic agents include
traditional ‘chemical’ drugs, we are now seeing the
introduction of protein-based drugs as well as the very
exciting and potentially beneficial approach of gene
therapy.

However, as the era of genomics reaches maturity
it has expanded from a simple definition referring to
the mapping, sequencing, and analysis of genomes
to include an emphasis on genome function. To
reflect this shift, genome analysis can now be divided
into ‘structural genomics’ and ‘functional genomics’.
Structural genomics is the initial phase of genome
analysis with the end point represented by the high-
resolution genetic maps of an organism embodied
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by a complete DNA sequence. Functional genomics
refers to the analysis of gene expression and the use
of information provided by genome mapping projects
to study the products of gene expression. In many
instances this involves the study of proteins and a
major branch of functional genomics is the new and
expanding area of proteomics.

Proteomics is literally the study of the proteome
via the systematic and global analysis of all proteins
encoded within the genome. The global analysis of
proteins includes specifically an understanding of
structure and function. In view of the potentially
large number of polypeptides within genomes this
requires the development and application of large-
scale, high throughput, experimental methodologies to
examine not only vast numbers of proteins but also
their interaction with other proteins and nucleic acids.
Proteomics is still in its infancy and current scientific
research is struggling with developing methods to deal
with the vast amounts of information provided by the
genomic revolution. One approach that will be used
in both genomic and proteomic study is statistical and
computational analysis usually called bioinformatics.

Bioinformatics

Bioinformatics involves the fusion of biology with
computational sciences. Almost all of the areas

described in the previous sections represent part of
the expanding field of bioinformatics. This new and
rapidly advancing subject allows the study of biological
information at a gene or protein level. In general, bioin-
formatics deals with methods for storing, retrieving and
analysing biological data. Most frequently this involves
DNA, RNA or protein sequences, but bioinformat-
ics is also applied to structure, functional properties,
metabolic pathways and biological interactions. With a
wide range of application and the huge amount of ‘raw’
data derived from sequencing projects and deposited in
databanks (Table 6.9) it is clear that bioinformatics as a
major field of study will become increasingly important
over the next few decades.

Bioinformatics uses computer software tools for
database creation, data management, data storage, data
mining and data transfer or communication. Advances
in information technology, particularly the use of the
Internet allows rapid access to increasing amounts of
biological information. For example, the sequenced
genomes of many organisms are widely available at
multiple web sites throughout the world. This allows
researchers to download sequences, to manipulate
them or to compare sequences in a large number of
different ways.

Central to the development of bioinformatics has
been the explosion in the size, content and popularity

Table 6.9 A selection of databases related to protein structure and function; some have been used frequently
throughout this book to source data

Database/repository/resource URL (web address)

The Protein DataBank. http://www.rcsb.org/pdb
Expert Protein Analysis System (EXPASY) http://www.expasy.ch/
European Bioinformatics Institute http://www2.ebi.ac.uk
Protein structure classification (CATH) http://www.biochem.ucl.ac.uk/bsm/cath
Structural classification of proteins (SCOP) http://scop.mrc-lmb.cam.ac.uk/scop
Atlas of proteins side chain interactions. http://www.biochem.ucl.ac.uk/bsm/sidechains
Human genome project (a tour!) http://www.ncbi.nlm.nih.gov/Tour
An online database of inherited diseases http://www.ncbi.nlm.nih.gov/Omim
Restriction enzyme database http://rebase.neb.com
American Chemical Society http://pubs.acs.org
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of the world wide web, the most recognized component
of the internet.

Initially expected to be of use only to scien-
tists the world wide web is a vast resource allow-
ing data transfer in the form of pages containing
text, images, audio and video content. Pages, linked
by pointers, allow a computer on one side of the
world to access information anywhere in the world
via series of connected networks. The pointers refer
to URL’s or ‘uniform resource locators’ and are the
basic ‘sites’ of information. So, for example, the pro-
tein databank widely referred to in this book has a
URL of http://www.rcsb.org. The ‘http’ part of a web
address simply refers to the method of transferring
data and stands for hypertext transfer protocol. Hyper-
text is the language of web pages and all web pages
are written in a specially coded set of instructions
that governs the appearance and delivery of pages
known as hypertext markup language (HTML). Finally,
the web pages are made comprehensible (interpreted)
by ‘browsers’ – software that reads HTML and dis-
plays the content. Browsers include Internet Explorer,
Netscape and Opera and all can be used to view ‘on-
line content’ connected with this book. In 10 years the
web has become a familiar resource.

The development of computers has also been
rapid and has seen the introduction of faster ‘chips’,
increased memory and expanded disk sizes to provide
a level of computational power that has enabled the
development of bioinformatics. In a trite formulation
of a law first commented upon by Gordon Moore,
and hence often called Moore’s law, the clock speed
(in MHz) available on a computer will double every
18 months. So in 2003 I am typing this book
on a 1.8 GHz-based computer. Although computer
speeds will undoubtedly increase there are grounds for
believing rates of increase will slow. Searching and
manipulating large databases, coupled with the use of
complex software tools to analyse or model data, places
huge demands on computer resources. It is likely that in
the future single powerful computer workstations with
a very high clock speed, enormous amounts of memory
and plentiful storage devices will become insufficient
to perform these tasks. Instead bioinformatics will have
to harness the power of many computers working either
in parallel or in grid-like arrays. These computers
cumulatively will allow the solution to larger and more

complex problems. However, today bioinformatics is
an important subject in its own right that directs
biological studies in directions likely to result in
favourable outcomes.

One of the results of genome sequencing projects is
that software tools can be developed to compare and
contrast genetic information. One particular avenue that
is being pursued actively at the moment is the pre-
diction of protein structure from only sequence infor-
mation. The determination of three dimensional pro-
tein structures is an expensive, time consuming and
formidable task usually involving X-ray crystallogra-
phy or NMR spectroscopy. Consequently any method
that allows a ‘by-pass’ of this stage is extremely attrac-
tive especially to pharmaceutical companies where the
prime objective is often product development. One
approach is to compare a protein sequence to other
proteins since sequential homology (identity >25 per-
cent) will always be accompanied by similar topology.
If the structure of a sequentially homologous protein
is known then the topology of the new protein can
be deduced with considerable certainty. A more likely
scenario, however, is that the sequence may show rel-
atively low levels of identity and one would like to
know how similar, or different, the three dimensional
structures might be to each other. This is a far more
difficult problem. Comparative modelling will work
when sequentially homologous proteins are compared
but may fail when the levels of identity fall below a
benchmark of ∼25 percent. Additionally some proteins
show very similar structures with very low levels of
sequence homology.

A second approach is the technique of ‘threading’.
This approach attempts to compare ‘target sequences’
against libraries of known structural templates. A
comparison produces a series of scores that are ranked
and the fold with the best score is assumed to be the one
adopted by the unknown sequence. This approach will
fail when a new ‘fold’ or tertiary structure is discovered
and it relies on a representative database of structures
and sequences.

The ab initio approach (Figure 6.25) ignores
sequence homology and attempts to predict the folded
state from fundamental energetics or physicochemical
properties associated with the constituent residues.
This involves modelling physicochemical parameters
in terms of force fields that direct the folding of the
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Figure 6.25 The ab initio approach to fold prediction

primary sequence from an initial randomized structure
to one satisfying all constraints. These constraints
will reflect the energetics associated with charge,
hydrophobicity and polarity with the aim being to find a
single structure of low energy. The resulting structures
should have very few violations with respect to bond
angles and length and can be checked for consistency
against the Ramachandran plot. Ab initio protocols do
not utilize experimental constraints but depend on the
generation of structure from fundamental parameters
in silico.

This approach is based on the thermodynamic
argument that the native structure of a protein is the
global minimum in the free energy profile. Ab initio
methods place great demands on computational power
but have the advantage of not using peripheral informa-
tion. Despite considerable technical difficulties success
is being achieved in this area as a result of regular
‘contests’ held to judge the success of ab initio pro-
tocols. These proceedings go under the more formal
name of critical assessment of techniques for protein
structure prediction (CASP). As well as involving the
comparative homology based methods CASP involves
the use of ab initio methods to predict tertiary struc-
tures for ‘test’ sequences (Figure 6.26). The empha-
sis is on prediction as opposed to “postdiction” and
involves a community wide attempt to determine struc-
tures for proteins that have been assessed independently
(but are not available in public domain databases).
Independent structural knowledge allows an accurate
assessment of the eventual success of the different ab

Figure 6.26 One good model predicted for target
protein (T0091) in CASP4. The native structure of
T0091 is shown on the left and the predicted model is
shown on the right. Structurally equivalent residues are
marked in yellow (reproduced with permission Sippl,
M.J. et al. Proteins: Structure, Function, and Genetics,
Suppl. 5, 55–67. John Wiley & Sons, Chichester, 2001)

initio approaches. Generally the results are expressed
as rmsd (root mean square deviations), reflecting the
difference in positions between corresponding atoms in
the experimental and calculated (predicted) structures.
In successful predictions rmsd values below 0.5 nm
were seen for small proteins (<100 residues) using
ab initio approaches. Although the agreement between
predicted and experimentally determined structures is
still relatively poor the resolution allows in favourable
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circumstances the backbone of ‘target proteins’ to be
defined with reasonable accuracy and for overall fold
to be identified. For larger proteins the refinement of
structure is worse but ab initio methods are becoming
steadily better and offer the possibility of true protein
structure prediction in the future.

Summary

Despite the incredible diversity of living cells all
organisms are made up of the same 20 amino acid
residues linked together to form proteins. This arises
from the origin of the amino acid alphabet very early
in evolution before the first true cells. All subsequent
forms of life evolved using this basic alphabet.

Prebiotic synthesis is the term applied to non-cellular
based methods of amino acid synthesis that existed over
3.6 × 109 years ago. The famous experiment of Urey
and Miller demonstrated formation of organic molecules
such as adenine, alanine and glycine that are the
precursors today of nucleic acids and protein systems.

A major development in molecular evolution was
the origin of self-replicating systems. Today this role
is reserved for DNA but the first replicating systems
were based on RNA a molecule now known to have
catalytic function. An early prebiotic system involving
RNA molecules closely associated with amino acids is
thought to be most likely.

The fossil record shows primitive prokaryotic cells
resembling blue-green cyanobacteria evolved 3.6 bil-
lion years ago. Evolution of these cells through com-
partmentalization, symbiosis and specialization yielded
single cell and metazoan eukaryotes.

Protein sequencing is performed using the Edman
procedure and involves the labelling and identification
of the N-terminal residue with phenylisothiocyanate
in a cyclic process. The procedure can be repeated

∼50–80 times before cumulative errors restrict the
accuracy of sequencing.

Nucleic acid sequencing is based on dideoxy chain
termination procedures. The result of efficient DNA
sequencing methods is the completion of genome
sequencing projects and the prevalence of enormous
amounts of bio-information within databases.

Databases represent the ‘core’ of the new area
of bioinformatics – a subject merging the disciplines
of biochemistry, computer science and information
technology together to allow the interpretation of
protein and nucleic acid sequence data.

One of the first uses of sequence data was to
establish homology between proteins. Sequence homol-
ogy arises from a link between proteins as a result
of evolution from a common ancestor. Serine pro-
teases show extensive sequence homology and this is
accompanied by structural homology. Chymotrypsin,
trypsin and elastase share homologous sequences and
structure.

Structural homology will also result when sequences
show low levels of sequence identity. The c type
cytochromes from bacteria and mitochondria exhibit
remarkably similar folds achieved with low overall
sequence identity. The results emphasize that proteins
evolve with the retention of the folded structure and
the preservation of functional activity.

The bioinformatics revolution allows analysis of
protein sequences at many different levels. Com-
mon applications include secondary structure predic-
tion, conserved motif recognition, identification of sig-
nal sequences and transmembrane regions, determina-
tion of sequence homology, and structural prediction
ab initio.

In the future bioinformatics is likely to guide the
directions pursued by biochemical research by allowing
the formation of new hypotheses to be tested via
experimental methods.

Problems
1. Use the internet to locate some or all of the web

pages/databases listed in Table 6.9. Find any web
page(s) describing this book.

2. A peptide containing 41 residues is treated with
cyanogen bromide to liberate three smaller peptides
whose sequences are
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(i) Phe-Leu-Asn-Ser-Val-Thr-Val-Ala-Ala-Tyr-
Gly-Gly-Pro-Ala-Lys-Pro-Ala-Val-Glu-Asp-
Gly-Ala-Met

(ii) Ala-Ser-Ser-Glu-Glu-Lys-Gly-Met and

(iii) Val-Ser-Thr-Asn-Glu-Lys-Ala-Ala-Val-Phe

Trypsin digestion of the same 41 residue peptide yields
the sequences:

(i) Ala-Ala-Val-Phe

(ii) Gly-Met-Phe-Leu-Asn-Ser-Val-Thr-Val-Ala-
Ala-Tyr-Gly-Gly-Pro-Ala-Lys-Pro-Ala-Val-Glu-
Asp-Gly-Ala-Met-Val-Ser-Thr-Asn-Glu-Lys and

(iii) Ala-Ser-Ser-Glu-Glu-Lys

Can the sequence be established unambiguously?

3. Obtain the amino acid sequences of human α-
lactalbumin and lysozyme from any suitable database.
Use the BLAST or FASTA tool to compare the
amino acid sequences of human α-lactalbumin and
lysozyme. Are the sequences sufficiently similar to
suggest homology?

4. Identify the unknown protein of Table 6.3.

5. Download the following coordinate files from the
protein databank 1CYO and 1NU4. In each case
use your molecular graphic software to highlight the
number of Phe residues in each protein, any co-factors
present in these proteins and the number of charged
residues present in each protein.

6. What is the EC number associated with the enzyme β-
galactosidase. Locate the enzyme derived from E. coli

in a protein or sequence database. How many domains
does this protein possess? Are these domains related?
Describe the structure of each domain. Estimate the
residues encompassing each domain. Identify the
active site and any conserved residues.

7. Find a program on the internet that allows the
prediction of secondary structure. Use this program
to predict the secondary structure content of myo-
globin. Does this value agree with the known sec-
ondary structure content from X-ray crystallogra-
phy? Repeat this trial with your ‘favourite’ protein?
Now repeat the analysis with a different secondary
structure prediction algorithm. Do you get the same
results?

8. Identify proteins that are sequentially homologous to
(a) α chain of human haemoglobin, (b) subtilisin E
from Bacillus subtilis, (c) HIV protease. Comment
on your results and some of the implications?

9. The β barrel structure is a common topology found
in many proteins. An example is triose phosphate
isomerase. Use databases to find other proteins with
this structural motif. Do these sequences exhibit
homology? Comment on the evolutionary relationship
of β barrels.

10. Assuming a point accepted DNA mutation rate of
20 (20 PAMs/100 residues/108 years) establish the
degree of DNA homology for two proteins each
of 200 residues that diverged 500 million years
ago. What is the maximal level of amino acid
residue homology between proteins and what is the
lowest level?



 

7
Enzyme kinetics, structure, function,

and catalysis

One important function performed by proteins is the
ability to catalyse chemical reactions. Catalytic func-
tion was amongst the first biological roles recognized
in proteins through the work of Eduard Buchner and
Emil Fischer. They identified and characterized the
ability of some proteins to convert reactants into prod-
ucts. These proteins, analogous to chemical catalysts,
increased rates of reaction but did not shift the equi-
librium formed between products and reactants. The
biological catalysts were named enzymes – the name
derived from the Greek for ‘in yeast’ – ‘en’ ‘zyme’.

Within all cells every reaction is regulated by
the activity of enzymes. Enzymes catalyse metabolic
reactions and in their absence reactions proceed at
kinetically insignificant rates incompatible with living,
dynamic, systems. The presence of enzymes results
in reactions whose rates may be enhanced (catalysed)
by factors of 1015 although enhancements in the
range 103 –109 are more typical. Enzymes participate
in the catalysis of many cellular processes ranging
from carbohydrate, amino acid and lipid synthesis,
their breakdown or catabolic reactions (see Figure 7.1),
DNA repair and replication, transmission of stimuli
through neurones, programmed cell death or apoptosis,
the blood clotting cascade reactions, the degradation of
proteins, and the export and import of proteins across
membranes. The list is extensive and for each reaction

the cell employs a unique enzyme tailored via millions
of years of evolution to catalyse the reaction with
unequalled specificity.

This chapter explores how enzyme structure allows
reactions to be catalysed with high specificity and
rapidity. In order to appreciate enzyme-catalysed reac-
tions the initial sections deal with simple chem-
ical kinetics introducing the terms applicable to
the study of reaction rates. Analysis of chemical
kinetics proved to be very important in unravel-
ling mechanisms of enzyme catalysis. Kinetic stud-
ies uncovered the properties of enzymes, products
and reactants, as well as the steps leading to their
formation. In vivo enzyme activity differs from that
observed in vitro by its modulation by other pro-
teins or ligands. The modulation of enzyme activ-
ity occurs by several mechanisms but is vital to
normal cell function and homeostasis. In principle,
regulation allows cells to respond rapidly to environ-
mental conditions, turning on or off enzyme activity
to achieve metabolic control under fluctuating con-
ditions. When conditions change and the enzyme is
no longer required activity is reduced without wasting
valuable cell resources. Feedback mechanisms con-
trol enzyme activity and are a feature of allostery.
Allosteric enzymes exist within the biosynthetic path-
ways of all cells.

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 7.1 The conversion of pyruvate to acetate from the reactions of glycolysis lead to the Krebs citric
acid cycle. Reproduced from Voet et al. (1999) by permission of John Wiley & Sons, Ltd. Chichester
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Table 7.1 Examples of enzymes belonging to the six major classes

Enzyme class Typical example Reaction catalysed

Oxidoreductases Lactate dehydrogenase (EC1.1.1.27) Reduction of pyruvate to lactate with the
corresponding formation of NAD

Transferases Hexokinase (EC 2.7.1.1) Transfer of phosphate group to glucose
from ATP

Hydrolases Acetylcholinesterase (EC 3.1.1.7) Hydrolysis of acetylcholine to choline and
acetate

Lyases Phenylalanine Ammonia Lyase (EC 4.3.1.5) Splits phenylalanine into ammonia and
trans-cinnamate

Isomerases Triose phosphate isomerase (EC 5.3.1.1) Reversible conversion between
dihydroxyacetone phosphate and
glyceraldehyde-3-phosphate

Ligases T4 DNA ligase (EC 6.5.1.1) Phosphodiester bond linkage and
conversion of ATP → AMP

Before reviewing these areas it is necessary to estab-
lish the basis of enzyme nomenclature and to establish
the broad groups of enzyme-catalysed reactions occur-
ring within all cells. For each catalysed reaction a
unique enzyme exists; in glycolysis the conversion of
3-phosphoglycerate phosphate to 3-phosphoglycerate is
catalysed by phosphoglycerokinase (PGK).

3-phosphoglyceroyl phosphate + ADP −−−⇀↽−−−
3-phosphoglycerate + ATP

No other enzyme catalyses this reaction within cells.

Enzyme nomenclature
The naming of enzymes gives rise to much confusion.
Some enzymes have ‘trivial’ names such as trypsin
where the name provides no useful clue to biological
role. Many enzymes are named after their coding
genes and by convention the gene is written in
italic script whilst the protein is written in normal
type. Examples are the Escherichia coli gene polA
and its product DNA polymerase I; the lacZ gene
and β-galactosidase. To systematically ‘label’ enzymes
and to help with identification of new enzymes the

International Union of Biochemistry and Molecular
Biology (IUBMB) devised a system of nomenclature
that divides enzymes into six broad classes (Table 7.1
gives examples of these). Further division into sub-
classes groups enzymes sharing functional properties.
The major classes of enzyme are:

1. Oxidoreductases: catalyse oxidation–reduction (re-
dox) reactions.

2. Transferases: catalyse transfer of functional groups
from one molecule to another.

3. Hydrolases: perform hydrolytic cleavage of bonds.

4. Lyases: remove groups from (or add a group to)
a double bond or catalyse bond scission involving
electron re-arrangement.

5. Isomerases: catalyse intramolecular rearrangement
of atoms.

6. Ligases: joins (ligates) two molecules together.

Each enzyme is given a four-digit number written,
for example, as EC 5.3.1.1. The first number indi-
cates an isomerase whilst the second and third numbers
identify further sub-classes. In this case the second digit
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(3) indicates an isomerase that acts as an intramolecu-
lar isomerase whilst the third digit (1) indicates that
the substrates for this enzyme are aldose or ketose
carbohydrates. The fourth number is a serial num-
ber that frequently indicates the order in which the
enzyme was recognized. The enzyme EC 5.3.1.1 is
triose phosphate isomerase found in the glycolytic path-
way catalysing inter-conversion of glyceraldehyde 3
phosphate and dihydroxyacetone phosphate. A com-
plete list of enzyme classes is given in the Appendix.
At the end of 2003 the structures of over 8000 enzymes
were deposited in the PDB database whilst other
databases recognized over 3700 different enzymes
(http://www.expasy.ch/enzyme/). These lists are con-
tinuing to be updated and grow with the completion of
further genome sequencing projects.

Until recently it was thought that all biological cat-
alysts (enzymes) were proteins. This view has been
revised with the observation that RNA molecules
(ribozymes) catalyse RNA processing and protein syn-
thesis. The observation of catalytic RNA raises an
interesting and perplexing scenario where RNA syn-
thesis is catalysed by proteins (e.g. RNA polymerase)
but protein synthesis is catalysed by RNA (the ribo-
some). This chapter will focus on the properties and
mechanisms of protein based enzymes, in other words
those molecules synonymous with the term enzyme.

Enzyme co-factors
Many enzymes require additional co-factors to catalyse
reactions effectively. These co-factors, also called co-
enzymes, are small organic molecules or metal ions
(Figure 7.2). The nature of the interaction between co-
factor and enzyme is variable, with both covalent and
non-covalent binding observed in biological systems.

A general scheme of classifying co-factors recognizes
the strength of their interaction with enzymes. For
example, some metal ions are tightly bound at active
sites and participate directly in the reaction mechanism
whilst others bind weakly to the protein surface and
have remote roles (Table 7.2). Co-factors are vital to
effective enzyme function and many were recognized
originally as vitamins. Alongside vitamins metal ions
modulate enzyme activity; in the apo (metal-free)
state metalloenzymes often exhibit impaired catalytic
activity or decreased stability. The metal ions, normally
divalent cations, exhibit a wide range of biological
roles (Table 7.3). In carboxypeptidase Zn2+ stabilizes
intermediates formed during hydrolysis of peptide bonds
whilst in heme and non-heme enzymes iron participates
in redox reactions.

Chemical kinetics
In order to understand the details of enzyme action
it is worth reviewing the basics of chemical kinetics
since these concepts underpin biological catalysis. For
a simple unimolecular reaction where A is converted
irreversibly into B

A → B

the rate of reaction is given by the rate of disappearance
of reactant or the rate of appearance of product

−d[A]/dt or d[B]/dt (7.1)

The disappearance of reactants is proportional to the
concentration of A

−d[A]/dt = k[A] (7.2)

where k is a first order rate constant (units s−1).
Rearranging this equation and integrating between

Figure 7.2 Different co-factors and their interactions with proteins
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Table 7.2 Co-factors found in enzymes together with their biological roles

Component Co-factor Metabolic role

Vitamin A Retinal Visual cycle.

Thiamine (B1) Thiamine pyrophosphate Carbohydrate metabolism, transient shuttle of

aldehyde groups

Riboflavin (B2) Flavin adenine dinucleotide (FAD) Redox reactions in flavoenzymes

Flavin mononucleotide (FMN).

Niacin (Nicotinic

acid)

Nicotinamide adenine dinucleotide (NAD) Redox reactions involving NAD linked

dehydrogenases

Panthothenic acid

(B3)

Coenzyme A Acyl group activation and transfer

Pyridoxal phosphate

(B6)

Pyridoxine Transaminase function

Vitamin B12 Cyanocobalamin Methyl group transfer or intramolecular

rearrangement

Folic acid Tetrahydrofolate Transfer of formyl or hydroxymethyl groups

Biotin Biotin ATP dependent carboxylation of substrates

Vitamin K Phylloquinone Carboxylation of Glu residues.

Coenzyme Q Ubiquinone Electron and proton transfer

Table 7.3 Role of metal ions as co-factors in enzyme catalysis

Metal Metalloenzyme General reaction catalysed

Fe Cytochrome oxidase Reduction of O2 to H2O
Co Vitamin B12 Transfer of methyl groups
Mo Sulfite oxidase Reduction of sulfite to sulfate.
Mn Water splitting enzyme Photosynthetic splitting of water to oxygen
Ni Urease Hydrolysis of urea to ammonia and carbamate
Cu Superoxide dismutase Dismutation of superoxide into O2 and H2O2

Zn Carboxypeptidase A Hydrolysis of peptide bonds

t = 0 and t = t leads to the familiar first order equation

−d[A]

[A]
= k dt (7.3)

[A]∫

[A]0

d[A]

[A]
= −

t∫

0

kdt (7.4)

[A] = [A]oe−kt (7.5)
A plot of ln ([A]/[A]o) versus time (t) gives a
straight line of slope −k and provides a graphi-
cal method of estimating first order rate constants
(Figure 7.3).

An important quantity for any first order reaction
is the half-life of the reaction; the time taken for
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Figure 7.3 The rate of reaction as function of the concentration of A in the first order reaction of A→B and
a graphical plot of ln ([A]/[A]o) versus time (t) for the reaction that allows the first order rate constant (k) to
be estimated

the concentration of the reactant to drop to half its
initial value. Rearranging Equation 7.5 yields upon
substitution of [A] = [A]o/2

ln[A]o/2/[A]0 = −kt1/2 (7.6)

where
t1/2 = ln 2/k = 0.693/k (7.7)

Measuring the time for a reactant to fall to half
its original concentration allows an estimation of
the first order rate constant. In general for a reac-
tion of the nth order the half life is propor-
tional to 1/[A]o

n−1. These equations occur com-
monly in reaction kinetics involving biomolecules
and extend to related areas such as folding, sta-
bility and complex formation. A simple bimolec-
ular reaction is described as an irreversible pro-
cess where

A + B −→ product

In contrast the reaction between enzyme and substrate
is usually considered as an equilibrium involving
forward and backward reactions and it is useful
to examine kinetics applicable to (i) a reversible
first order reaction and (ii) consecutive reactions,

since these occur frequently in biological studies.
Examples include

A −−−⇀↽−−− B

A + B
k1−−−⇀↽−−−
k−1

AB
k2−→P

If we consider the reaction scheme for a reversible reac-
tion defined by forward and backward rate constants of
k1 and k−1 the change in the concentration of A with
time is described by the equation

−d[A]/dt = k1[A] − k−1[B] (7.8)

with the reverse reaction written similarly as

−d[B]/dt = k−1[B] − k1[A] (7.9)

This yields

[B]/[A] = k1/k−1 = Keq (7.10)

where Keq is the equilibrium constant for the reaction.
A variation occurs when a reversible reaction for
conversion of A into B is followed by a consecutive
reaction converting B into C. The formation of AB is
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a bimolecular reaction between A and B whilst the
breakdown of AB to yield P is unimolecular. The
easiest way to deal algebraically with this reaction
is to describe the formation of AB. This leads to
the equation

d[AB]/dt = k1[A][B] − k−1[AB] − k2[AB] (7.11)

Under conditions where either k2 � k1 or k−1 � k1

the concentration of the encounter complex [AB]
remains low at all times. This assumption leads to the
equality d[AB]/dt ≈ 0 and is known as the steady state
approximation where

k1[A][B] = k−1[AB] + k2[AB] (7.12)

= (k−1 + k2)[AB] (7.13)

[AB] = k1[A][B]/(k−1 + k2) (7.14)

The rate of formation of product P is described by the
rate of breakdown of AB

d[P]/dt = k2[AB] (7.15)

= k2k1[A][B]/(k−1 + k2) (7.16)

By assimilating the terms k2k1/(k−1 + k2) into a
constant called kobs the bimolecular reaction A + B →
AB → P can be described as a one step reaction
governed by a single rate constant (kobs).

In the above equation two interesting boundary con-
ditions apply. When the dissociation of AB reflected
by the constant k−1 is much smaller than the rate k2

(k−1 � k2) then the overall reaction kobs approximates
to k1 and is the diffusion-controlled rate. The second
condition applies when k2 � k−1 and is known as the
reaction-controlled rate leading to an observed rate con-
stant of

kobs = k2k1/k−1 (7.17)

or
kobs = Keqk2 (7.18)

The transition state and the action
of enzymes

Understanding enzyme action was assisted by transition
state theory developed by Henry Eyring from the 1930s

onwards. For a bimolecular reaction involving three
atoms there exists an intermediate state of high energy
that reflects the breaking of one covalent bond and the
formation of a new one. For the reaction of a hydrogen
atom with a molecule of hydrogen this state equates to
the breakage of the HA–HB bond and the formation of
a new HB–HC bond.

HA–HB + HC −→ HA + HB–HC

An intermediate called the transition state is denoted
by the symbol “‡”. The free energy associated with
the transition state, �G‡, is higher than the free
energy associated with either reactant or products
(Figure 7.4).

Eyring formulated the transition state in quantitative
terms where reactants undergo chemical reactions
by their respective close approach along a path of
minimum free energy called the reaction coordinate.
Reactions are expressed by transition state diagrams
that reflect changes in free energy as a function of
reaction coordinate. Favourable reactions have negative
values for �G(�G < 0) and are called exergonic.
Other reactions require energy to proceed and are
described as endergonic (�G > 0). The free energy
changes as the reaction progresses from reactants
to product. For the reaction R → P we identify
average free energies associated with R and P, as GR

and GP, respectively, with the free energy associated
with the products being lower than that of the
reactants; the change in free energy is negative and
the reaction is favourable. However, although the
reaction is favourable the profile does not reveal
anything about the rate of reaction nor does it offer
any clues about why some reactions occur faster
than others.

The concept of activation energy recognized by
Arrhenius in 1889 from the temperature dependence
of reactions follows the relationship

k = A exp−Ea/RT (7.19)

where k is a rate constant, A is a frequency factor
and Ea is the activation energy. Eyring realized
that a new view of chemical reactions could be
obtained by postulating an intermediate, the transition
state, occurring between products and reactants. The
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Figure 7.4 Transition state diagrams. In the absence of a transition state the pathway from reactants to products
is obscure but one can recognize that the products have a lower free energy than the reactants (GP < GR)

transition state exists for approximately 10−13 –10−14 s
leading to a small percentage of reactants being found
in this conformation at any one time. The formation
of product required crossing the activation barrier
otherwise the transition state decomposed back to the
reactants. With this view of a chemical reaction the
rate-limiting step became the decomposition of the
transition state to products or reactants involving a non-
conventional equilibrium established between reactants
and the transition state. For the reaction

A + B −−−⇀↽−−− X‡ −→ products

the equilibrium constant (K‡) is expressed in terms of
the activated complex (X‡) and the reactants (A and B).

K‡ = X‡/[A][B] (7.20)

The rate of the reaction is simply the product of the
concentration of activated complex multiplied by the
frequency of crossing the activation barrier (ν).

Rate = ν[X‡] = ν[A][B]K‡ (7.21)

Since the rate of reaction is also

= k[A][B] (7.22)

this leads to
k = νK‡ (7.23)

Although evaluation of k depends on our ability to
deduce ν and K‡ this can be achieved via statistical
mechanics to leave the result

k = kBT /h K‡ (7.24)

where kB on the right-hand side of the equation is
the Boltzmann constant, T is temperature and h is
Planck’s constant. Equation 7.24 embodies thermody-
namic quantities (�G, �H and �S) since

�G‡ = −RT ln K‡ (7.25)

and the rate constant can be expressed as

k = kBT /h e−�G‡/RT (7.26)

where � G‡ is the free energy of activation. Since the
parameter kBT /h is independent of A and B the rate of
reaction is determined solely by �G‡, the free energy
of activation. Since

�G‡ = �H ‡ − T �S‡ (7.27)
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a thermodynamic formulation of transition state theory
is often written as

k = kBT /h e�S‡/R e−�H ‡/RT (7.28)

where �S‡ and �H ‡ are the entropy and enthalpy
of activation. For uncatalysed reactions reaching a
transition state represents an enormous energy barrier
to the formation of product. A large activation energy
barrier is reflected by a slow reaction that arises
because few reactants acquire sufficient thermal energy
to cross this threshold.

Many reactions, particularly those in biological
systems, consist of several steps. For reactions such as

A −→ I −→ P

the shape of the transition state diagram (Figure 7.5)
reflects the overall reaction. If the activation energy
of the first step (A → I) is greater than that of I → P
then the first step is slower than that of the second. The
reaction with the highest activation energy represents
the rate-determining step for the overall process.

Figure 7.5 Transition state diagram for a two-stage
reaction where the step A → I is the rate determining
event. The shape of the transition barrier is described
by ‘box like’ profiles (Figure 7.3), curves or gradients
but these 2D representations are inaccurate since
the pathway to the transition state is likely to be
convoluted and reached by several ‘routes’

Catalysts lower the energy associated with a tran-
sition state and increase the rate of a chemical reac-
tion (termed velocity) without undergoing a net change
over the entire process. The efficiency of a catalyst is
reflected by lowering the activation energy with the dif-
ference in free energy (��G‡) allowing catalytic rate
enhancements to be calculated (e−��G‡/RT ).

Enzymes are biological catalysts and increase the
rate of a reaction of energetically favourable pro-
cesses. As with all catalysts they are unchanged in
chemical composition after a reaction. Enzymes pro-
duce dramatic rate enhancement as high as 1015-fold
when catalysed and uncatalysed reactions are compared
although normal ranges are from 103 –109. Enzymes
reduce the free energy of the transition state by promot-
ing binding reactions that enhance intermediate stabil-
ity. Enzymes employ a number of different mechanisms
to achieve efficient catalysis. These mechanisms are
influenced by the structure and dynamics of active
site regions where environments differ significantly
to those found in bulk solvent. Catalytic mechanisms
identified within enzymes include acid–base catalysis,
covalent catalysis, metal-ion mediated catalysis, elec-
trostatic catalysis, proximity and orientation effects,
and preferential binding of transition state complexes.

The kinetics of enzyme action

In enzyme-catalysed reactions the concentration of cat-
alyst is usually much lower than that of the substrate.
As a result enzymes catalyse reactions several times,
leading to relatively slow changes in the concentration
of product and substrate whilst the concentration of
enzyme can be viewed as constant. Early studies estab-
lished kinetic principles through observation of the
changes in concentration of substrate (or product) with
time with the enzyme remaining an unobservable quan-
tity. Often these changes were followed by spectropho-
tometric methods. For a simple enzyme-catalysed reac-
tion (i.e. a reaction not involving allosteric modulators)
it was recognized that as the concentration of substrate
increased so the rate of appearance of product increased
when the concentration of enzyme was held at a fixed
level. However, at certain concentrations of substrate
the rate of reaction no longer increased but reached a
plateau (Figure 7.6).
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Figure 7.6 Three different enzyme-catalysed reactions showing different Km values but similar Vmax values. See text
for discussion of Vmax and Km. Each Vmax is estimated from the asymptote approximating to the curve’s maximum
value and despite appearances these curves actually reach the same value at very high concentrations of substrate

The rate of reaction (ν) is proportional to the rate
of removal of substrate or alternatively the rate of
formation of product.

v = −d[S]/dt = d[P]/dt (7.29)

At low substrate concentrations a linear or first
order dependence on [S] exists whilst at higher
substrate concentrations this shifts to zero order or
substrate independent. The profile suggests that the
enzyme-catalysed conversion of substrate into product
involved the formation of an intermediate called the
enzyme–substrate complex (Figure 7.7).

From a minimal reaction scheme, together with two
assumptions originally formulated by Leonor Michaelis
and Maud Menten, we can derive important enzyme

E + S ES E + P
k1 k2

k−1

Figure 7.7 The basic enzyme-catalysed reaction
converts substrate into product

kinetic relationships. The two assumptions made by
Michaelis and Menten were that the enzyme exists
either as a free form [E] or as enzyme substrate
complex [ES] and secondly that the enzyme substrate
complex [ES] is part of an equilibrium formed between
E and S during the time scale of the experiment or
observation. These assumptions require that k2, the
rate of breakdown of the enzyme substrate complex,
is much smaller than the remaining two rate constants.
The total concentration of enzyme active sites (ET) is
expressed as the sum of the free enzyme concentration
(E) plus that found in the enzyme substrate complex.
The initial velocity of an enzyme-catalysed reaction is

v = −d[S]/dt d = [P]/dt = k2[ES] (7.30)

with a maximal velocity achieved at high substrate
concentrations when the enzyme is saturated with
substrate. Defining this maximal velocity as Vmax leads
to the following equalities

[ES] = [ET] ⇒ Vmax = k2[ET] = kcat[ET] (7.31)
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The enzyme substrate complex is called the Michaelis
complex and the equilibrium formed with E and S is
described by a constant called the Michaelis constant
(Km). From the scheme above the Michaelis constant
Km is equal to

Km = (k2 + k−1)/k1 = ([ET] − [ES])[S]/[ES]
(7.32)

and since [ET] − [ES] = [E] reorganization of this
equation leads to

Km[ES] = [ET][S] − [ES][S] (7.33)

Kmv/k2 = Vmax/k2[S] − v/k2[S] (7.34)

A final re-arrangement of the above equation leads
to the velocity of an enzyme-catalysed reaction, v,
expressed as a function of substrate concentration–the
famous Michaelis–Menten equation

v = Vmax[S]/Km + [S] (7.35)

The velocity is related to substrate concentration
through two parameters (Vmax and Km) that are specific
and characteristic for a given enzyme under a defined
set of conditions (pH, temperature, ionic strength, etc.).
From the above equation it can be seen that when

[S] � Km v = Vmax[S]/Km

[S] � Km v = Vmax

[S] = Km v = Vmax/2 (7.36)

The Michaelis–Menten equation is usually analysed
by linear plots to derive the parameters Km and
Vmax. Most frequently used in enzyme kinetics is the
Lineweaver–Burk plot of 1/v versus 1/[S] (Figure 7.8).

Although widely used the Lineweaver–Burk plot
can be unsatisfactory because it fails to adequately
define deviations away from linearity at high and
low substrate concentrations. This problem can be
neglected with the use of line fitting or linear regression
analysis methods. More satisfactory in terms of data
analysis is the Eadie–Hofstee plot where rearranging
the Michaelis–Menten equation yields

v = −Km ν/[S] + Vmax (7.37)

Experimental data are usually derived by measuring
the initial velocity of the enzyme-catalysed reaction
at a range of different substrate concentrations before
substantial substrate depletion or product accumulation.

The steady state approximation and the
kinetics of enzyme action

An alternative approach to enzyme kinetic analysis
proposed by G.E. Briggs and J.B.S. Haldane showed

Lineweaver–Burk Eadie–Hofstee

vo

1/Vmax

1/[S]1/Km
vo/[S]

1/vo

Figure 7.8 Lineweaver–Burk and Eadie–Hofstee plots derived from the Michaelis–Menten equation. The slopes
associated with each plot are Km/Vmax and −Km respectively
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E + S ES E + P
k1 k2

k−1

Figure 7.9 The basic scheme for an enzyme-catalysed
reaction

that it was unnecessary to assume that enzyme and
substrate are in thermodynamic equilibrium with the
ES complex (Figure 7.9).

After mixing together enzyme and substrate the
concentration of ES rises rapidly reaching a constant
level called the ‘steady state’ that persists until
substrate depletion. Most rate measurements are made
during the steady state period after the initial build up
of ES called the pre-steady state and before substrate
depletion. The ‘steady state approximation’ leads to the
following relationships

d[ES]/dt = 0 = k1[E][S] − (k2 + k−1)[ES] (7.38)

d[E]/dt = 0 = k2 + k−1[ES] − k1[E][S] (7.39)

The rate of formation of product is proportional to the
concentration of ES

d[P]/dt = k2[ES] (7.40)

and from the steady state relationships defined above
we have

k1[E][S] = (k2 + k−1)[ES] (7.41)

This leads with the substitution of [E] = [ET] − [ES] to

[ET] = (k2 + k−1)[ES]/k1[S] + [ES] (7.42)

= [ES](1 + (k2 + k−1)/k1[S]) (7.43)

The Michaelis constant Km is defined as (k2 + k−1)/k1

and allows the above equation to be further simplified

[ES] = [ET]/(1 + Km/[S]) (7.44)

Having defined the concentration of the ES complex
we can now relate the formation of product (d[P]/dt)
to substrate concentration since

d[P]/dt = k2[ES] = k2[E]T/(1 + Km/[S]) (7.45)

= k2[E]T[S]/([S] + Km) (7.46)

E + S ES EP E + P
k1

k−1

k2

k−2

k3

k−3

Figure 7.10 A more detailed reaction scheme that
describes an enzyme catalysed reaction

A second assumption made in the Michaelis–Menten
theory was that the enzyme exists in two forms:
the enzyme and the enzyme–substrate complex.
Observations derived from kinetic studies indicate
several forms of enzyme–substrate complex and
enzyme–product complex co-exist with the free
enzyme. This allows the simple kinetic scheme
to be redefined including reversible reactions and
enzyme–product complex formed before product re-
lease (Figure 7.10).

Km is the initial substrate concentration that allows
the reaction to proceed at the half maximal velocity.
Km is sometimes defined as the substrate dissociation
constant (Ks = k−1/k1) although this applies only under
a restricted set of conditions when the catalytic
constant kcat is much smaller than either k1 or k−1.
Under these conditions, and only these conditions, the
parameter Km describes the affinity of an enzyme for
its substrate.

Km discriminates between hexokinase and glucok-
inase; a rare example of two enzymes that catal-
yse the phosphorylation of glucose. The Km for
glucokinase is ∼10 mM whilst the Km for hexok-
inase is ∼100 µM. The Km of each enzyme dif-
fers by a factor of ∼100 and although catalysing
the same reaction these enzymes have different bio-
logical functions. Hexokinase is distributed through-
out all cells and is the normal route for glucose
conversion into glucose-6-phosphate. In contrast glu-
cokinase is found in the liver and is used when
blood glucose levels are high, for example after a
carbohydrate-rich meal. It seems likely that enzymes
possess Km values reflecting intracellular levels of
substrate to ensure turnover at rates close to maxi-
mal velocity.

More rigorous descriptions of enzyme activity
involve the use of kcat and Km. Km is a mea-
sure of the stability of the enzyme–substrate [ES]
complex whilst kcat is a first order rate constant
describing the breakdown of the ES complex into
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Table 7.4 The efficiency of enzymes; kcat/Km ratios or specificity constants show a wide range of values

Enzyme Substrate Km (mM) kcat (s−1) kcat/Km (M−1 s−1)

Carbonic anhydrase CO2 12.0 1.0 × 106 8.3 × 107

Catalase H2O2 25.0 4.0 × 105 1.5 × 107

Pepsin Phe-Gly of peptide chain 0.3 0.5 1.7 × 103

Ribonuclease (RNA)n 7.9 7.9 × 102 1.0 × 105

Tyrosl-tRNA synthetase tRNA 0.9 7.6 8.4 × 103

Glucose isomerase Glucose 140.0 1.04 × 103 7.4
Fumarase Fumarate 0.005 8.0 × 102 1.6 × 108

Lysozyme (NAG-NAM)3 6 0.5 83
DNA polymerase I dNTPs 0.025 1 4.0 × 104

Acetylcholinesterase Acetylcholine 0.095 1.4 × 104 1.5 × 108

products. The magnitude of kcat varies enormously
with enzymes such as superoxide dismutase, car-
bonic anhydrase and catalase exhibiting high kcat val-
ues (>105 s−1) although values between 102 –103 are
more typical of enzymes such as trypsin, pepsin or
ribonuclease. By comparing the ratio of the turnover
number, kcat, to the Km a measure of enzyme
efficiency is obtained (Table 7.4). Some enzymes
achieve high kcat/Km values by maximizing catalytic
rates but others enzymes achieve high efficiency
by binding substrate at low concentrations (Km <

10 µM).
Further insight into the significance of kcat/Km val-

ues is obtained by considering the Michaelis–Menten
equation at low substrate concentration. Under condi-
tions where [S] � Km most of the enzyme is free and
does not contain bound substrate, i.e. [E]t ≈ [E]. The
equation becomes

ν ≈ kcat/Km[E][S] (7.49)

The term kcat/Km is a second order rate constant
for the reaction between substrate and free enzyme
and is a true estimate of enzyme efficiency since it
measures binding and catalysis under conditions when
substrate and enzyme are not limiting. These values
are particularly useful for comparing the efficiency of
enzymes with different substrates. Proteolytic enzymes
such as chymotrypsin show a wide range of substrate

Table 7.5 The side chain preference of chymotrypsin
in the hydrolysis of different amino acid methyl esters

Amino acid
analogue

Side chain kcat/Km

Glycine H 0.13

Norvaline CH2 CH2 CH3
360

Norleucine CH2 CH2 CH3CH2
3000

Phenylalanine CH2 100 000

specificity, but measuring kcat/Km values for different
substrates demonstrates a clear preference for cleavage
of polypeptide chains after aromatic residues such
as phenylalanine (Table 7.5). Using the amino acid
methyl esters (Figure 7.11) as substrates the second
order rate constant (kcat/Km) is greater by a factor of
∼107 when the side chain is phenylalanine as opposed
to glycine.

The kcat/Km ratio for enzymes such as fumarase,
catalase, carbonic anhydrase and superoxide dismutase
range from 107 to 109 M−1 s−1 and are close to the
diffusion-controlled limit where rates are determined
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Figure 7.11 A general structure for N-acetyl amino
acid methyl esters

by diffusion through solution and all collisions result
in productive encounters. For an average-sized enzyme
this value is ∼108 –109 M−1 s−1 and such reactions
are said to be ‘diffusion controlled’. Many enzymes
approach diffusion-controlled rates and molecular evo-
lution has succeeded in generating catalysts of max-
imum efficiency. With knowledge about the kinetics
and efficiency of enzymes it is relevant to look at the
structural basis for enzyme activity yielding near per-
fect biological catalysts.

Catalytic mechanisms
Why do enzymes catalyse reactions more rapidly
and with higher specificity than normal chemical
processes? Answering this question is the basis of
understanding catalysis although it is interesting to
note that biology employs exact the same atoms
and molecules as chemistry. Enzymes have ‘fine
tuned’ catalysis by binding substrates specifically and
with sufficient affinity in an active site that contains
all functional groups. Enzymes are potent catalysts
with ‘perfection’ resulting from a wide range of
mechanisms that include acid–base catalysis, covalent
catalysis, metal ion catalysis, electrostatic mechanisms,
proximity and orientation effects and preferential
binding of the transition state complex. To reach
catalytic perfection many enzymes combine one or
more of these mechanisms.

Acid–base catalysis

Acid or base catalysis is a common method used to
enhance reactivity. In acid-catalysed reactions partial
proton transfer from a donor (acid) lowers the free
energy of a transition state. One example of this
reaction is the keto-enol tautomerization reactions
(Figure 7.12) that occur frequently in biology. The

uncatalysed reaction is slow and involves the transfer
of a proton from a methyl group to the oxygen via a
high energy carbanion transition state.

Proton donation to the electronegative oxygen atom
decreases the carbanion character of the transition state
and increases rates of reaction whilst a similar effect is
achieved by the proximity of a base and the abstraction
of a proton. In biological reactions both processes can
occur as concerted acid–base catalysis. Many reactions
are susceptible to acid or base catalysis and in the
side chains of amino acid residues enzymes have a
wide choice of functional group. The side chains of
Arg, Asp, Cys, Glu, His, Lys and Tyr are known
to function as acid–base catalysts with active sites
containing several of these side chains arranged around
the substrate to facilitate catalysis.

Many enzymes exhibit acid–base catalysis although
RNase A (Figure 7.13) from bovine pancreas is used
here as an illustrative example. The digestive enzyme
secreted by the pancreas into the small intestine
degrades polymeric RNA into component nucleotides.
Careful analysis of the pH dependency of catalysis
of RNA hydrolysis observed two ionizable groups
with pKs of 5.4 and 6.4 that governed overall rates
of reaction. Chemical modification studies suggested
these groups were imidazole side chains of histidine
residues. The active site of RNase A contains two
histidines (12 and 119) with the side chains acting
in a concerted fashion to catalyse RNA hydrolysis.
A key event towards understanding mechanism was
the observation that 2′ –3′ cyclic nucleotides could
be isolated from reaction mixtures indicating their
presence as intermediates.

Hydrolysis is a two-step process; in the first
stage His12 acts as a general base abstracting a
proton from the 2′–OH group of the ribose ring of
RNA. This event promotes nucleophilic attack by the
oxygen on the phosphorus centre. His119 acts as an
acid catalyst enhancing bond scission by donating a
proton to the leaving group (the remaining portion of
the polynucleotide chain) (Figure 7.14). The resulting
2′ –3′ cyclic nucleotide is the identified intermediate.
The cyclic intermediate is hydrolysed in a reaction
where His119 acts as a base abstracting a proton from
water whilst His12 acts as an acid. The completion of
step 2 leaves the enzyme in its original state and ready
to repeat the cycle for the next catalytic reaction.
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Figure 7.12 Mechanism of keto-enol tautomerization. Top: uncatalysed reaction; centre: general acid-catalysed
reaction; bottom: base-catalysed reaction. HA represents an acid B: represents a base. The transition state is enclosed
in brackets to indicate ‘instability’

Figure 7.13 The active site of RNase A within the
protein structure. The enzyme is based predominantly
around two collections of β sheet and four disulfide
bridges (yellow). The active site histidines side are
shown in red (PDB: 1FS3)

Covalent catalysis

Transient formation of covalent bonds between enzyme
and substrate accelerates catalysis. One method of
achieving covalent catalysis is to utilize nucleophilic
groups on an enzyme and their reaction with centres
on the substrate. In enzymes the common nucleophiles
are the oxygen of hydroxyl groups, the sulfur atom
of sulfhydryl groups, unprotonated amines as well
as unprotonated imidazole groups (Figure 7.15). The
common link is that all groups have at least one
set of unpaired electrons available to participate in
catalysis.

Electrophiles include groups with unfilled shells
frequently bonded to electronegative atoms such as
oxygen. In substrates the most common electrophiles
(Figure 7.16) are the carbon atoms of carbonyl groups
although the carbon in cationic imine groups (Schiff
base) are also relevant to catalysis.
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Figure 7.14 The acid–base catalysis by His12 and His119 in bovine pancreatic RNaseA occurs in two discrete steps
involving the alternate action of His12 first as a base and second as an acid. His119 acts in the opposite order

Metal ion catalysis

Metalloenzymes use ions such as Fe2+/Fe3+, Cu+/Cu2+,
Zn2+, Mn2+ and Co2+ for catalysis. Frequently, the
metal ions have a redox role but additional important
catalytic functions include directing substrate binding

and orientation via electrostatic interactions. Carbonic
anhydrase, a zinc metalloenzyme found widely in
cells (Figure 7.17), catalyses the reversible hydration of
carbon dioxide

CO2 + H2O −−−⇀↽−−− HCO3
− + H+
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Figure 7.16 Biologically important electrophilic
groups

In red blood cells this reaction is of major importance
to gaseous exchange involving transfer of CO2 from
haemoglobin. At the heart of carbonic anhydrase is a
divalent Zn cation essential for catalytic activity lying
at the bottom of a cleft, ∼1.5 nm deep, coordinated in
a tetrahedral environment to three invariant histidine
residues and a bound water molecule. Enzyme kinetics
show pH-dependent catalysis increasing at high pH
and modulated by a group with a pKa of ∼7.0.
Water molecules bound close to a metal ion tend to
be stronger proton donors than bulk water with the
result that in carbonic anhydrase the Zn not only
orients the water at the active site but assists in base
catalysis by removing a proton. This generates a bound
hydroxide ion, a potent nucleophile, even at pH 7.0.
This model is supported by the observation that anion
addition inhibits enzyme activity by competing with
OH− anions at the Zn site.

At least 10 isozymes of carbonic anhydrase are
identified in human cells with carbonic anhydrase II of
particular pharmaceutical interest because its activity is
linked to glaucoma via increased intra-ocular pressure.
Uncontrolled increases in pressure in the eye damages
the optic nerve leading to a loss of peripheral vision

and ‘blind spots’ in the field of sight. Drugs (enzyme
inhibitors) combat glaucoma by binding to the active
site. Acetazolamide, a member of the sulfonamide
group of antibacterial agents, is the prototypal inhibitor
and displaces the hydroxide ion at the Zn active site
by ligation through the ionized nitrogen of the primary
sulfonamide group (Figure 7.18).

Electrostatic catalysis

Substrate binding to active sites is often mediated
via charged groups located in pockets lined with
hydrophobic side chains. Any charged side chain
located in this region will exhibit a pKa shifted
away from its normal ‘aqueous’ value and exhibits
in theory at least, a massive potential for electrostatic
binding and catalysis. Direct involvement of charged
residues in catalysis has proved harder to demonstrate,
in contrast to many studies showing that substrate
binding is enhanced by charge distribution. The aim
of electrostatic catalysis is to use the distribution of
charged groups at the active site of enzymes to enhance
the stability of the transition state. This aspect of
electrostatic enhancement of catalysis has been termed
the ‘circe’ effect by W.P. Jencks and encompasses the
use of attractive forces to ‘lure’ the substrate into the
active site destabilizing the reactive group undergoing
chemical transformation.

Orotidine 5′-monophosphate decarboxylase
(ODCase) catalyses the conversion of orotidine 5′-
monophosphate to uridine 5′-monophosphate, the last
step in the biosynthesis of pyrimidine nucleotides
(Figure 7.19). ODCase catalyses exchange of CO2 for a
proton at the C6 position of uridine 5′-monophosphate
in a reaction that is exceptionally slow in aque-
ous solution but is accelerated 17 orders of magni-
tude by enzyme. The mechanism underlying enhance-
ment has fascinated chemists and biochemists alike
and in the active site of the β barrel are a series
of charged side chains (Lys42-Asp70-Lys72-Asp75)
found close together. Although definitive demonstra-
tion of the role of these residues in the activity of
ODCase requires further study the frequent presence
of charge groups in non-polar active sites points to the
involvement of electrostatics in catalysis.
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Figure 7.17 The arrangement of imidazole ligands (Im) around the central Zn cation in carbonic anhydrase favours
abstraction of a proton from water and the nucleophilic attack by the hydroxide ion on carbon dioxide bound nearby.
The imidazole ligands arise from His 94, His96 (hidden by Zn), and His119. A zinc bound hydroxide ion is hydrogen
bonded to the hydroxyl side chain of Thr199, which in turn hydrogen bonds with Glu106. Catalytic turnover requires
the transfer of the product proton to bulk solvent via shuttle groups such as His64. Shown in the diagram of the
active site is the bicarbonate ion bound to the zinc

Catalysis through proximity
and orientation effects

Biological catalysis is typified by high specificity cou-
pled with remarkable speed. The gains in efficiency
for enzyme-catalysed reactions arise from specific envi-
ronments found at active sites that promote chemical
reactions to levels of efficiency the organic chemist can
only dream about. Two parameters that are important
in modulating catalysis are proximity and orientation.

These superficially nebulous terms include the effects
of binding substrates close to specific groups thereby
facilitating chemical reactions coupled with the binding
of substrate in specific, restrictive, orientations.

The potential effects of proximity on rates of
reaction have been demonstrated through experi-
ments involving the non-enzymatic hydrolysis of p-
bromophenylacetate. The reaction is first performed
as a simple bimolecular reaction and compared with
a series of intramolecular reactions in which the
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Figure 7.19 The reaction catalysed by orotidine 5′-
monophosphate decarboxylase converts orotidine 5′-
monophosphate into uridine monophosphate in the
final step in pyrimidine biosynthesis. R is a ribose
5′-phosphate group in both reactant and product

reacting groups are connected by a bridge that exerts
progressively more conformational restriction on the
molecule. In the simple bimolecular reaction p-
bromophenylacetate is hydrolysed to yield bromophe-
nolate anion with the formation of acetic anhydride
(Figure 7.20). The rate of hydrolysis of bromophe-
nol esters increases dramatically as the reactants are
held in closer proximity and in restricted conforma-
tions. The relative rate constants increase from 1 (on
an arbitrary scale) to 103, to 105 and finally in the
most restricted form to a value approaching 108 times

greater than that exhibited by the bimolecular reac-
tion. Although the unimolecular reactions described
here do not involve true catalysis they emphasize the
significant rate enhancement that results from con-
trolling proximity and orientation. The intramolecular
reactions model the binding and positioning of two
substrates within an enzyme active site and although
sizeable rate enhancements occur they do not account
for all of the observed increase in rates seen in
enzyme versus uncatalysed reactions (for example oro-
tidine 5′-monophosphate decarboxylase enhances rates
∼1017-fold). Enzymes have yet further mechanisms to
enhance catalysis.

Preferential binding of the transition state
causes large rate enhancements

Acid–base catalysis and covalent catalytic mecha-
nisms can perhaps enhance rates by factors of 10–102

whilst proximity and orientation can achieve enhance-
ments of up to 108, although frequently it is much
less. To achieve the magnitude of catalytic enhance-
ment seen for some enzymes additional mechanisms
are required to achieve the ratios of 1014 –1017

seen for urease, alkaline phosphatase and ODCase.
One of the most important catalytic mechanisms
exhibited by enzymes is the ability to bind transi-
tion states with greater affinity than either products
or reactants.

For many organic reactions the concept of strain is
well known and it would not be surprising if enzymes
adopted similar mechanisms. Enzymes are envisaged
as ‘straining’ or ‘distorting’ their substrates towards the
transition state geometry by the formation of binding
sites that do not allow productive binding of ‘native’
substrates. Thus, the rate of a catalysed reaction com-
pared with an uncatalysed one is related to the magni-
tude of transition state binding. Catalysis results from
preferential transition state binding or the stabilization
of the transition state relative to the substrate. In this
manner a rate enhancement of 106 would require a
106 enhancement in transition state binding relative to
that of the substrate. This corresponds at room tem-
perature (298 K) to an increased binding affinity of
∼34 kJ mol−1. In terms of bond energies this is the
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Figure 7.20 Bimolecular and unimolecular reactions describing the hydrolysis of bromophenol esters. The reactions
illustrate how proximity effects enhance catalysis. A progressive increase in rate constant occurs from a relative
value of 1 in the top reaction to 103,105 and finally 108

equivalent of a handful of hydrogen bonds. Very large
rate enhancements will result from the formation of
new bonds between transition state and enzyme and this
mechanism underpins rate enhancement by enzymes.
Additional bonds can involve non-reacting regions

of the substrate and many proteolytic enzymes show
substrate specificity that depends on residues border-
ing the scissile bond at the P4,P3 subsites, for example.
The concept of transition state binding also explains
why some enzymes bind substrates with acceptable
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E + DHAP E-DHAP E-intermediate E-G3P E + G3P

Figure 7.21 Conversion of dihydroxyacetone phosphate (DHAP) into glyceraldehyde-3-phosphate (G3P) by triose
phosphate isomerase

affinity but fail to show significant catalytic enhance-
ment. These ‘poor’ substrates do not form transition
states and hence do not exhibit high turnover rates. As
a corollary it is not accurate to say that enzymes bind
substrates with the highest affinity – this is reserved for
transition state complexes.

The concept of transition state binding receives
further support from the observation that transi-
tion state analogues, stable molecules that resemble
the transition state, are potent catalytic inhibitors.
Many transition state analogues are known and
used as enzyme inhibitors. 2-Phosphoglycolate is an
inhibitor of triose phosphate isomerase. The reac-
tion (Figure 7.21) involves general acid–base cataly-
sis and the formation of enediol/enediolate intermedi-
ates (Figure 7.22). 2-Phosphoglycolate resembles the
intermediate and was observed to bind to the enzyme
with greater affinity than either dihydroxyacetone phos-
phate or glyceraldehyde-3-phosphate. Increased bind-
ing arises from the partially charged oxygen atom

found on 2-phosphoglycolate and the transition state
but not on either substrate.

Enzyme structure
One of the prime reasons for wanting to determine
the structure of enzymes is to verify different catalytic
mechanisms. In many instances structural description
of enzymes refines or enhances particular catalytic
schemes, whilst in a few cases it has dictated a fresh
look into enzyme mechanism.

Lysozyme
No discussion of enzyme structure would be complete
without a description of lysozyme, a hydrolytic enzyme
or hydrolase. It destroys bacterial cell walls by
hydrolysing the β(1→4) glycosidic bonds between N -
acetylglucosamine (NAG) and N -acetylmuramic acid
(NAM) that form the bulk of peptidoglycan cell walls
(Figure 7.23). It will also hydrolyse poly-NAG chains
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Figure 7.22 The first enediol intermediate in the conversion of dihydroxyacetone phosphate (DHAP) into
glyceraldehyde-3-phosphate (G3P) and the structure of 2-phosphoglycolate, a transition state analogue and an
inhibitor of triose phosphate isomerase
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Figure 7.23 The lysozyme cleavage site after the β(1→4) linkage in alternating NAG–NAM units of the polysaccharide
components of cell walls. Reproduced from Voet et al. (1998) by permission of John Wiley & Sons, Ltd. Chichester

Figure 7.24 The three-dimensional structure of lysozyme (PDB: 1HEW). The distribution of secondary structure is
shown together with the binding of a poly-NAG trimer. A space filling model from the same view emphasizes the
cleft into which the polysaccharide, shown in magenta, fits precisely. The cleft can accommodate six sugar units

such as those in chitin a key extracellular component
of fungal cell walls and the exoskeletons of insects and
crustaceans.

The structure of lysozyme determined by David
Phillips in 1965 represented the first three-dimensional
structure for an enzyme (Figure 7.24). The protein
was elliptical in shape (3.0 × 3.0 × 4.5 nm), with the
most striking feature being a prominent cleft that
traversed one face of the molecule. Although a picture
of substrate binding sites had been established from
kinetic and chemical modification studies this feature
provided a potent image of ‘active sites’. Lysozyme
contains five helical segments together with a triple
stranded anti-parallel β sheet that forms one wall of the
binding site for NAG–NAM polymers and a smaller
β strand region. Models of lysozyme complexed with
saccharides reveal a cleft accommodating six units at

individual sites arranged linearly along the binding
surface. The sites are designated A–F; NAM binds to
sites B, D and F because there is not enough space for
the bulkier side chains at positions A, C and E. The
remaining sites are occupied by NAG.

Sites B and F accommodate NAM without distortion
but at site D the sugar molecule will only fit
with distortion from its normal chair conformation
into a half-chair arrangement (Figure 7.25). Moreover,
trimers of NAG bound at sites A–C are not hydrolysed
at significant rates, and by performing lysozyme-
mediated catalysis in the presence of H2O18 it was
demonstrated that hydrolysis occurred between the C1

and O atoms of the glycosidic bond located at subsites
D and E (Figure 7.26). At this site two side chains from
Glu35 and Asp52 are located close to the C1 position
of the distorted sugar. These two side chains are the
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for hexose sugars

only potential catalytic groups in the vicinity of the
target C–O bond.

Glu35 is located in a non-polar environment and
has an elevated pKa of ∼6.5. Asp52 in contrast has a
more typical value around 3.5. The pH optimum for
lysozyme is 5.0, midway between the pKas associated
with each of these side chains. Glu35, as a result of
its unusual pK , is protonated at pH 5.0 and acts as
an acid catalyst donating a proton to the oxygen atom
involved in the glycosidic bond between the D and E
sites (Figure 7.27). Cleavage occurs and a portion of
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Figure 7.26 Hydrolysis of NAM–NAG polymers by
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the substrate bound at sites E and F can diffuse out of
the cleft to be replaced by water. The resulting cleavage
leads to the formation of a carbocation which interacts
with the carboxylate group of Asp 52 (nucleophile) to
form a glycosyl–enzyme intermediate in a concerted
SN2-type reaction. The carboxylate group is then
displaced from the glycosyl–enzyme intermediate by a
water molecule that restores the original configuration
at the C1 centre.

The serine proteases
The serine proteases include the common proteolytic
enzymes trypsin and chymotrypsin, as well as acetyl-
cholinesterase, an enzyme central to the transmission of
nerve impulses across synapses, thrombin (an enzyme
with a pivotal role in blood coagulation) and elastase
(a protease important in the degradation of connective
fibres). As proteases these enzymes hydrolyse peptide
bonds in different target substrates but are linked by the
presence of an invariant serine residue at the enzyme
active site that plays a pivotal role in catalysis.

For trypsin, chymotrypsin, elastase and thrombin
the enzymes cut polypeptides on the C-terminal side
of specific residues. These residues are not random

Residues restrict entry
to pocket to small side chains

Interaction with Asp
at base of pocket 'fixes'
substrate in active site.

Val Thr

Small, non-polar, residues 
line pocket creating space
for large substrate.

_
Asp

Elastase

Chymotrypsin

Trypsin

Figure 7.28 Representation of substrate specificity
pockets for elastase, chymotrypsin and trypsin

but show a substrate specificity that differs widely
from one enzyme to another. Trypsin cuts preferentially
after positively charged side chains such as arginine or
lysine whilst chymotrypsin shows a different specificity
cutting after bulking hydrophobic residues with a clear
preference for phenylalanine, tyrosine, tryptophan and
leucine. In contrast, elastase cuts only after small and
neutral side chains whilst thrombin shows a restricted
specificity for arginine side chains (Figure 7.28). The
substrate specificity arises from the properties of the
active site pocket and in particular the identity of
residues at subsites making up the substrate binding
region. The subsites that bind substrate residues
preceding the scissile bond are termed S1, S2, S3,
whilst those after this bond are given the names S1′,
S2′, S3′, etc. A similar terminology is applied to the
peptide substrate where P3, P2 and P1 sites precede the
scissile bond and P1′, P2′, and P3′ continue after it.

Serine proteases show similar structures with the
active site containing three invariant residues arranged
in close proximity. These residues are His57, Asp102
and Ser195 and together they form a catalytic triad
linked by a network of hydrogen bonds. In addition to
these three invariant residues the serine proteases pos-
sess a pocket, located close to the active site serine that
strongly influences substrate specificity. In trypsin the
pocket is relatively long and narrow with a strategi-
cally located carboxylate side chain found at the bot-
tom of the pocket. In view of the preferred specificity
of trypsin for cleavage after lysine or arginine side
chains this pocket appears to have been tailored to ‘cap-
ture’ the substrate very effectively. In chymotrypsin the
pocket is larger, wider, lacks charged residues but con-
tains many hydrophobic groups. This is consistent with
specificity towards bulky aromatic groups. Elastase, in
contrast, has a shallower pocket formed by valine and
threonine side chains. Its specificity for cleavage on the
C-terminal side of small, uncharged, side chains again
reflects organization of the pocket.

Despite tailoring substrate specificity through the
properties of the pocket all serine proteases show
similar catalytic mechanisms based around a highly
reactive serine residue identified from labelling and
chemical inactivation studies. Agents based around
organophosphorus compounds such as di-isopropyl-
phosphofluoridate (DIPF) were identified via their action
as potent neurotoxins (Figure 7.29). Neurotoxicity arises
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tone (TPCK)

from modification of an active site serine residue in
acetylcholinesterase and indicated the similarity of this
enzyme to other serine proteases such as trypsin and
chymotrypsin where DIPF covalently reacts with Ser195
to form an adduct lacking catalytic activity. Labelling
studies also identified the importance of a second residue
of the catalytic triad, His57. Chymotrypsin binds tosyl-L-
phenylalanine chloromethylketone (TPCK, Figure 7.30)
as a result of the presence of a phenyl group, a preferred
substrate, within the analogue. The reactive group forms
a stable covalent bond with the imidazole side chain
(Figure 7.31).

The structure of chymotrypsin revealed the close
proximity of His57 and Ser195 together with Asp102
in the active site despite their separation in the primary
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Figure 7.31 The reaction of TPCK with His57 of
chymotrypsin. Only the active part of TPCK is shown
(red)- alkylation causes enzyme inactivation

Ser195

His57

Asp102

Figure 7.32 The spatial arrangement of residues in
the catalytic triad (His57, Asp102 and Ser195) in the
active site of chymotrypsin (PDB: 2CGA)

sequence (Figure 7.32). The first step of catalysis
is substrate binding to the active site region and
specificity is largely dictated by residues at the bottom
of a well-defined cleft. Interactions at subsites either
side of the scissile bond are limited. Specific binding
leads to close proximity between Ser195 and the
carbonyl group of the bond to be cleaved. Under
normal conditions the pKa of the –OH group of serine
is very high (>10) but in chymotrypsin the proximity
of His57 leads to proton transfer and formation of



 

214 ENZYME KINETICS, STRUCTURE, FUNCTION, AND CATALYSIS

a charged imidazole group. Protonation of His57 is
further stabilized by the negative charge associated
with Asp102 – the third member of the catalytic
triad – that lies in a hydrophobic environment. The
formation of a strong nucleophile in the activated
serine attacks the carbonyl group as the first step
in peptide bond cleavage. Nucleophile generation

is triggered by small conformational changes upon
substrate binding that cause Asp102 and His57 to
form a hydrogen bond. The influence of this hydrogen
bond raises the pK of the imidazole side chain
from ∼7 to ∼11 increasing its basicity. Electrons
driven towards the second nitrogen atom form a
stronger base that abstracts a proton from the normally
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unreactive side chain of Ser195 creating the potent
nucleophile.

Nucleophilic attack results in a tetrahedral transition
state followed by cleavage of the peptide bond. The
N-terminal region of the peptide substrate remains
covalently linked to the enzyme forming an acyl
enzyme intermediate. The proton originally attached
to the serine residue and located on the histidine is
abstracted by the C-terminal peptide to form a new
terminal amino group and this region of the peptide
does not bind strongly to the enzyme. As a hydrolytic
enzyme, water is involved in the overall reaction
summarized in Figure 7.33.

In chymotrypsin water displaces C-terminal pep-
tide from the active site and hydrolyses the acyl-
enzyme intermediate. The water molecule donates a
proton to the imidazole side chain and forms a sec-
ond tetrahedral transition state with the acyl inter-
mediate. This intermediate is hydrolysed as a result
of proton transfer from His57 back to Ser195 with
restoration of the active site to its original state with
the release of the N-terminal peptide. Serine pro-
teases follow a ping-pong mechanism (Figure 7.34);
the substrate is first bound to the enzyme, the C-
terminal peptide is released followed by binding a
water molecule and the formation of an acyl–enzyme
intermediate. This is completed by release of the N-
terminal peptide from hydrolysis of the acyl–enzyme

intermediate. The type of group transfer where one
or more products are released before all substrates
are added is also known as a double-displacement
reaction.

It is interesting to note that serine proteases utilize
the whole gamut of catalytic mechanisms. Proximity
effects play a role in generation of the bound substrates
whilst transition state stabilization ensures effective
binding prior to catalysis. This is complemented by
the use of covalent catalysis (the serine nucleophile)
together with acid–base catalysis by histidine to yield
efficient enzyme action.

Triose phosphate isomerase
Triose phosphate isomerase has been widely studied
and catalyses the conversion between DHAP and G3P
(Figure 7.35). The equilibrium for the reaction lies in
favour of DHAP, but the rapid removal of G3P by
successive reactions in glycolysis drives the reaction
towards the formation of G3P.

Triose phosphate isomerase merits further discussion
as an example of enzyme catalysis because of two
interesting phenomena: the use of the imidazolate form
of histidine in catalysis and the evolution of the enzyme
towards a near perfect biological catalyst. Influencing
both of these phenomena is the structure of triose
phosphate isomerase with crystallographic structures

Figure 7.34 The ping-pong mechanism for serine proteases. Using the normal convention A and B represent
substrates in the order that they are bound by the enzyme whilst P and Q represent products in the order that they
leave the enzyme. The activity of trypsin and other serine proteases are therefore summarized by a scheme

E + A −−−⇀↽−−− E.A −−−⇀↽−−− E.Q + P

EQ + B −−−⇀↽−−− E-Q.B −−−⇀↽−−− E + Q-B
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Figure 7.35 The interconversion of dihydroxyace-
tone phosphate (left) and glyceraldehyde-3-phosphate
catalysed by triose phosphate isomerase

of the enzyme available in a free state, bound with
DHAP and plus 2-phosphoglycolate. Kinetic studies on
the pH dependence of the catalytic process revealed
two inflection points in the profile corresponding
to pH values of ∼6.0 and 9.0. When considered
alongside the structure of triose phosphate isomerase
(Figure 7.36) these values implicated the side chains of
glutamate and histidine. Affinity labelling studies using
bromohydroxyacetone phosphate modified a glutamate
residue within a hexapeptide (Ala-Tyr-Glu-Pro-Val-
Trp) and this residue was identified as Glu165. The

active site lies near the top of the β barrel with Glu165
close to His 95 as well as Lys12, Glu97 and Tyr208.
Both Glu165 and His 95 are essential for catalytic
activity and the enzyme provides a cage or reaction
vessel holding substrate and protecting intermediates
through a series of 11 residues immediately after
Glu165 (residues 166–176) that form a loop and acts
as a lid for the active site.

Dihydroxyacetone phosphate binds to the active
site with the carbonyl oxygen forming a hydrogen
bond with the neutral imidazole side chain of His95.
The glutamate side chain is charged and facilitates
abstraction of a proton from the C1 carbon of
dihydroxyacetone phosphate. In this state the His95
forms a strong hydrogen bond with the carbonyl
oxygen (C2) of the enediolate intermediate that leads
to protonation of this atom. Protonation of the oxygen
atom forms an imidazolate side chain on His95 that
has a negative charge and is a strong base. Proton
abstraction from the hydroxyl group attached to the C1
carbon results in the formation of a second enediolate
intermediate with this unstable intermediate converted
to the final product by donation of a proton from
Glu165 to the C2 carbon. These reactions are shown
in Figure 7.37.

Kinetic and thermodynamic characterization of
triose phosphate isomerase show measurable binding

Figure 7.36 Structure of triose phosphate isomerase monomer together with the active site residues surrounding
substrate. Strands of the β barrel are shown in purple, helices in blue. The two critical residues of His95 and Glu165
are shown as solid spheres. The enzyme is shown from two orientations
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of DHAP, conversion of DHAP to enediol interme-
diate, formation of G3P and the release of product
(Figure 7.38). The equilibrium lies in favour of DHAP
by a factor of 100 with the enzyme showing a high
specificity constant of 4.8 × 108 M−1 s−1. The slowest
reaction will have the greatest activation energy (�G‡)

but in the four reactions encompassing conversion of
DHAP to G3P it was observed that each reaction has
approximately the same activation energy. One reaction
could not be clearly defined as the rate-determining

E + DHAP E-DHAP

E-DHAP E-enediol

E-enediol E-G3P

E-G3P E + G3P

Figure 7.38 The reactions of triose phosphate
isomerase in a minimal kinetic scheme
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step. This is unlikely to have arisen by accident and
reflects catalytic ‘fine tuning’ to allow maximal effi-
ciency. A kcat of 4 × 103 s−1 is not very high but the
superb enzyme efficiency arises from a combination
of fast turnover, effective tight binding of substrate
(Km ∼ 10 µM) and transition state stabilization.

Tyrosyl tRNA synthetase
The attachment of amino acid residues to tRNA
molecules is a major part of the overall reaction of
protein synthesis. The reaction involves the addition
of activated amino acids by a group of enzymes
known as amino acyl tRNA synthetases, and is
summarized as

Amino acid + tRNA + ATP ↼−−−−−−⇁ Aminoacyl-tRNA

+ AMP + PPi

Any error at this stage is disastrous to protein synthesis
and would lead to incorrect amino acid incorporation
into a growing polypeptide chain. The error rate for
most tRNA synthetases is extremely low and part
of this efficiency comes from high discrimination
during binding. Tyrosyl tRNA always binds tyrosine
but never the structurally similar phenylalanine and
the binding constant for tyrosine of 2 × 10−6 M is at
least five orders of magnitude smaller than that of
phenylalanine.

Amino acids attach to tRNA molecules at the accep-
tor arm containing a conserved base sequence of
-CCA-3′. Tyrosyl tRNA synthetase represents one of
the simplest catalytic mechanisms known in biology
with all activity deriving from binding interactions
at the active site. The three-dimensional structure of
tyrosyl tRNA synthetase from the Bacillus stearother-
mophilus is a dimer of subunits each containing 418
residues. (A dimer is an exception for most Class I
tRNA synthetases which are generally monomeric, see
Chapter 8.) The structure of the protein (Figure 7.39)
has been determined with tyrosine and tyrosine-
adenylate and is predominantly α helical with a central
six-stranded β sheet forming the core of the enzyme.
The enzyme contains the Rossmann fold with tyro-
syl adenylate bound at the bottom of the sheet with
the phosphate groups reaching the surface of the pro-
tein. Although functionally a dimer the structure shown

Figure 7.39 The structure of tyrosyl tRNA from B.
stearothermophilus in a complex with tyrosyl adenylate
(PDB: 3TSI). Helices are shown in blue and the six
stranded sheet in green. The bound tyrosyl adenylate
is shown in red, with the adenylate portion situated on
the left and the tyrosine pointing away from the viewer

is that of the monomer and represents the first 320
residues of the protein with remaining 99 residues
at the C terminal found disordered. The monomer
contains 220 residues in an amino terminal domain
with α/β structure together with a helix rich domain
extending from residues 248–318 (shown on left of
Figure 7.39).

The reaction catalysed by tyrosyl tRNA synthetase
is divided into the formation of tyrosine adeny-
late (Tyr-AMP) and pyrophosphate from the initial
reactants of tyrosine and ATP and then in a sec-
ond reaction the Tyr-AMP is transferred to a spe-
cific tRNA. The structures of the enzyme bound
with tyrosine, ATP and the tyrosyl adenylate inter-
mediate are known and interactions between polypep-
tide chain and substrates or activated intermediate
have been identified. These structures allowed indi-
vidual residues to be identified as important for
the formation of tyrosyl-adenylate – an intermedi-
ate stabilized by the enzyme and seen in crys-
tal complexes.

Binding of substrate to tyrosyl tRNA synthetase
is a random kinetic process with either tyrosine or
ATP bound first. However, an examination of binding
constants for each substrate suggests that ATP binding
is weaker leading to an ordered process in which
tyrosine binds first followed by ATP (Figure 7.40).
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Figure 7.40 Kinetic schemes for the formation of tyrosyl adenylate from tyrosine and ATP. This reaction represents
the first part of the tyrosyl tRNA synthetase catalysed process. The products of the first reaction are tyrosyl adenylate
(enzyme bound) and pyrophosphate (dissociates from ternary complex)

From the crystal structures in the presence of
tyrosine and ATP it is apparent that residues Asp78,
Tyr169 and Glu173 form a binding site for the α-amino
group of the tyrosine substrate. Not unexpectedly, the
side chain of tyrosine forms hydrogen bonds via the
phenolate group with residues Tyr34 and Asp176. The
crystal structure of the complex with tyrosyl adenylate
indicated that Cys35, Thr51 and His48 interact with the
ribose ring (Figure 7.41).

34
35 40

45
48

51

78
169

173

176

Figure 7.41 Tyrosyl-adenylate binding to tyrosyl
tRNA synthetase (PDB: 3TSI). Shown in orange is Tyr-
AMP together with the side chains of Tyr34, Cys35,
Thr40, His45, His48, Thr51, Asp78, Tyr169, Glu173
and Asp176

The role of residues in substrate binding was defined
using mutagenesis to perturb the overall efficiency of
tyrosyl tRNA synthetase. Cys35 was the first mutated
residue and although in contact with the ribose ring of
ATP and having a role in substrate binding it is remote
from the critical active site chemistry based around the
phosphate groups. Mutation of Cys35 to Gly estimated
the effect of deleting the side chain hydrogen bonding
interaction and revealed an enzyme operating with a
lower efficiency by ∼6 kJ mol−1. Modifying Tyr34 to
Phe34 decreased the affinity of the enzyme for tyrosine,
lowered the stability of the Tyr-AMP enzyme complex
and decreased the ability of the enzyme to discriminate
between tyrosine and phenylalanine. Mutagenesis com-
bined with kinetic studies showed that changing Thr40
and His45 produced dramatic decreases in rates of
Tyr-AMP formation. Changing Thr40 to Ala decreased
Tyr-AMP formation by approximately 7000 fold whilst
the mutation His45 to Gly caused a 200-fold decrease.
A double mutant, bearing both substitutions, showed
a decrease of ∼105. In each case the affinity of the
enzyme for substrate was unaltered but the affinity of
the enzyme for the intermediate (Tyr-AMP..PPi) was
lowered suggesting that Thr40 and His45 played key
roles in stabilizing the transition state complex via
interactions with inorganic pyrophosphate groups.

The single most important property of tRNA
synthetases is substrate binding in pockets in restrained
and extended conformation. The geometry lowers the
activation energy barrier for the reaction and allows
formation of the amino acyl adenylate complex. Two
characteristic motifs with sequences His-Ile-Gly-His
(HIGH) and Met-Ser-Lys (MSK) are important to
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formation of the transition state. The close approach
of negatively charge carboxyl groups (from the amino
acid substrate) and the α phosphate group of the
ATP promotes formation of a transition state. The
α phosphate group is stabilized by interaction with
His43 and Lys270 of the HIGH and MSK motifs. The
pyrophosphate acts as a leaving group and the amino
acyl adenylate transition state complex is stabilized by
interactions with specific residues, as described in the
preceding section.

The second half of the reaction, the transfer of
the amino acid to the correct tRNA, has been exam-
ined through crystallization of other class I and
class II tRNA synthetases (Table 7.6) with tRNA
bound in a tight complex. The acceptor arm of
tRNA and in particular the C74C75A76 base sequence
binds alongside ATP in the active site. The arrange-
ment of substrate in the active site of glutaminyl
tRNA synthetase (Figure 7.42) has been derived by
using glutaminyl-adenylate analogues (Figure 7.43)
that co-crystallize with the enzyme defining interac-
tions between residues involved in tRNA and amino
acyl binding (Figure 7.44).

Gln tRNA synthetase must avoid selecting either
glutamate or asparagine – two closely related amino
acids. Discrimination between amino acids is favoured
by recognition of both hydrogen atoms of the nitro-
gen in the glutamine side chain. Interactions involve
the hydroxyl group of Tyr211 and a water molecule
as obligatory hydrogen-bond acceptors in a network of

Figure 7.42 Gln-tRNA synthetase showing complex
of tRNA and ATP (PDB: 1GTG). The tRNA molecule is
shown in orange with ATP in yellow. The secondary
structure elements of enzyme are shown in blue
(helices), green (strands) and grey (turns)

side chains and water molecules. In molecular recogni-
tion discrimination against glutamate and glutamic acid
occurs because they lack one or both hydrogen atoms
whilst the side chain of asparagine is too short.

Table 7.6 Principal features of class I and class II aminoacyl tRNA synthetases

Property Class 1 Class II

Conserved substrate
binding motifs

HIGH
KMSKS

Motif 2 (FRxE)
Motif 3 (GxGxGXER)

Dimerization motifs None Motif 1 (little consensus)
Active site fold Parallel β sheet of Rossmann fold Antiparallel β sheet
ATP conformation Extended Bent
Amino acylation site 2′ OH 3′OH
tRNA binding Variable loop faces solvent Variable loop faces protein

Binds to minor groove of acceptor stem Binds to major groove of acceptor stem
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EcoRI restriction endonuclease
Restriction enzymes were characterized through the
1960s and early 1970s, largely through the efforts of
Werner Arber, Hamilton O. Smith and Daniel Nathans.
The discovery of type II restriction endonucleases

represented a key event at the beginning of a new
chapter of modern biochemistry. Subsequently, the use
of type II restriction enzymes would allow manipula-
tion of DNA molecules to create new sequences that
would form the basis of molecular biology.

In addition to type II restriction endonucleases there
are also type I and type III enzymes. Type I restriction
enzymes have a combined restriction/methylation func-
tion within the same protein and cleave DNA randomly
often at regions remote from recognition sites and often
into a large number of fragments. They are not used
in molecular cloning protocols. Type III restriction
enzymes have a combined restriction/methylation func-
tion within the same protein but bind to DNA and at
specific recognition sites. Again this class of enzymes
is not routinely used in cloning procedures. In type II
enzymes the restriction function is not accompanied by
a methylase activity. Type II enzymes do not require
ATP for activity although all enzymes appear to require
Mg2+ ions.

Currently more that 3000 type II restriction endonu-
cleases have been discovered with more than 200
different substrate specificities. These enzymes are
widely used in ‘tailoring’ DNA for molecular cloning
applications. The substrate is double stranded DNA
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Figure 7.44 The interaction between glutaminyl adenylate analogue and the active site pocket of Gln-tRNA
synthetase
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Table 7.7 A selection of restriction endonucleases showing cleavage sequences and sources. The arrows between
bases indicate the site of cleavage within palindromic sequences

Enzyme Recognition site Source
AvaI C (T/C)GG (A/G)G Anabaena variablis

BamHI G GATCC Bacillus amyloliquefaciens H

EcoRI G AATTC Escherichia coli RY13

HindIII A AGCTT Haemophilus influenzae Rd

NcoI C CATGG Nocardia corallina

PvuI CGAT CG Proteus vulgaris

SmaI CCC GGG Serratia marcescens

XhoI C TCGAG Xanthomonas holcicola

and in the majority of cases restriction endonucleases
recognize short DNA sequences between 4 and 8
base pairs in length although in some instances longer
sequences are identified. The names of restriction
enzymes derive from the genus, species and strain des-
ignations of host bacteria (Table 7.7). So for example
EcoRI is produced by E. coli strain RY13 whilst NcoI
is obtained from Nocardia corallina and HindIII from
Haemophilus influenzae.

Restriction enzymes recognize a symmetrical se-
quence of DNA where the top strand is the same as
the bottom strand read backwards (palindromic). When
EcoRI cuts the motif GAATTC it leaves overhanging
chains termed ‘sticky ends’. The uncut regions of
DNA remain base paired together. Sticky ends are an
essential part of genetic engineering since they allow
similarly cut fragments of DNA to be joined together.

EcoRI is one of the most widely used restric-
tion enzymes in molecular biology and its struc-
ture has been determined by X-ray crystallography
(Figure 7.45). The protein is a homodimer with each
subunit containing a five-stranded β sheet flanked
by helices. Subsequent determination of the structure

of other restriction enzymes such as BamHI, BglII,
Cfr10I, MunI, and NgoMIV revealed significant fold
similarity despite relatively low levels of sequence
identity. This further suggested a common mechanism
of catalytic action.1 The EcoRI family share a sub-
structure based around five β strands and two α helices
called the common core motif (CCM). The CCM is the
result of a β meander followed by a binding pocket that
interacts with recognition site DNA and is formed pre-
dominantly by two helices called the outer and inner
helices. The core is readily seen by comparing struc-
tures of EcoRI complexed with DNA and devoid of its
recognition partner.

The above view is, however, slightly misleading
since whilst it portrays the secondary structure elements
of the CCM it does not accurately reflect the action
of the homodimer of subunits in surrounding DNA.
The subunits bind to specific bases (GAATTC) in
the major groove of the DNA helix with the minor
groove exposed to the solvent. The dimers form a

1The other major structural family of restriction endonucleases is
based around the structure of EcoRV.
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Figure 7.45 The structure of EcoRI is shown with and without a recognition sequence of DNA. The five-stranded β

sheet making up most of the CCM is shown in the centre of the protein in green

Figure 7.46 Space filling representation of homod-
imer of EcoRI bound to DNA. The subunits of the
enzyme are shown in blue and green whilst the DNA is
shown in orange/yellow. The minor groove is exposed
to the solvent

cleft lined with basic residues that associate with sugar-
phosphate chains via charge interactions (Figure 7.46).
Of more importance are arginine side chains at residues
145 and 200, together with a glutamate side chain
(Glu144) in each monomer that form hydrogen bonds
with base pairs of the recognition motif. This confers
specificity to the binding reaction with DNA and
avoids interactions with incorrect, but often closely
related, sequences. Sequence specificity is mediated
by 16 hydrogen bonds originating from α helical

recognition regions. Twelve of the hydrogen bonds
occur between protein and purine whilst four exist
between protein and pyrimidine. EcoRI ‘reads’ all
six bases making up the recognition sequence by
forming interactions with each of them. Arg200 forms
two hydrogen bonds with guanine while Glu144 and
Arg145 form four hydrogen bonds to adjacent adenine
residues. In addition to the hydrogen bonds an elaborate
network of van der Waals contacts exist between
bases and recognition helices. It is these interactions
that discriminate the EcoRI hexanucleotide GAATTC
from all other hexanucleotide sequences. Changes in
base identity lose hydrogen bonds and effectively
discriminate between different sequences. Hydrogen
bond formation distorts the DNA helix introducing
strain and a torsional kink in the middle of its
recognition sequence leading to local DNA unwinding.
The unwinding involves movement of DNA by ∼28◦

and groove widening by ∼0.35 nm where ‘strain’ may
enhance catalytic rates.

The presence of divalent cations (Mn2+, Co2+, Zn2+
and Cd2+) results in bond scission but in their absence
enzymes shows low activity. The use of electron
dense ions pinpoints the metal centre location as close
to Glu111 in co-crystals of protein–DNA–divalent
ion and emphasizes the role of a metal centre in
catalysis. Metal ions are coordinated in the vicin-
ity of the active site acidic side chains. The obser-
vation of mono and binuclear metal centres within
active sites of restriction endonucleases suggests that
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although the structure of the active site-DNA bind-
ing region of many enzymes is similar the catalytic
mechanisms employed may differ from one enzyme to
another.

Restriction endonucleases contain a signature se-
quence D-(X)n-D/E-Z-K, in which three residues are
weakly conserved (D, D/E and K). The two acidic
residues are usually Asp, although Glu occurs in EcoRI
and several other restriction endonucleases, including
BamHI. These residues are separated by 9–20 residues
and are followed by a basic lysine side chain pre-
ceded by Z, a residue with a hydrophobic side chain.
In EcoRI the catalytic residues are Asp91, Glu111 and
Lys113, whilst Asp59, preceding the conserved clus-
ter, also appears to be important to catalysis. These
residues make up the active site, whilst in BamHI
the corresponding residues are Asp94, Glu111, and
Glu113 with Glu77 preceding the cluster of charged
residues. BamHI cuts the sequence GGATTC – a hex-
anucleotide sequence almost identical to that recog-
nized by EcoRI (GAATTC) – yet each enzyme shows
absolute specificity for its own sequence. Both enzymes
possess homodimeric structures with a catalytic core
region of ∼200–250 residues per monomer consist-
ing of five strands and two helices. However, the
method of sequence recognition and potential mech-
anism of catalysis in two clearly related enzymes
appears to differ. The catalytic mechanism for EcoRI
involves a single metal ion whilst that of BamHI
involves two cations (Figure 7.47). Similarly, DNA

binding through base contacts in the major groove
uses a set of loops between strands together with β

strands (EcoRI) whilst BamHI lacks these regions and
uses the N-terminal end of a helix bundle. Despite
a lack of agreement conclusions can be drawn about
the requirements for phosphodiester bond cleavage
in any restriction enzyme. At least three components
are required; a general base is needed to activate
water, a Lewis acid is necessary to stabilize nega-
tive charge formed in the transition state complex and
a general acid is required to protonate the leaving
group oxygen.

Enzyme inhibition and regulation
Enzymes are inhibited and regulated. Studying each
process sheds light on the control of catalysis, catalytic
pathways, substrate binding and specificity, as well as
the role of specific functional groups in active site
chemistry. Inhibition and regulation are inter-related
with cells possessing proteins that inhibit enzymes as
part of a normal cellular function.

Reversible inhibition involves non-covalent binding
of inhibitor to enzyme. This mode of inhibition is
shown by serpins, proteins that act as natural trypsin
inhibitors preventing protease activity. The complex
formed between bovine pancreatic trypsin inhibitor
(BPTI) and trypsin has extraordinary affinity with a
large association constant (Ka) of ∼1013 M−1. Tight
association between proteins causes effective enzyme
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Figure 7.47 A general mechanism of catalysis for type II restriction endonucleases based on BamHI. The reaction
occurs through an SN2 mechanism, with an in-line displacement of the 3′-OH group and an inversion of configuration
of the 5′-phosphate group
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Figure 7.48 Binary complex formed between trypsin
and BPTI showing insertion of Lys15 (red) into the
specificity pocket. Trypsin is shown in blue, BPTI in
yellow (PDB: 2PTC)

inhibition and crystallography of the protein complex
reveals a tightly packed interface between BPTI and
trypsin formed by numerous intermolecular hydrogen
bonds (Figure 7.48). On the surface of BPTI Lys15
occupies the specificity pocket of trypsin with a
Lys–Ala peptide bond representing the scissile region.
However, bond cleavage does not occur despite the
proximity of Ser195 and the formation of a tetrahedral
intermediate. Absence of bond cleavage results from
tight binding between BPTI and enzyme that prevents
diffusion of the leaving group (peptide) away from
the active site and restricts access of water to
this region.

By measuring reaction kinetics at different con-
ditions activity profiles (kcat/Km) are determined for
individual enzymes. Extremes of pH lead to a loss
of activity as a result of enzyme denaturation and
solutions of pH 2.0 do not in general support folded
structure and lead to a loss of activity that is restored
when the pH returns to normal values. Reversibility is
observed because covalent modification of the enzyme
does not occur.

Investigating kinetic profiles for enzyme-catalysed
reactions in the presence of an inhibitor may identify
mechanisms of inhibition and provides important clues

in the absence of structural data of the active site geom-
etry and composition. Armed with structural knowl-
edge the pharmaceutical industry has produced new
inhibitors with improved binding or inhibitory action
that play crucial roles in the battle against disease. The
starting point for enzyme inhibitor studies is often iden-
tification of a natural inhibitor. When inhibitor data
is available with detailed structural knowledge of an
enzyme’s active site it becomes possible to enter the
area of rational drug design. This combines structural
and kinetic data to design new improved compounds
and is often performed on computers. With a fam-
ily of ‘lead in’ compounds chemical synthesis of a
restricted number of favourable targets, followed by
assays of binding and inhibition, can save years of
experimental trials and allows drugs to enter clini-
cal trials and reach the marketplace. Such approaches
combining classical enzymology with bioinformat-
ics and molecular modelling allows development of
new pharmaceutical arsenals and a new approach to
molecular medicine. Using these techniques enzyme
inhibitors have been introduced to counteract emphy-
sema, HIV infection, alcohol abuse, inflammation and
arthritis.

The most important type of reversible inhibi-
tion is that caused by molecules that compete
for the active sites of enzymes (Figure 7.49). The
competitor is almost always structurally related to
the natural substrate and can combine with the
enzyme to form an enzyme–inhibitor complex anal-
ogous to that formed between the enzyme and the
substrate. Occasionally the ‘inhibitor’ is converted
into product but more frequently inhibitors bind
to active sites without undergoing further catalytic
reactions.

When the enzyme binds inhibitor it is unable
to catalyse reactions leading to products and this
is observed by a decrease in enzyme activity at
a given substrate concentration. A usual presenta-
tion of competitive inhibition involves Eadie–Hofstee
or Lineweaver–Burk plots, and is marked by a
decrease in Km although the overall Vmax remains
similar between inhibited and uninhibited reactions
(Figures 7.50 and 7.51). Vmax is unchanged because
addition of substrate in high concentrations will
effectively displace inhibitor from the active site of
an enzyme leading to unimpeded rates of reaction.
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Figure 7.49 Competitive inhibition leads to addi-
tional reactions in Michaelis–Menten schemes

The rate equations are solved exactly as before,
except that the total enzyme concentration is equiv-
alent to

[E]T = [E] + [ES] + [EI] (7.48)

and leads to an expression for the initial velocity v

v = kcat[E]T[S]/Km(1 + [I]/KI) + [S] (7.49)

The Km is increased by a factor of (1+[I]/KI) with the
second ‘apparent’ Km shown in the following equation
as KAPP

v = Vmax[S]/KAPP + [S] (7.50)

Substrate concentration

In
iti

al
 v

el
oc

ity
 (

v 0
)

KAPP

Vmax

Km

Figure 7.50 An enzyme-catalysed reaction showing a
plot of initial velocity against substrate concentration
in the presence (black trace) and absence (red trace)
of inhibitor

- Inhibitor
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1/
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Figure 7.51 Lineweaver–Burk plot of an enzyme-
catalysed reaction with competitive inhibition.
With KAPP determined at several different inhibitor
concentrations a plot of KAPP versus I will yield
a straight line whose gradient is Km/KI, where Km

can be estimated from the line’s intercept where
[I] = 0. Alternatively Km can be estimated from the
Lineweaver–Burk plot

One example of competitive inhibition is seen in
succinate dehydrogenase and the conversion of suc-
cinate to fumarate as part of the citric acid cycle.
Malonate is a competitive inhibitor of succinate dehy-
drogenase and with structural similarity to succinate,
binds at the active site but does not undergo dehy-
drogenation (Figure 7.52). The observation of com-
petitive inhibition suggests binding involves the two
carboxylate groups. A further example of competi-
tive inhibition is benzamidine, a structural analogue
of arginine, that binds to the active site of trypsin
(Figure 7.53).

The remaining patterns of reversible inhibition are
called uncompetitive and non-competitive (or mixed)
inhibition. Uncompetitive inhibition involves binding
directly to enzyme–substrate complexes but not to free
enzyme (Figure 7.54). As such there is no requirement
for an uncompetitive inhibitor to resemble the natural
substrate and it is generally believed that inhibition
arises from a distortion of the active site region
preventing further turnover.
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Figure 7.53 Benzamidine and arginine. Competitive
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Figure 7.54 Kinetic scheme illustrating uncompeti-
tive inhibition of enzyme-catalysed reaction

Non-competitive inhibition (Figure 7.55) involves
inhibitor binding to free enzyme and enzyme substrate
complexes to form inactive EI or ESI states. It is
comparatively rare but is exhibited by some allosteric
enzymes. In these cases it is thought that inhibitor binds
to the enzyme causing a change in conformation that
permits substrate binding but prevents further catalysis.
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Figure 7.55 Kinetic scheme describing non-compe-
titive inhibition. In the above example numerous
kinetic simplifications have been introduced. The
complex ESI can sometimes exhibit catalytic activity
at reduced rates, or the binding of inhibitor may alter
substrate binding and/or kcat. As a result of these
differential effects the term mixed inhibition is used

Since a non-competitive inhibitor binds to both E and
ES removing catalytic competence in the latter the
effect of this is to lower the number of effective enzyme
molecules. The result is a decrease in Vmax as a result of
changes in kcat. Since non-competitive inhibitors bind
at sites distinct from the substrate there is not normally
any effect on Km.

Irreversible inhibition of enzyme
activity

Irreversible inhibition can involve the inactivation of
enzymes by extremes of pH, temperature or chem-
ical reagents. Most frequently, however, it involves
the covalent modification of the enzyme in a man-
ner that destroys activity. Most substances that cause
irreversible inhibition are toxic to cells, although in
the case of aspirin the ‘toxic’ effect is beneficial.
Many irreversible inhibitors have been identified; some
are naturally occurring metabolites whilst others result
from laboratory synthesis (Table 7.8).

The inhibition of enzymes involved in bacterial cell
wall synthesis is exploited through the use of penicillin
as an antibiotic that binds to bacterial enzymes involved
in cell wall synthesis causing inactivation. The inability
to extend bacterial cell walls prevents division and
leads to the cessation of bacterial growth and limits
the spread of the infection.
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Table 7.8 Irreversible enzyme inhibitors and sites of action

Compound Common source and site of action

Diisopropylfluorophosphate (DIFP), Sarin Synthetic; inactivate serine residues of serine protease
enzymes

Ricin/abrin Castor bean; ribosomal inactivating proteins; inhibit
ribosome function via depurination reactions

N -tosyl-L-phenylalanine chloromethylketone
(TPCK)

Synthetic inhibitor; binds to active site histidine in
chymotrypsin

Penicillin Naturally occurring antibiotic plus many synthetic
variants; inhibits cell wall biosynthesis enzymes
particularly in Gram-positive bacteria

Cyanide Released during breakdown of cyanogenic glycosides
found in many plants; inhibits respiration

Aspirin Natural product – methyl salicylate plus synthetic
variants. All bind to active site of cyclo-oxygenase
inhibiting substrate binding

Aspirin: an inhibitor of cyclo-oxygenases

Aspirin’s pain-killing capacity was known to Hip-
pocrates in the 5th century BC but provides a mar-
velous example of how studies of enzyme inhibition
combined with structural analysis leads to advances in
health care.

Prostaglandins are hormones created by cells that act
only in the local or surrounding area before they are
broken down. Unlike most hormones they are not trans-
ported systemically around the body but control ‘local’
cellular processes such as the constriction of blood ves-
sels, platelet aggregation during blood clotting, uterine
constriction during labour, pain transmission and the
induction of inflammation. Although these diverse pro-
cesses are controlled by different prostaglandins they
are all created from a common precursor molecule
called arachidonic acid. Cyclo-oxygenase catalyses
the addition of two oxygen molecules to arachidonic
acid in a pathway that leads to the formation of
prostaglandins.

Aspirin-like drugs, sometimes called non-steroidal
anti-inflammatory drugs or NSAIDs (Figure 7.56),
prevent prostaglandin biosynthesis through inhibition
of cyclo-oxygenases such as COX-1 (Figure 7.57).
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Bromoaspirin

COO− Ibuprofen

Figure 7.56 Three common non-steroidal anti-
inflammatory drugs (NSAIDs)

Crystallization of cyclo-oxygenase by R. Garavito
showed a membrane protein comprised of three
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Figure 7.58 The three-dimensional structure of cyclo-oxygenase (PDB:1PRH). On the left the distribution of
secondary structure is shown for one subunit of the dimer found in the crystal lattice. The space filling model
highlights the different domains and the buried heme group. (blue, residues 33–72; orange, membrane-binding
region formed from residues 73–116; and purple the globular domain containing the catalytic heme group)

domains in a chain of 551 residues (Figure 7.58).
Residues 33–72 form a small compact module whilst
a second domain (residues 73–116) adopts a right-
handed spiral of four helical segments along one side
of the protein. This domain binds to the membrane
via amphipathic helices. The third domain is the
catalytic heart of the bifunctional enzyme performing
cyclo-oxygenation and peroxidation. Cyclo-oxygenase
is a homodimer, and should be more correctly called
prostaglandin H synthase (or PGHS-1) because the

cyclo-oxygenase reaction is only the first of two
functional reactivities.

The cyclo-oxygenase reaction occurs in a hydropho-
bic channel that extends from the membrane-binding
domain to the catalytic core and a non-covalently
bound heme centre. The arachidonic acid is positioned
in this channel in an extended L-shaped conformation
and catalysis begins with abstraction of the 13-pro-S-
hydrogen to generate a substrate bound radical. At this
point, a combination of active site residue interactions
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and conformational changes control the regio- and
stereospecific additions of molecular oxygen and ring
closures resulting in the product.

Insight into the mechanism of action of aspirin
stemmed from crystallization of this protein in the
presence of inhibitors. In the bromoaspirin-inactivated
structure Ser530 is bromoacetylated (as opposed to
simple acetylation with aspirin) with the salicylate
leaving-group bound in the tunnel as part of the
active site (Figure 7.59). The bound salicylate group
blocks substrate access to the heme centre whilst other
NSAIDs do not covalently modify the enzyme but
prevent conversion of arachidonic acid in the first
reaction of prostaglandin synthesis. The active site is
essentially a hydrophobic channel of highly conserved
residues such as Arg120, Val349, Tyr348, Tyr355,
Leu352, Phe381, Tyr385, and Ser530. At the mouth of
the channel lie Arg120 and Tyr 355 and these residues
interact with the carboxylate groups of arachidonic acid
with the remainder of the eicosanoid chain extending
into the channel and binding to hydrophobic residues
close to Ser530. Although the details of catalysis
and inhibition remain to be clarified the heme group
lies at one end of the channel and it is thought

that heme-catalysed peroxidase activity involves the
formation of a tyrosyl radical to initiate the process.

Aspirin is an extremely beneficial drug but con-
cern exists over the damage caused to the stom-
ach and duodenum in significant numbers of patients.
About one in three people who take NSAIDs for long
periods develop gastrointestinal bleeding. The under-
lying reasons for the unwanted side effects became
clear with the realization that two forms of cyclo-
oxygenase (COX-1 and COX-2) exist in vivo. COX-1
is the constitutive isoform whilst COX-2 is induced by
inflammatory stimuli. The beneficial anti-inflammatory
actions of NSAIDs are due to inhibition of COX-2
whereas unwanted side effects such as irritation of the
stomach lining arise from inhibition of COX-1. It is
clearly desirable to obtain enzyme inhibitors (drugs)
that selectively target (inhibit) COX-2.

Despite different physiological roles COX-1 and
COX-2 show similar structures and catalytic functions,
with a small number of amino acid substitutions giving
rise to subtle differences in ligand interaction between
each isoform. These differences form the basis of
developing structure–function relationships in cyclo-
oxygenases and allow rational drug design aimed at
improving the desirable properties of aspirin without

Figure 7.59 The active site of cyclo-oxygenase (COX-1) shown by the yellow residues superimposed on the secondary
structure elements. Removing the bulk of the protein shows the approximate position of the channel (arrow) and
the lining of this pocket by conserved residues. Ser530, acetylated by aspirin, lies approximately midway along
the channel
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any of the unwanted side effects. As a result new
and improved products are reaching the marketplace,
with one product, Celebrex, introduced in 1999 as
a potent selective inhibitor of COX-2 designed to
relieve pain associated with osteoarthritis and adult
rheumatoid arthritis.

Allosteric regulation

Although inhibition is one form of regulation it tends
to be ‘all or nothing’ and the cell has of necessity
devised better methods of control. The concept of
regulation of protein activity by molecules known as
effectors was demonstrated in haemoglobin. Binding
to a site between individual subunits by 2,3 DPG
caused conformational changes in haemoglobin that
modulated oxygen affinity. The principle of regulation
by molecules unrelated to substrate is the basis of
allostery with studies on haemoglobin pioneering the
development of this area.

Allosteric enzymes have at least two subunits
(exhibit quaternary organization) with multiple cat-
alytic and binding sites. In general the active and
inactive forms undergo conformational changes arising
from effector binding at sites distinct from the cat-
alytic centres. Allosteric regulation is shown by large
numbers of enzymes but particularly those involved
in long metabolic pathways. These pathways include
biosynthetic reactions, glycolysis, glycogenesis and β

oxidation. Here, the effectors are often components of
the metabolic pathway and their presence serves to
inhibit or stimulate activity in a manner that allows
exquisite control over a reaction pathway. Allosteric
modulators bind non-covalently to the enzyme and can
precipitate changes in either Km for the substrate or
Vmax of the enzyme.

Allosteric enzymes are multimeric proteins, but
can be composed of identical or non-identical sub-
units. Allosteric enzymes made up of identical subunits
include phosphofructokinase (PFK) glycogen phospho-
rylase, and glycogen synthase. For enzymes composed
of identical subunits each polypeptide chain contains
at least one catalytic and one regulatory site whilst for
enzymes composed of non-identical subunits these sites
can be on different subunits, but this is not obligatory.
Allosteric enzymes composed of non-identical subunits
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Figure 7.60 A plot of vo versus [S] for an allosteric
enzyme. In the different curves the Vmax and K0.5 are
constant at 1000 and 250 whilst the Hill coefficient
ranges from 0.5, 1, 1.5, 2, and 4, respectively

include aspartate transcarbamoylase, lactate dehydroge-
nase, pyruvate kinase, and protein kinase A.

Allosteric enzymes are identified from plots of
initial velocity versus substrate concentration. For at
least one substrate this profile will not exhibit the
normal hyberbolic variation of vo with [S] but shows a
sigmoidal profile (Figure 7.60). This is an example of
positive substrate cooperativity and a plot of vo against
[S] is defined by the Hill equation. The Hill equation
is expressed as

v = Vmax[S]n/K0.5
n + [S]n (7.53)

where K0.5 is the substrate concentration at half
maximal velocity. Since this description is not the
Michaelis–Menten equation it should not be called
the Km, although within the literature this term is fre-
quently found. The parameter n, the Hill coefficient,
can be greater or less than 1. A value of 1 gives hyber-
bolic profiles whilst other values yield curves showing
cooperativity.

In PFK the profile of v against [S] with ATP
as a substrate exhibits Michaelis–Menten kinetics
but with fructose-6-phosphate the profile is sigmoidal
(Figure 7.61). PFK is found universally in prokary-
otes and eukaryotes as one enzyme in the pathway
of glycolysis and catalyses the conversion of fructose
6-phosphate into fructose 1,6 diphosphate. In eukary-
otic cells PFK activity is inhibited by ATP and citrate
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Figure 7.61 The sigmoidal and hyperbolic kinetics
for PFK in the presence of effector (fructose-6-
phosphate) and normal substrate (ATP)
Fructose-6-phosphate + ATP −−−⇀↽−−− Fructose 1,6dipho-
sphate + ADP

whilst activation occurs with ADP, AMP and cyclic
AMP. In bacteria the PFK enzymes are structurally
simpler with a diverse array of allosteric modulators.
The most studied PFKs are isolated from B. stearother-
mophilus and E. coli. These enzymes are inhibited by

phosphoenolpyruvate (an end product of glycolysis)
and stimulated by ADP as well as GDP.

PFK is a homotetramer containing polypeptide
chains of 320 residues each folded into two domains.
These domains are of different structure with domain
1 formed by residues 1–141 and residues 256–300
containing α and β secondary structure (α/β) and
domain 2 formed by residues 142–255 and the C-
terminal sequence forming an α-β-α layered structure
(Figure 7.62). Each subunit has 12 α helices and 11β

strands and forms a large contact area with an identi-
cal subunit creating a dimer. Dimers associate through
smaller interfacial contact zones forming the tetramer.
Initial studies of the enzyme showed that one of the
products of the reaction (ADP) together with Mg2+ ions
bind to the larger domain (blue) whilst an allosteric
regulator (ADP again) is also found attached to the
smaller second domain (orange). In this instance the
effector molecule (ADP) resembles the structure of one
of the substrates (ATP) and represents an example of
homotypic regulation (Figures 7.63 and 7.64).

The active site for ADP and fructose-6-phosphate
binding is formed between two subunits in a cleft.
The T state of PFK has a low affinity for fructose-
6-phosphate (substrate) whilst the R form has a much
higher affinity.

Figure 7.62 The arrangement of domains 1 and 2 within a single subunit of PFK. Shown in blue is the domain
encompassing residues 1–138 and 256–305 whilst in orange is the secondary structure of residues 139–255 and
306–319
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Figure 7.63 The arrangement of domains 1 and 2
within the PFK dimer showing ADP and Mg2+ ions
bound to the different parts of the enzyme. ADP is
shown in yellow, Mg2+ ions in green with the large
and small domains of each subunit shown using the
colour scheme of Figure 7.62. The dimers associate
forming the binding site for the effector ADP molecule

Alongside fructose-6-phosphate ATP is also bound
at the active site whilst at the allosteric site ATP
(inhibitor) and ADP (activator) bind in addition
to phosphoenolpyruvate (PEP), a second allosteric
inhibitor. The allosteric sites are located principally
in the smaller effector domain (orange section in
Figures 7.63 and 7.64) but form contacts with the
active site domain of neighbouring dimers. As a result
of this arrangement conformational changes occurring
at allosteric sites are easily transmitted to the active
site domains of other subunits.

An analogue of PEP, 2-phosphoglycolate, binds
tightly to the allosteric site yielding an inhibited
form of the enzyme equivalent to the T state. By
comparing the structure of T state enzyme with that
formed in the presence of products (R state) the extent
of conformational changes occurring in PFK were
estimated. The crystal structures of PFK determined
in the R and T states suggest the structural differences
reside in rotation of dimers relative to one another.
Comparing the inhibited state with the active state

Figure 7.64 The arrangement of domains 1 and 2
within a PFK dimer showing fructose-6-bisphosphate
(magenta) and ADP/Mg2+ bound to the active site
of the large domain. These are the products of the
reaction and the structure is the R state enzyme.
ADP/Mg2+ is also bound at the effector site located
on the smaller domain (PDB:1PFK). Only the dimer
is shown and it should be remembered an additional
dimer of subunits is present in the PFK homotetramer

showed that the tetramer twists about its long axis so
that one pair of subunits rotates relative to the other
pair by about 8◦ around one of the molecular dyad axes.
This rotation partly closes the binding site for the co-
operative substrate fructose-6-phosphate and therefore
explains its weaker binding to this conformational
state. A single subunit contains two domains and
the R > T transition also involves rotation of these
regions relative to each other by ∼4.5◦ that further
closes the active (fructose-6-phosphate) site between
domains. Another consequence of these movements is
to alter the orientation of residues lining the catalytic
pocket. In the R state two arginine side chains form
ionic interactions with fructose-6-phosphate whilst a
glutamate side chain is displaced out of the pocket.
In the T state movement of dimers results in Arg162
pointing away from the binding site and Glu161 facing
into the binding site. The effect of replacing a positive
charge with a negative charge at the active site is
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to decrease fructose 6-phosphate binding by repulsion
between negatively charged groups. PFK appears to
represent a simple allosteric kinetic scheme in which
the active and the inhibited conformations differ in
their affinities for fructose-6-phosphate but do not differ
in their catalytic competence. The presence of two
conformational states is very similar to that previously
described for haemoglobin.

Aspartyl transcarbamoylase (ATCase) is a large
complex composed of 12 subunits of two different
types. The enzyme catalyses formation of N -carbamoyl
aspartate from aspartate and N -carbamoyl phosphate,
and is an early step in a unique and critical biosynthetic
pathway leading to the synthesis of pyrimidines (such
as cytosine, uracil and thymine; Figure 7.65).

Both aspartate and carbamoyl phosphate bind coop-
eratively to the enzyme giving sigmoidal profiles
(Figure 7.66) that are altered in the presence of cyti-
dine triphosphate (CTP), a pyrimidine nucleotide, and
adenosine triphosphate (ATP), a purine nucleotide.
Allosteric inhibition is observed in the presence of
CTP whilst ATP induces allosteric activation. Exper-
imentally, a plot of vo against [S] is observed to be
sigmoidal and to shift to the left in the presence of ATP
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Figure 7.66 The steady-state kinetic behaviour of
ATCase. Carbamoyl aspartate formation at a fixed
concentration of substrate (blue) is increased in the
presence of ATP (green) whilst CTP has the opposite
effect acting as an inhibitor

and to the right in the presence of CTP. At a given
substrate concentration CTP diminishes the reaction
velocity whilst ATP increases it. ATP is therefore a pos-
itive heterotropic effector, CTP a negative heterotropic
effector, and aspartate is a positive homotropic effector.

The effects of ATP and CTP are not unex-
pected; CTP is one product of pyrimidine biosynthe-
sis and inhibition of ATCase activity is an example
of feedback inhibition where end products modulate
biosynthetic reactions to provide effective means of
control (Figure 7.67). Consequently, high intracellular
levels of CTP decrease pyrimidine biosynthesis whilst
high intracellular levels of ATP indicate an imbalance
between purine and pyrimidine concentrations and lead
to increased rates of pyrimidine biosynthesis.

Structural insight into allosteric regulation of
ATCase is provided by crystallographic analysis of the
E. coli enzyme by William Lipscomb (Figure 7.68).
The enzyme has a composition of c6r6 where c and r
represent catalytic and regulatory subunits respectively
arranged as two sets of catalytic trimers complexed
with three sets of regulatory dimers. Each regulatory
dimer links together two subunits present in different
trimers. For both catalytic and regulatory subunits two
domains exist within each polypeptide chain.
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Figure 7.67 The metabolic pathway leading to UTP
and CTP formation – feedback inhibition of ATCase is
part of the normal control process

The catalytic subunit (Figure 7.69) contains one
domain involved in aspartate binding whilst a second
domain binds carbamoyl phosphate with the active site
lying between domains. In view of their separation
the c subunit must undergo large conformational
change to bring the sites closer together for product
formation. A bifunctional analogue of carbamoyl
phosphate and aspartate called N -(phosphonacetyl)-L-
aspartate (PALA) binds to ATCase, but is unreactive
and has facilitated structural characterization of the
enzyme–substrate complex (Figure 7.70). PALA binds
to the R state, and by comparing the structure of
this form of the enzyme with that obtained in the T
state (ATCase plus CTP) the conformational changes

Figure 7.68 The quaternary structure of ATCase from
E. coli showing the r2c2 structure (PDB: 1ATI). Two
regulatory units (orange) link to catalytic subunits
(green) belonging to different trimers

occurring in transitions from one allosteric form to
another were estimated.

The observed kinetic profiles of enzyme activity
with ATP and CTP provide further insight into the
basis of allosteric regulation. ATP enhances activity
and binds to the R state of the enzyme whilst CTP
an allosteric inhibitor binds preferentially to the T
or low affinity state. Both ATP and CTP bind to
the regulatory subunit and compete for the same
site. The allosteric binding domain is the larger
part of the r subunit containing a Zn2+ binding
region that forms the interface between the regulatory
and catalytic subunits. Displacement of the non-
covalently bound Zn using mercurial reagents leads
to the absence of binding and the dissociation of the
c6r6 complex.

The rate of catalysis in isolated trimer is not mod-
ulated by ATP or CTP but exceeds the rate observed
in the complete enzyme. This kinetic behaviour indi-
cates that r subunits reduce the activity of the c sub-
units in the complete enzyme. In view of the different
kinetic properties exhibited by ATCase in the pres-
ence of ATP or CTP it is somewhat surprising to
find that both nucleotides bind in similar manner to
the r subunit. This makes a structural explanation of
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Figure 7.69 The structure of a single catalytic subunit and its adjacent regulatory subunit. The catalytic subunit is
shown in green and the regulatory subunit in yellow (reproduced with permission from Lipscomb, W.N. Adv. Enzymol.
1994, 73, 677–751. John Wiley & Sons)

C

O−

O
C

O− O

P
O−O

O−

C
CH2O

NH
CH

CH2

C

O−

O

C
O− O

NH3
+

CH
CH2

P
O−O

O−

C
OO

NH2

Aspartate

N-(Phosphonacetyl)-L-aspartate
(PALA)

Carbamoyl phosphate

Figure 7.70 The structure of the bifunctional substrate analogue PALA and its relationship to carbamoyl phosphate
and aspartate

their effects difficult to understand and the structural
basis of allostery in ATCase has proved very elusive
despite structures for the enzyme in the ATCase–CTP
complex (T state) and the ATCase–PALA (R-state)
complex (Figure 7.71). A comparison of these two

structures shows that in the T>R transition the
enzyme’s catalytic trimers separate by ∼1.1 nm and
reorient their axes relative to each other by ∼5◦. The
trimers assume an elongated or eclipse-like configura-
tion along one axis accompanied by rotation of the r
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Figure 7.71 A diagram of the quaternary structure of aspartate transcarbamoylase (ATCase). The quaternary
structure in the T state (left) shows six catalytic subunits and six regulatory subunits. Between each catalytic subunit
lies the catalytic site whilst on each regulatory subunit is a single effector site on its outer surface (reproduced with
permission from Lipscomb, W.N. Adv. Enzymol. 1994, 73, 677–751. John Wiley & Sons)

subunits by ∼15◦ about their two-fold rotational sym-
metry axis.

Covalent modification
Covalent modification regulates enzyme activity by
the synthesis of inactive precursor enzymes contain-
ing precursor sequences at the N terminal. Removal of
these regions by proteases leads to enzyme activation.
Trypsin, chymotrypsin and pepsin are initially synthe-
sized as longer, inactive, precursors called trypsino-
gen, chymotrypsinogen and pepsinogen or collectively
zymogens. Zymogens are common for proteolytic
enzymes such as those found in the digestive tracts of
mammals where the production of active enzyme could
lead to cell degradation immediately after translation.
Acute pancreatitis is precipitated by damage to the pan-
creas resulting from premature activation of digestive
enzymes.

Trypsinogen is the zymogen of trypsin and is mod-
ified when it enters the duodenum from the pan-
creas. In the duodenum a second enzyme enteropep-
tidase secreted from the mucosal membrane excises
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Figure 7.72 The activation of trypsinogen to trypsin.
Limited proteolysis of trypsinogen by enteropeptidase
and subsequently trypsin removes a short hexapeptide
from the N-terminal

a hexapeptide from the N terminus of trypsinogen to
form trypsin (Figure 7.72). Enteropeptidase is itself
under hormonal control whilst the site of cleavage after
Lys6 is important. The product is trypsin with a natural
specificity for cleavage after Lys or Arg residues and
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the small amount of trypsin produced is able to catalyse
the further production of trypsin from the zymogen. As
a result the process is often described as auto-catalytic.

Chymotrypsin is closely related to trypsin and is acti-
vated by cleavage of chymotrypsinogen between Lys15
and Val16 to form π-chymotrypsin (Figure 7.73). Fur-
ther autolysis (self-digestion) to remove residues Ser14-
Arg15 and Thr147-Asn148 yields α-chymotrypsin, the
normal form of the enzyme. The three segments of
polypeptide chain produced by zymogen processing
remain linked by disulfide bridges.

Trypsin plays a major role in the activation of
other proteolytic enzymes. Proelastase, a zymogen of
elastase, is activated by trypsin by removal of a short
N terminal region along with procarboxypeptidases A
and B and prophospholipase A2. The pivotal role of
trypsin in zymogen processing requires tight control of
trypsinogen activation. At least two mechanisms exist
for tight control. Trypsin catalysed activation occurs
slowly possibly as a result of the large amount of
negative charge in the vicinity of the target lysine
residue (four sequential aspartates). This charge repels
substrate from the catalytic pocket that also contains

aspartate residues. Zymogens are stored in the pancreas
in intracellular vesicles known as zymogen granules that
are resistant to proteolytic digestion. As a final measure
cells possess serpins that prevent further activation.

A second important group of zymogens are the serine
proteases of the blood-clotting cascade (Figure 7.74)
that circulate as inactive forms until a stimulus
normally in the form of injury to a blood vessel. This
rapidly leads to the formation of a clot that prevents
further bleeding via the aggregation of platelets within
an insoluble network of fibrin. Fibrin is produced from
fibrinogen, a soluble blood protein, through the action
of thrombin, a serine protease. Thrombin is the last of
a long series of enzymes involved in the coagulation
process that are sequentially activated by proteolysis of
their zymogens. Sequential enzyme activation leads to
a coagulation cascade and the overall process allows
rapid generation of large quantities of active enzymes
in response to biological stimuli.

The concept of programmed cell death or apoptosis
is vital to normal development of organisms. For
example, the growing human embryo has fingers that
are joined by web-like segments of skin. The removal
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Figure 7.73 Activation of chymotrypsinogen proceeds through proteolytic processing and the removal of short
peptide sequences.
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Figure 7.74 The cascade of enzyme activation during
the intrinsic pathway of blood clotting involves
processing of serine proteases

of these skin folds and the generation of correct pattern
formation (i.e. fingers) relies on a family of intracellular
enzymes called caspases. The term caspase refers to
the action of these proteins as cysteine-dependent
aspartate-specific proteases. Their enzymatic properties
are governed by specificity for substrates containing
Asp and the use of a Cys285 sidechain for catalysing
peptide-bond cleavage located within a conserved motif
of five residues (QACRG).

The first level of caspase regulation involves the
conversion of zymogens to active forms in response

to inflammatory or apoptotic stimuli although second
levels of regulation involve specific inhibition of active
caspases by natural protein inhibitors. Caspases are
synthesized as inactive precursors and their activity is
fully inhibited by covalent modification (Figure 7.75).
It is important to achieve complete inhibition of activity
since the cell is easily destroyed by caspase activity.
Caspases are synthesized joined to additional domains
known as death effector domains because their removal
initiates the start of apoptosis where a significant step
is the formation of further active caspases.

Yet another form of enzyme modification is the
reversible phosphorylation/dephosphorylation of ser-
ine, threonine or tyrosine side chains. The phospho-
rylation of serine, threonine or tyrosine is particularly
important in the area of cell signalling. Phosphoryla-
tion of tyrosine is an important covalent modification
catalysed by enzymes called protein tyrosine kinases
(PTKs). These enzymes transfer the γ phosphate of
ATP to specific tyrosine residues on protein substrates
according to the reaction

Protein + ATP −−−⇀↽−−− Protein-P + ADP

This reaction modulates enzyme activity and leads
to the creation of new binding sites for downstream
signalling proteins. At least two classes of PTKs are
present in cells: the transmembrane receptor PTKs and
enzymes that are non-receptor PTKs.

Receptor PTKs are transmembrane glycoproteins
activated by ligand binding to an extracellular sur-
face. A conformational change in the receptor results
in phosphorylation of specific tyrosine residues on the
intracellular domains of the receptor (Figure 7.76) – a
process known as autophosphorylation – and initi-
ates activation of many signalling pathways con-
trolling cell proliferation, differentiation, migration

α β
α b

α b

Figure 7.75 The covalent modification by addition of large protein domains to caspases leads to an inactive
enzyme. Their removal allows the association of the α and β domains in an active heterotetramer
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Figure 7.76 Domain organization of receptor tyrosine kinases. The extracellular domain at the top contains a
variety of globular domains arranged with modular architecture. In contrast the cytoplasmic segment is almost
exclusively a tyrosine kinase domain (reproduced with permission from Hubbard, S.R. & Till, J.R. Ann. Rev. Biochem.
2000, 69, 373–398. Annual Reviews Inc)

Figure 7.77 Domain organization found within non-receptor protein kinases (reproduced with permission from
Hubbard, S.R. & Till, J.R. Ann. Rev. Biochem. 2000, 69, 373–398. Annual Reviews Inc)

and metabolism. The transmembrane receptor tyrosine
kinase family includes the receptors for insulin and
many growth factors such as epidermal growth fac-
tor, fibroblast growth factor and nerve growth factor.
Receptors consist of large extracellular regions con-
structed from modules of globular domains linked
together. A single transmembrane helix links to a cyto-
plasmic domain possessing tyrosine kinase activity.

In contrast non-receptor PTKs (Figure 7.77) are a
large family of proteins that are integral components

of the signal cascades stimulated by RTKs as well
as G-protein coupled receptors. These kinases phos-
phorylate protein substrates causing a switch between
active and inactive states. These tyrosine kinases
lack large extracellular ligand-binding regions together
with transmembrane regions and most are located
in the cytoplasm although some bear N-terminal
modifications such as myristoylation or palmitoyla-
tion that lead to membrane association. In addi-
tion to kinase activity this large group of proteins
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possesses domains facilitating protein–protein, pro-
tein–lipid or protein–DNA interactions and a common
set of domains are the Src homology 2 (SH2) and Src
homology 3 (SH3) domains.

Phosphotyrosine binding has been studied in SH2
domains where the binding site consists of a deep
pocket and centres around interaction of the phosphate
with an arginine side chain at the base. The side
chains of phosphoserine and phosphothreonine are both
too short to form this interaction thereby accounting
for the specificity of binding between SH2 and
target sequences.

One of the first forms of phosphorylation to be rec-
ognized was that occurring during the activation of
enzymes involved in glycogen metabolism. Glycogen
phosphorylase plays a pivotal role in controlling the
metabolism of the storage polysaccharide glycogen.
Glycogen is primarily a series of α 1→4 glycosidic
bonds formed between glucose under conditions where
the supply of glucose is plentiful. Glycogen phospho-
rylase catalyses the first step in the degradation of
glycogen by releasing glucose-1-phosphate from a long
chain of glucose residues for use by muscle tissue dur-
ing contraction.

Glycogen
(n residues)

+Pi −−−⇀↽−−− Glucose-1-phosphate + Glycogen
(n−1) residues

As an allosteric enzyme the inactive T state is switched
to the active R state by a change in conforma-
tion controlled by phosphorylation of a single ser-
ine residue (Ser14) in a polypeptide chain of ∼850
residues. Reversible phosphorylation leads to transi-
tion between the two forms of the enzyme called
phosphorylase a and phosphorylase b. The two forms
differ markedly in their allosteric properties with
the ‘a’ form generally uncontrolled by metabolites
with the exception of glucose whilst the ‘b’ form
is activated by AMP and inhibited by glucose-6-
phosphate, glucose, ATP and ADP. Conversion is stim-
ulated by hormone action, particularly the release of
adrenaline and glucagon, where these signals indi-
cate a metabolic demand for glucose that is medi-
ated by intracellular production of cAMP by adenylate
cyclase. Adenylate cyclase activates cAMP dependent
kinases – enzymes causing the phosphorylation of a
specific kinase – that subsequently modifies phospho-
rylase b at Ser14. This cascade is also regulated by
phosphatases.

The structural basis of phosphorylation of Ser14 has
been established from crystallographic studies of the
a and b forms. Glycogen phosphorylase is a dimer
of two identical chains. In the absence of Ser14
phosphorylation the N-terminal residues are poorly
ordered but upon modification a region of ∼16 residues
assembles into a distorted 310 helix that interacts
with the remaining protein causing an increase in
disorder at the C terminal. Phosphorylation orders
the N-terminal residues and creates major changes in
the position of Ser14 largely from new interactions
formed with Arg43 on an opposing subunit and with
Arg69 within the same chain. These interactions trigger
changes in the tertiary and quaternary structure that
lead to activation of a catalytic site located ∼4.5 nm
from the phosphoserine. The subunits move closer
together in the presence of AMP or phosphoserine
14 and are accompanied by opening of active site
regions to allow substrate binding and catalysis. The
structure of glycogen phosphorylase suggested that
inhibition of the enzyme by glucose-6-phosphate and
ADP occur by excluding AMP from the binding
site and from preventing conformational movements
of the N-terminal region of the protein containing
the phosphorylated serine residue. It has become
clear that phosphorylation is a major mechanism for
allosteric control of enzyme activity not only in
metabolic systems but also in ‘housekeeping’ proteins
such as those involved in cell division and the
cell cycle.

Isoenzymes or isozymes

The term ‘isoenzyme’ is poorly defined. It commonly
refers to multiple forms of enzymes arising from
genetically determined differences in primary struc-
ture. In other words isoenzymes are the results of
different gene products. A second form of isoen-
zyme involves multimeric proteins where combining
subunits in different ratios alters the intrinsic cat-
alytic properties. Cytochromes P450 are a large group
of proteins that catalyse the oxidation of exogenous
and endogenous organic substrates via a common
reaction.

RH + 2H+ + O2 + 2e− −−−⇀↽−−− ROH + H2O
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Figure 7.78 Conversion of pyruvate to lactate by
lactate dehydrogenase

Located in the endoplasmic reticulum of cells these
enzymes are responsible for the detoxification of drugs
and xenobiotics as well as the transformation of
substrates such as steroids and prostaglandins. They are
described as isoenzymes but arise from different genes
containing different primary sequences with active site
homology.

An excellent example of an isoenzyme in the second
group is lactate dehydrogenase. In the absence of oxy-
gen the final reaction of glycolysis is the conversion of
pyruvate to lactic acid catalysed by the enzyme lactate
dehydrogenase (LDH) with the conversion of NADH
to NAD (Figure 7.78).

In skeletal muscle, where oxygen deprivation is
common during vigorous exercise, the reaction is effi-
cient and large amounts of lactate are generated. Under
aerobic conditions the reaction catalysed by lactate
dehydrogenase is not efficient and pyruvate is pref-
erentially converted to acetyl-CoA. The subunit com-
position of lactate dehydrogenase is not uniform but
varies in different tissues of the body. Five major LDH
isoenzymes are found in different vertebrate tissues and
each molecule is composed of four polypeptide chains
or subunits. LDH is a tetramer and it has been shown
that three different primary sequences are detected in
human tissues. The three types of LDH chains are
M (LDH-A) found predominantly in muscle tissues,
H (LDH-B) found in heart muscle together with a
more limited form called LDH-C present in the testes
of mammals. LDH-C is clearly of restricted distribu-
tion within the body and is not considered further. The
M and H subunits of LDH are encoded by different
genes and as a result of differential gene expression
in tissues the tetramer is formed by several differ-
ent combinations of subunits. Significantly, isoenzymes

of LDH were originally demonstrated by their dif-
ferent electrophoretic mobilities under non-denaturing
conditions. Five different forms of LDH were detected;
LDH-1, LDH-2, LDH-3, LDH-4, and LDH-5 with
LDH-1 showing the lowest mobility. The reasons for
these differences in mobility are clear when one com-
pares the primary sequences of the M and H subunits
(Figure 7.79).

The H subunit contains a greater number of acidic
residues (Asp,Glu) than the M polypeptide. In heart
muscle the gene for the H subunit is more active than
the gene for the M subunit leading to an LDH enzyme
containing more H subunit. Thus, LDH isoenzyme 1
is the predominant form of the enzyme in cardiac
muscle. The reverse situation occurs in skeletal muscle
where there is more M than H polypeptide produced
and LDH-5 is the major form of the enzyme. More
importantly, the conversion of pyruvate to lactate
increases with the number of M chains and LDH
5 in skeletal muscle contains 4 M subunits and is
ideally suited to the conversion of pyruvate to lactate.
In contrast LDH-1 has 4 H subunits and is less
effective at converting pyruvate into lactate. Lactate
dehydrogenase, like many other enzymes, is also found
in serum where it is the result of normal cell death.
Dying or dead cells liberate cellular enzymes into
the bloodstream. The liberation of enzymes into the
circulatory system is accelerated during tissue injury
and the measurement of LDH isoenzymes in serum has
been used to determining the site and nature of tissue
injury in humans. For example, when the blood supply
to the heart muscle is severely reduced, as occurs in a
heart attack, muscle cells die and liberate the enzyme
LDH-1 into the bloodstream. An increase in LDH-1
in serum is indicative of a heart attack and may be
used diagnostically. In contrast, muscular dystrophy is
accompanied by an increase in the levels of LDH-5
derived from dying skeletal muscle cells.

Summary
Enzymes, with the exception of ribozymes, are catalytic
proteins that accelerate reactions by factors up to
1017 when compared with the corresponding rate
in the uncatalysed reaction. All enzymes can be



 

SUMMARY 243

* 20 * 40 * 60 * 80
M subunit : ATLKDQLIYNLLKEEQT-PQNKITVVGVGAVGMACAISILMKDLADELALVDVIEDKLKGEMMDLQHGSLFLRTPKIVSGKD
H subunit : ATLKEKLIAPVAEEEATVPNNKITVVGVGQVGMACAISILGKSLADELALVDVLEDKLKGEMMDLQHGSLFLQTPKIVADKD

* 100 * 120 * 140 * 160
M subunit : YNVTANSKLVIITAGARQQEGESRLNLVQRNVNIFKFIIPNVVKYSPNCKLLIVSNPVDILTYVAWKISGFPKNRVIGSGCN
H subunit : YSVTANSKIVVVTAGVRQQEGESRLNLVQRNVNVFKFIIPQIVKYSPDCIIIVVSNPVDILTYVTWKLSGLPKHRVIGSGCN

* 180 * 200 * 220 * 240
M subunit : LDSARFRYLMGERLGVHPLSCHGWVLGEHGDSSVPVWSGMNVAGVSLKTLHPDLGTDKDKEQWKEVHKQVVESAYEVIKLKG
H subunit : LDSARFRYLMAEKLGIHPSSCHGWILGEHGDSSVAVWSGVNVAGVSLQELNPEMGTDNDSENWKEVHKMVVESAYEVIKLKG

* 260 * 280 * 300 * 320
M subunit : YTSWAIGLSVADLAESIMKNLRRVHPVSTMIKGLYGIKDDVFLSVPCILGQNGISDLVKVTLTSEEEARLKKSADTLWGIQK
H subunit : YTNWAIGLSVADLIESMLKNLSRIHPVSTMVKGMYGIENEVFLSLPCILNARGLTSVINQKLKDDEVAQLKKSADTLWDIQK

*
M subunit : ELQF--
H subunit : DLKDL-

Figure 7.79 The primary sequences of the M and H subunits of lactate dehydrogenase showing sequence identity
(blocks) and the distribution of positively charged side chains (red) and negatively charged side chains (blue) in
each sequence. Careful summation of the charged residues reveals that the H subunit has more acidic residues

grouped into one of six functional classes each
representing the generic catalytic reaction. These
classes are oxidoreductases, transferases, hydrolases,
lyases, isomerase and lyases.

Many enzymes require co-factors to perform effec-
tive catalysis. These co-factors can be tightly bound
to the enzyme including covalent linkage or more
loosely associated with the enzyme. Co-factors include
metal ions as well as organic components such as pyri-
doxal phosphate or nicotinamide adenine dinucleotide
(NAD). Many co-factors or co-enzymes are derived
from vitamins.

All elementary chemical reactions can be described
by a rate equation that describes the progress (utiliza-
tion of initial starting material or formation of product)
with time. Reactions are generally described by first or
second order rate equations.

Enzymes bind substrate forming an enzyme–sub-
strate complex which then decomposes to yield product.
A plot of the velocity of an enzyme-catalysed reac-
tion as a function of substrate concentration exhibits a
hyperbolic profile rising steeply at low substrate concen-
trations before reaching a plateau above which further
increases in substrate have little effect on overall rates.

The kinetics of enzyme activity are usually described
via the Michaelis–Menten equation that relates the
initial velocity to the substrate concentration. This anal-
ysis yields several important parameters such as Vmax

the maximal velocity that occurs when all the enzyme
is found as ES complex, Km the substrate concentra-
tion at which the reaction velocity is half maximal and
kcat/Km, a second order rate constant that represents the
catalytic efficiency of enzymes.

Enzymes catalyse reactions by decreasing the acti-
vation free energy (�G‡), the energy associated with
the transition state. Enzymes use a wide range of cat-
alytic mechanisms to convert substrate into product.
These mechanisms include acid–base catalysis, cova-
lent catalysis and metal ion catalysis. Within active
sites the arrangement of functional groups allows
not only the above catalytic mechanisms but further
enhancements via proximity and orientation effects
together with preferential binding of the transition state
complex. The latter effect is responsible for the greatest
enhancement of catalytic activity in enzymes.

The catalytic mechanisms of numerous enzymes
have been determined from the application of a combi-
nation of structural, chemical modification and kinetic
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analysis. Enzymes such as lysozyme, the serine pro-
tease family including trypsin and chymotrypsin, triose
phosphate isomerase and tyrosinyl tRNA synthetase
are now understood at a molecular level and with
this level of understanding comes an appreciation of
the catalytic mechanisms employed by proteins. Vir-
tually all enzymes employ a combination of mecha-
nisms to achieve effective (rapid and highly specific)
catalysis.

Enzyme inhibition represents a vital mechanism
for controlling catalytic function. In vivo protein
inhibitors bind tightly to enzymes causing a loss
of activity and one form of regulation. A com-
mon form of enzyme inhibition involves the compe-
tition between substrate and inhibitor for an active
site. Such inhibition is classically recognized from
an increase in Km whilst Vmax remains unaltered.
Other forms of inhibition include uncompetitive inhi-
bition where inhibitor binds to the ES complex
and mixed (non-competitive) inhibition were bind-
ing to both E and ES occurs. Different modes of
inhibition are identified from Lineweaver–Burk or
Eadie–Hofstee plots.

Irreversible inhibition involves the inactivation of an
enzyme by an inhibitor through covalent modification
frequently at the active site. Irreversible inactivation
is the basis of many forms of poisoning but is also
used beneficially in therapeutic interventions with, for
example, the modification of prostaglandin H2 synthase
by aspirin alleviating inflammatory responses.

Allosteric enzymes are widely distributed through-
out many different cell types and play important roles
as regulatory units within major metabolic pathways.
Allosteric enzymes contain at least two subunits and
often possess many more.

Changes in quaternary structure arise as a result
of ligand (effector) binding causing changes in
enzyme activity. The conformational changes fre-
quently involve rotation of subunits relative to one
another and may produce large overall movement. Such
movements are the basis for the transitions between
high (R state) and low (T state) affinity states of the
enzyme with conformational changes leading to large
differences in substrate binding. The ability to mod-
ify enzymes via allosteric effectors allows ‘fine-tuning’
of catalytic activity to match fluctuating or dynamic
conditions.

Alternative mechanisms of modifying enzyme activ-
ity exist within all cells. Most important are covalent
modifications that result in phosphorylation or remove
parts of the protein, normally the N-terminal region,
that limit functional activity. Covalent modification is
used in all cells to secrete proteolytic enzymes as inac-
tive precursors with limited proteolysis revealing the
fully active protein. Caspases are one group of enzymes
using this mechanism of modification and play a vital
role in apoptosis. Apoptosis is the programmed destruc-
tion of cell and is vital to normal growth and develop-
ment. Premature apoptosis is serious and caspases must
be inactivated via covalent modification to prevented
unwanted cell death.

Problems

1. Consult an enzyme database and find three examples
of each major class of enzyme. (i.e. three from each
of the six groupings).

2. Describe the effect of increasing temperature and pH
on enzyme-catalysed reactions.

3. How can some enzymes work at pH 2.0 or
at 90 ◦C. Illustrate your answer with selective
example enzymes.

4. Draw a transition state diagram of energy versus
reaction coordinate for uncatalysed and an enzyme
catalysed reactions.

5. How is the activity of many dehydrogenases most
conveniently measured. How can this method be
exploited to measure activity in other enzymes?

6. Identify nucleophiles used by enzymes in catalysis?

7. Why does uncompetitive inhibition lead to a decrease
in Km? What happens to the Vmax?

8. An enzyme is found to have an active site cysteine
residue that plays a critical role in catalysis. At
what pH does this cysteine operate efficiently in
nucleophilic catalysis? Describe how proteins alter
the pK of this side chain from its normal value in
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solution. What would you expect the effect to be on
the catalysed reaction?

9. Construct a plot of initial velocity against substrate
concentration from the following data. Estimate
values of Km and Vmax. Repeat the calculation of Km

and Vmax to yield improved estimates.

Substrate
concentration

(µM)

Initial
velocity

(µmol s−1)

25.0 80.0
50.0 133.3
75.0 171.4

100.0 200.0
200.0 266.6
300.0 300.0
400.0 320.0
600.0 342.8
800.0 355.5

10. In a second enzyme kinetic experiment the initial
velocity of an enzyme catalysed reaction was fol-
lowed in the presence of native substrate and at
five different concentrations of an inhibitory sub-
strate. The following data were obtained. Interpret
the results.

Substrate
concentration
(µM)

Initial
velocity

(µmol s−1)

Inhibitor
50 µM

Inhibitor
150 µM

Inhibitor
250 µM

Inhibitor
350 µM

Inhibitor
450 µM

20 90.91 62.50 38.46 27.78 21.74 17.86
40 166.67 117.65 74.07 54.05 42.55 35.09
60 230.77 166.67 107.14 78.95 62.50 51.72
80 285.71 210.53 137.93 102.56 81.63 67.80
100 333.33 250.00 166.67 125.00 100.00 83.33
125 384.62 294.12 200.00 151.52 121.95 102.04
150 428.57 333.33 230.77 176.47 142.86 120.00
200 500.00 400.00 285.71 222.22 181.82 153.85
250 555.56 454.55 333.33 263.16 217.39 185.19
300 600.80 500.83 375.78 300.70 250.62 214.85
400 666.67 571.43 444.44 363.64 307.69 266.67
500 714.29 625.00 500.00 416.67 357.14 312.50
600 750.00 666.67 545.45 461.54 400.00 352.94
800 800.00 727.27 615.38 533.33 470.59 421.05
1000 833.33 769.23 666.67 588.24 526.32 476.19



 



 

8
Protein synthesis, processing

and turnover

Uncovering the cellular mechanisms resulting in sequen-
tial transfer of information from DNA (our genes)
to RNA and then to protein represents one of major
achievements of biochemistry in the 20th century.
Beginning with the discovery of the structure of DNA
in 1953 (Figure 8.1) by James Watson, Francis Crick,
Maurice Wilkins and Rosalind Franklin this area of bio-
diversity has expanded dramatically in importance. The
information required for synthesis of proteins resides in
the genetic material of cells. In most cases this genetic
material is double-stranded DNA and the underlying
principles of replication, transcription and translation
remain the same throughout all living systems.

The information content of DNA resides in the
order of the four nucleotides (adenine, cytosine,
guanine and thymine) along the strands making up
the famous double helix. The structure of DNA is
one of the most famous images of biochemistry and
although this chapter will focus on the reactions
occurring during or after protein synthesis it is worth
remembering that replication and transcription involve
the concerted action of many diverse proteins. The
transfer of information from DNA to protein can be
divided conveniently into three major steps: replication,
transcription and translation, with secondary steps
involving the processing of RNA and the modification
and degradation of proteins (Figure 8.2).

Cell cycle

Cell division is one part of an integrated series of
reactions called appropriately the cell cycle. The cell
cycle involves replication, transcription and translation
and is recognized as a universal property of cells.
Bacteria such as Escherichia coli replicate and divide
within 45 minutes whilst eukaryotic cell replication
is slower and certainly more complicated, with rates
of division varying dramatically. Typically, eukaryotic
cells pass through distinct phases that combine to make
the cell cycle and lead to mitosis. The first phase is
G1, the first gap phase, and occurs after cell division
when a normal diploid chromosome content is present.
G1 is followed by a synthetic S phase when DNA is
replicated, and at the end of this synthetic period the
cell has twice the normal DNA content and enters a
second gap or G2 phase. The combined G1, S and G2

phase make up the interphase, a period first recognized
by cytogeneticists studying cell division. After the G2

phase cells enter mitosis, with division giving two
daughter cells each with a normal diploid level of DNA
and the whole process can begin again (Figure 8.3).

Mitosis is accompanied by the condensation of
chromosomes into dense opaque bodies, the disinte-
gration of the nuclear membrane and the formation
of a specialized mitotic spindle apparatus containing

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 8.1 The structure of DNA. The bases lie
horizontally between the two sugar-phosphate chains.
The positions of the major and minor grooves are
defined by the outline of phosphate/oxygen atoms
(orange/red) arranged along the sugar-phosphate
backbone. The pitch of the helix is ∼3.4 nm and
represents the distance taken for each chain to
complete a turn of 360◦

microtubule elements that directs chromosome move-
ments so that daughter cells receive one copy of each
chromosome pair. After mitotic division the cell cycle
is complete and normally a new G1 phase starts,
although in some cells G1 arrest is observed and a state
called G0 is recognized.

Proteins with significant roles in the cell cycle were
discovered from cyclical variations in their concentra-
tion during cell division and called cyclins (Figure 8.4).
The first cyclin molecule was discovered in 1982 from
sea urchin (Arbacia) eggs, but subsequently at least
eight cyclins have been identified in human cells.

G2
(Gap 2)

M (Mitosis)

G1
(Gap 1)Cell Cycle

S phase
DNA synthesis

Figure 8.3 Cell cycle diagram showing the G1, S, G2

phases in a normal mitotic cell cycle

Figure 8.4 The levels of protein vary according to
the stage of the cell cycle and gave rise to the name of
this protein. Cyclins are abundant during the stage of
the cell cycle in which they act and are then degraded

Cyclins have diverse sequences, but functionally
important regions called cyclin boxes show high levels
of homology. This homology has facilitated domain
identification in other proteins such as transcrip-
tion factors. Cyclin boxes confer binding specificity
towards protein partners. They are found with other

replication DNA RNA RNA
transcription processing translation

Protein

degradation or
turnover

post translational
modification

Figure 8.2 From DNA to protein
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D box

Consensus sequence
RXXLXXIXD/N

Cyclin box

Helical bundle

450

Cyclin B

1

Figure 8.5 Organization of cyclins showing D box and cyclin box segments

characteristic motifs such as the cyclin destruction box
with a minimal consensus sequence of Arg-Xaa-Xaa-
Leu-Xaa-Xaa-Ile-Xaa-Asn/Asp (Figure 8.5).

The first ‘box’ structure was determined for a
truncated construct of cyclin A representing the final
200 residues of a 450 residue protein. The structure
has two domains each with a central core of five
regular α helices that is preserved between cyclins
despite low levels of sequence identity. Five charged,
invariant, residues (Lys266, Glu295, Leu255, Asp240,
and Arg21) form a binding site for protein partners
such as cyclin-dependent kinases.

Cyclins regulate the activity of cyclin-dependent
kinases (Cdks) by promoting phosphorylation of a
single Thr side chain. Cdks were originally identified
via genetic analysis of yeast cell cycles and purification
of extracts stimulating the mitotic phase of frog and
marine invertebrate oocytes. However, Cdks are found
in all eukaryotic cell cycles where they control the
major transitions of the cell cycle. Studies of the cell
cycle were aided by the identification of mutant strains
of fission yeast (Schizosaccharomyces pombe) and

budding yeast (Saccharomyces cerevisiae) containing
genetic defects (called lesions) within key controlling
genes. In S. cerevisiae Leland Hartwell identified many
genes regulating the cell cycle and coined the term
‘cell division cycle’ or cdc gene (Figure 8.6). One
gene, cdc28, controlled the important first step of the
cell cycle – the ‘start’ gene. Cells normally go through
a number of ‘checkpoints’ to ensure cell division
proceeded correctly; at each of these points mutants
were identified in cell cycle genes. These studies
allowed a picture of the cell cycle in terms of genes and
cells would not advance further in the cycle until the
‘block’ was overcome by repairing defects. Cancerous
cells turn out to be cells that manage to evade these
‘checkpoints’ and divide uncontrollably.

Using the fission yeast, S. pombe, Paul Nurse
identified a gene (cdc2 ) whose product controlled
many reactions in the cell cycle and was identified by
homology to cyclin-dependent kinase 1 (Cdk1) found
in human cells. The human gene could substitute for the
yeast gene in Cdk− mutants. The genes cdc2 and cdc28
from S. pombe and S. cerevisiae encode homologous

Figure 8.6 The role of mutants and the identification of key genes in the cell cycle of yeast. The genes cdc28,
cdc24, cdc31 and cdc7 were subsequently shown to code for cdk2, a guanine nucleotide exchange factor, centrin – a
Ca-binding protein, and another cyclin-dependent kinase
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cyclin-dependent protein kinases occupying the same
pivotal role within the cell cycle.

Cdks are identified in all cells and retain activity
within a single polypeptide chain (Mr ∼ 35 kDa).
This subunit contains a catalytic core with sequence
similarity to other protein kinases but requires cyclin
binding for activation together with the phosphorylation
of a specific threonine residue. Molecular details of
this activity were uncovered by crystallographic stud-
ies of Cdks, cyclins and the complex formed between
the two protein partners. Cdks catalyse phosphorylation
(and hence activation) of many proteins at different
stages in the cell cycle: including histones, as part
of chromosomal DNA unpackaging; lamins, proteins
forming the nuclear envelope that must disintegrate
prior to mitosis; oncoproteins that are often transcrip-
tion factors; and proteins involved in mitotic spindle
formation. Cdks control reactions occurring within the
cell by the combined action of a succession of phos-
phorylated Cdk–cyclin complexes that elicit activation
and deactivation of enzymes. It is desirable that these
systems represent an ‘all or nothing’ signal in which
the cell is compelled to proceed in one, irreversible,
direction. The reasons for this are fairly obvious in
that once cell division has commenced it would be
extremely hazardous to attempt to reverse the proce-
dure. Cdks trigger cell cycle events but also enhance
activity of the next cyclin–Cdk complex with a cascade
of cyclin–Cdk complexes operating during the G1/S/G2

phases in yeast and human cells (Figure 8.7).

The structure of Cdk and its role in
the cell cycle

Understanding the structure of Cdks uncovered the
mechanism of action of these enzymes with the first
structure obtained in 1993 for Cdk2 in a complex
with ATP (Figure 8.8). A bilobal protein comprising
a small lobe at the N terminal together with a much
larger C-domain resembled other protein kinases, such
as cAMP-dependent protein kinase. The comparatively
small size reflected a ‘minimal’ enzyme. Within this
small structure two regions of Cdk2 stood out as
‘different’ from other kinases. A single helical segment,
called the PSTAIRE helix from the sequence of
conserved residues Pro-Ser-Thr-Ala-Ile-Arg-Glu-, was

G1 G2S M

G1 S M

H.sapiens

CycD
Cdk4/6 CycE

CycA

Cib3, 4
Cib5, 6

Cln 1,2

Cdk2

Cib1,2
Cic28

CycB

S.cerevisiae

Figure 8.7 Major Cdk-cyclin complexes involved in
cell cycle control in humans and budding yeast. Purple
arrows indicate approximate timing of activation and
duration of the Cdk–cyclin complexes. Cyclins are
shown as coloured rectangles with the cognate Cdk
shown by circles. The S and M phases overlap in S.
cerevisiae

located in the N-terminal lobe and was unique to Cdks.
The second distinctive region contained the site of
phosphorylation (Thr160) in Cdk and was comparable
to other regulatory elements seen in protein kinases.
This region was called the T or activation loop.

The smaller N-terminal lobe has the PSTAIRE helix
and a five stranded β sheet whilst the larger lobe has
six α helices and a small section of two-stranded β

sheet. ATP binding occurs in the cleft between lobes
with the adenine ring located between the β sheet of
the small lobe and the L7 loop between strands 2 and
5. A glycine-rich region interacts with the adenine ring,
whilst Lys33, Asp145, and amides in the backbone of
the glycine-rich loop interact with phosphate groups
(Figure 8.9).

The basic fold of Cdk2 contains the PSTAIRE helix
and T loop positioned close to the catalytic cleft, but is
an inactive form of the enzyme. Activation by a factor
of ∼10 000 occurs upon cyclin binding and is generally
assessed via the ability of Cdk2 to phosphorylate
protein substrates such as histone. Further enhancement
of activity occurs with phosphorylation of Thr160 in
Cdk2 and suggested that conformational changes might
modulate biological activity. The origin and extent
of these conformational changes were determined by
comparing the structures of Cdk2–cyclin A complexes
in phosphorylated (fully active) and unphosphorylated
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Figure 8.8 Structure of isolated Cdk2 and its interaction with Mg2+-ATP. The ATP is shown in magenta, the Mg2+
ion in light green. The secondary structure elements are shown in blue and green with the PSTAIRE helix shown in
yellow and the T loop in red. The L12 helix can be seen adjacent to the PSTAIRE helix in the active site of Cdk2

Asp 145

Asn 132

ATP

Mg2+

Figure 8.9 Binding of Mg2+-ATP to monomeric Cdk2.
Magnesium bound in an octahedral environment with
six ligands provided by phosphates of ATP, Asp145,
Asn132 and a bound water molecule

(partially active) states together with the isolated
(inactive) Cdk2 subunit.

In the Cdk2–cyclin A complex conformational
changes were absent in cyclin A with structural

perturbations confined to Cdk2. The binding site
between cyclin A and Cdk2 involved the cyclin A
box containing Lys266, Glu295, Leu255, Asp240, and
Arg211 and a binding site located close to the catalytic
cleft. In proximity to the cleft hydrogen bonds with
Glu8, Lys9, Asp36, Asp38, Glu40 and Glu42 were
important to complex formation as well as hydropho-
bic interactions that underpinned movement of the
‘PSTAIRE’ helix and T loop. Large conformational
changes upon cyclin binding occur for the PSTAIRE
helix and the T loop with the helix rotated by ∼90◦

and the loop region displaced. In the absence of cyclin
the T loop is positioned above the catalytic cleft
blocking the active site ATP to polypeptide substrates.
Cyclin binding moves the T loop opening the cat-
alytic cleft and exposing the phosphorylation site at
Thr160. Figures 8.10 and 8.11 show the structure of
the Cdk2–cyclin A–ATP complex.

Threonine phosphorylation in the T loop is per-
formed by a second kinase called CAK (Cdk-activating
kinase), and in an activated state the complex phos-
phorylates downstream proteins modifying serine or
threonine residues located within target (S/T-P-X-K/R)
sequences.
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Figure 8.10 Structure of the Cdk2–cyclin A–ATP
complex. The structure shows the binding of cyclin
A (purple, left) to the Cdk2 protein (green, right). The
colour scheme of Figure 8.8 is used with the exception
that the β-9 strand of Cdk (formerly the L12 helix) is
shown in orange

Figure 8.11 Space-filling representation of the
cyclinA (purple) and Cdk2 (green) interaction.
Phosphorylated Thr160 (red) of Cdk2 in the T loop
together with ATP (magenta) are shown

Cdk–cyclin complex regulation
Cyclin binding offers one level of regulation of Cdk
activity but other layers of regulatory control exist
within the cell. Phosphorylation of Cdk at Thr160
by CAK is a major route of activation but further
phosphorylation sites found on the surface of Cdk
lead to enzyme inhibition. In Cdk1 the most important
sites are Thr14 and Tyr15. Further complexity arises
with the observation of specialized Cdk inhibitors
that regulate most kinase activity in the form of
two families of inhibitory proteins: the INK4 family
bind to free Cdk preventing association with cyclins
whilst the CIP family act on Cdk–cyclin complexes
(Figure 8.12). The INK4 inhibitors are specific for the
G1 phase Cdks whereas CIP inhibitors show a broader
preference. Regulation has become an important issue
with the observation that certain tumour lines show
altered patterns of Cdk regulation as a result of
inhibitor mutation. One inhibitor of CDK4 and CDK6
is p16INK4a, and in about one third of all cancer
cases this tumour suppressor is mutated. Another CDK
inhibitor, p27Cip2, is present at low levels in cancers
that show poor clinical prognosis whilst mutation of
Cdk4 in melanoma cells leads to a loss of inhibition
by Ink4 proteins.

Cdks are protein kinases transferring the γ-phosphate
of ATP onto Ser/Thr side chains in target proteins. This
type of phosphorylation is a common regulatory event

Cdk

inactive

CAK

Cycin

Cdk-Cyclin

Cdk~P-Cyclin

Cip
inhibitors

INK4
inhibitors

 Partially active

fully active

Figure 8.12 The interaction of cyclin–Cdk complexes
with INK4 and CIP inhibitors
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within cells and underpins signal transduction mediated
by cytokines, kinases and growth factors as well as the
events within the cell cycle.

In yeast the cell cycle is controlled by one essential
kinase known as Cdk1 whilst multicellular eukaryotes
have Cdk1 and Cdk2 operating in the M phase
and S phase, respectively, along with two additional
Cdks (Cdk4 and Cdk6) regulating G1 entry and exit.
Despite the presence of additional Cdks in higher
eukaryotes the molecular mechanisms controlling cell
cycle events show evolutionary conservation operating
similarly in yeasts, insects, plants, and vertebrates,
including humans. Research aimed at understanding
the cell cycle underpins the development of cancer
since the failure to control these processes accurately
is a major molecular event during carcinogenesis. It
is likely that discoveries in this area will have an
enormous impact on molecular medicine. Knowledge
of the structure of Cdks together with the structures
of Cdk–cyclin–inhibitor complexes will be translated
into the design of drugs that modulate Cdk activity and
eliminate unwanted proliferative reactions.

DNA replication

A major function of the cell cycle is to integrate
DNA synthesis within cell division. The double
helix structure of DNA suggested conceptually simple
methods of replication; a conservative model where a
new double-stranded helix is synthesized whilst the
original duplex is preserved, or a semi-conservative
scheme in which the duplex unfolds and each strand
forms half of a new double-stranded helix.

The semi-conservative’ model (Figure 8.13) was
demonstrated conclusively by Matthew Meselson and
Franklin Stahl in 1958 by growing bacteria (E. coli ) on
media containing the heavy isotope of nitrogen (15N)
for several generations to show that the DNA was mea-
surably heavier than that from cells grown on the nor-
mal 14N isotope. Small differences in density between
these two forms of DNA were demonstrated exper-
imentally by density gradient centrifugation. Isolated
DNA from bacteria grown on 15N for many genera-
tions gives a single band corresponding to a density of
1.724 g ml−1 whilst DNA from bacteria grown on nor-
mal (14N) nitrogenous sources yielded a lighter density

15N DNA (heavy)

14N DNA
(light)

Hybrid DNA1 Generation +

++

+

+2 Generations

3 Generations

4 Generations

3
4

7
8

1
4

+ 1
8

Figure 8.13 Semi-conservative model of DNA repli-
cation (reproduced with permission from Voet, D Voet,
J.G & Pratt, C.W. Fundamentals of Biochemistry. John
Wiley & Sons Inc, Chichester, 1999)

single band of 1.710 g ml−1. Comparing DNA isolated
from bacteria grown on heavy (15N) nitrogenous media
and then transferred to 14N-containing media for a sin-
gle generation led to the observation of a single DNA
species of intermediate density (1.717 g ml−1). This
was only consistent with the semi-conservative model.

The semi-conservative mechanism suggested that
each strand of DNA acted as a template for a new chain.
A surprisingly large number of enzymes are involved
in these reactions including:

1. Helicases. These proteins bind double-stranded
DNA catalysing strand separation prior to synthesis
of new daughter strands.

2. Single-stranded binding proteins. Tetrameric pro-
teins bind DNA stabilizing single-stranded structure
and enhancing rates of replication.

3. Topoisomerases. This class, sometimes called DNA
gyrases, assist unwinding before new DNA synthesis.

4. Polymerases. DNA Polymerase I was the first
enzyme discovered with polymerase activity. It
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is not the primary enzyme involved in bacterial
DNA replication, a reaction catalysed by DNA
polymerase III. DNA polymerase I has exonuclease
activities useful in correcting mistakes or repairing
defective DNA. DNA polymerase can be isolated
as a fragment exhibiting the 5′ –3′ polymerase and
the 3′ –5′ exonuclease activity but lacking the 5′ –3′
exonuclease of the parent molecule. This fragment,
known as the Klenow fragment, was widely used
in molecular biology prior to the discovery of
thermostable polymerases.

5. Primase. DNA synthesis proceeds by the formation
of short RNA primers that lead to sections of
DNA known as Okazaki fragments. The initial
priming reaction requires a free 3′ hydroxyl group
to allow continued synthesis from these primers.
Specific enzymes known as RNA primases catalyse
this process.

6. Ligase. Nicks or breaks in DNA strands occur
continuously during replication and these gaps are
joined by the action of DNA ligases.

The synthesis of RNA primers in E. coli requires
the concerted action of helicases (DnaB) and primases
(DnaG) in the primosome complex (see Table 8.1;
Mr ∼ 600 000) whilst a second complex, the replisome,
contains two DNA polymerase III enzymes engaged
in DNA synthesis in a 5′ –3′ direction. Figure 8.14
summarizes DNA replication in E. coli.

Table 8.1 Primosome proteins

Protein Organization Subunit mass

PriA Monomer 76
PriB Dimer 11.5
PriC Monomer 23
DnaT Trimer 22
DnaB Hexamer 50
DnaC Monomer 29
DnaG (primase) Monomer 60

The complex lacking DnaG is called a pre-primosome. Derived from
Kornberg, A. & Baker, T.A. DNA Replication, 2nd edn. Freeman,
New York, 1992.

Transcription

The first step in the flow of information from DNA
to protein is transcription. Transcription forms comple-
mentary messenger RNA (mRNA) from DNA through
catalysis by RNA polymerase. RNA polymerase copies
the DNA coding strand adding the base uracil (U) in
place of thymine (T) into mRNA. Most studies of tran-
scription focused on prokaryotes where the absence of
a nucleus allows RNA and protein synthesis to occur
rapidly, in quick succession and catalysed by a sin-
gle RNA polymerase. In eukaryotes multiple RNA
polymerases exist and transcription is more complex
involving larger numbers of accessory proteins.

Structure of RNA polymerase

Most prokaryotic RNA polymerases have five subunits
(α, β, β′, σ and ω) with two copies of the α subunit
found together with single copies of the remaining
subunits (Table 8.2). From reconstitution studies the ω

subunit is not required for holoenzyme assembly or
function. Similarly the σ subunit is easily dissociated
to leave a ‘core’ enzyme retaining catalytic activity. A
decrease in DNA binding identified a role for the σ

subunit in promoter recognition where it reduces non-
specific binding by a factor of ∼104.

Table 8.2 Subunit composition of RNA polymerase of
E. coli; the σ subunit is one member of a group of
alternative subunits that have interchangeable roles

Subunit Mr Stoichiometry Function

α 36 500 2 Chain initiation.
Interaction with
transcription factors
and upstream
promoter elements

β 151 000 1 Chain initiation and
elongation

β′ 155 000 1 DNA binding
σ 70 000 1 Promoter recognition
ω 11 000 1 Unknown
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Figure 8.14 The integrated and complex nature of DNA replication in E. coli. The replisome contains two DNA
polymerase III molecules and synthesizes leading and lagging strands. The lagging strand template must loop around
to permit holoenzyme catalysed extension of primed lagging strands. DNA polymerase III releases the lagging strand
template when it encounters previously synthesized Okazaki fragments. This signals the initiation of synthesis of a
lagging strand RNA fragment. DNA polymerase rebinds the lagging strand extending the primer forming new Okazaki
fragments. In this model leading strand synthesis is always ahead of the lagging strand synthesis (reproduced with
permission from Voet, D., Voet, J.G & Pratt, C.W. Fundamentals of Biochemistry. John Wiley & Sons Inc, Chichester,
1999)
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One of the best-characterized polymerases is from
bacteriophage T7 (Figure 8.15) and departs from
this organization by containing a single polypeptide
chain (883 residues) arranged as several domains.
It is organized around a cleft that is sufficient to
accommodate the template of double-stranded DNA
and has been likened to the open right hand divided
into palm, thumb and finger regions. The palm, fingers
and thumb regions define the substrate (DNA) binding
and catalytic sites.

The thumb domain is a helical extension from the
palm on one side of the binding cleft and stabilizes
the ternary complex formed during transcription by
wrapping around template DNA. Mutant T7 RNA
polymerases with ‘shortened thumbs’ have less activ-
ity as a result of lower template affinity. The palm
domain consisting of residues 412–565 and 785–883

Figure 8.15 The structure of T7 RNA polymerase. A
space-filling representation with synthetic DNA (shown
in orange and green) has a thumb region represented
by residues 325–411 (red), a palm region underneath
the DNA and largely obscured by other domains
(purple) whilst fingers surround the DNA and are shown
in cyan to the right. The N-terminal domain is shown
in dark blue (PDB: 1CEZ)

is located at the base of the deep cleft, an inte-
gral part of T7 RNA polymerase, and is surrounded
by the fingers and the thumb. It contains three β

strands, a structurally conserved motif in all poly-
merases with conserved Asp residues (537 and 812)
participating directly in catalysis. The finger domain
extends from residues 566–784 and contains a speci-
ficity loop involved in direct interactions with specific
bases located in the major groove of the promoter DNA
sequence. This region also has residues that form part
of the active site such as Tyr639 and Lys631. Finally
the N-terminal domain forms the front wall of the
catalytic cleft and leads to the enzyme’s character-
istic concave appearance. This domain interacts with
upstream regions of promoter DNA and the nascent
RNA transcript.

Consensus sequences exist for DNA promoter
regions (Figure 8.16) and David Pribnow identified
a region rich in the bases A and T approximately
−10 bp upstream of the transcriptional start site.
A second region approximately 35 bp upstream of
the transcriptional start site was subsequently iden-
tified with the space between these two sites hav-
ing an optimal size of 16 or 17 bases in length.
Although consensus sequences for the −35 and −10
regions have been identified no natural promoter pos-
sesses exactly these bases although all show strong
sequence conservation.

Figure 8.16 The organization of the promoter region
of genes in E. coli for recognition by RNA polymerase.
The consensus sequence TATAAT at a position ∼10 bp
upstream of the transcription start site is the
Pribnow box
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Eukaryotic RNA polymerases

In eukaryotes polymerase binding occurs at the TATA
box and is more complex. Three nuclear RNA
polymerases designated as RNA polymerase I, II
and III, together with polymerases located in the
mitochondria and chloroplasts are known. The nuclear
polymerases are multi-subunit proteins whose activities
frequently require the presence of accessory proteins
called transcription factors (Table 8.3).

In eukaryotes RNA polymerases I and III tran-
scribe genes coding for ribosomal (rRNA) and transfer
RNA (tRNA) precursors. RNA polymerase I produces
a large transcript – the 45S pre-rRNA – consisting of
tandemly arranged genes that after synthesis in the
nucleolus are processed to give 18S, 5.8S and 28S
rRNA molecules (Figure 8.17). The 18S rRNA con-
tributes to the structure of the small ribosomal subunit
with the 28S and 5.8S rRNAs associating with pro-
teins to form the 60S subunit. RNA polymerase III

Table 8.3 The role of eukaryotic RNA polymerases and
their location

RNA

Polymerase

Location Role

I Nuclear

(nucleolus)

Pre rRNA except 5S

rRNA

II Nuclear Pre mRNA and some

small nuclear

RNAs

III Nuclear Pre tRNA, 5S RNA

and other small

RNAs

Mitochondrial Organelle

(matrix)

Mitochondrial RNA

Chloroplast Organelle

(stroma)

Chloroplast RNA

Figure 8.17 The genes for rRNAs exist as tandemly repeated copies separated by non-transcribed regions. The 45S
transcript is processed to remove the regions shown in tan to give the three rRNAs
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Table 8.4 Basal transcription factors required by eukaryotic RNA polymerase II

Factor Subunits Mass
(kDa)

Function

TFIID - TBP 1 38 TATA box recognition and TFIIB recruitment.
TAFs 12 15–250 Core promoter recognition
TFIIA 3 12,19,35 Stabilization of TBP binding
TFIIB 1 35 Start site selection.
TFIIE 2 34,57 Recruitment and modulation of TFIIH activity
TFIIF 2 30,74 Promotor targeting of polymerase and destabilization of non

specific RNA polymerase-DNA interactions
TFIIH 9 35–90 Promoter melting via helicase activity

Adapted from Roeder, R.G. Trends Biochem. Sci. 1996, 21, 327–335. Subunit composition and mass are those of human cells but homologues
are known for rat, Drosophila and yeast. TBP, TATA binding protein; TAFs, TATA binding associated factors.

synthesizes the precursor of the 5S rRNA, the tRNAs
as well as a variety of other small nuclear and cytoso-
lic RNAs.

RNA polymerase II transcribes DNA into mRNA
and is the enzyme responsible for structural gene tran-
scription. However, effective catalysis requires addi-
tional proteins with at least six basal factors involved in
the formation of a ‘pre-initiation’ complex with RNA
polymerase II (Table 8.4). These transcription factors
are called TFIIA, TFIIB, TFIID, TFIIE, TFIIF and
TFIIH. The Roman numeral ‘II’ indicates their involve-
ment in reactions catalysed by RNA polymerase II.

The assembly of the pre-initiation complex begins
with TFIID (TBP) identifying the TATA consen-
sus sequence (T-A-T-A-A/T-A-A/T) and is followed
by the coordinated accretion of TFIIB, the non-
phosphorylated form of RNA polymerase II, TFIIF,
TFIIE, and TFIIH (Figure 8.18). Before elongation
commences RNA polymerase is phosphorylated and
remains in this state until termination when a phos-
phatase recycles the polymerase back to its initial form.
The enzyme can then rebind TATA sequences allowing
further transcriptional initiation.

Basal levels of transcription are achieved with TBP,
TFIIB, TFIIF, TFIIE, TFIIH, RNA polymerase and the
core promoter sequence, and this system has been used

to demonstrate minimal requirements for initiation and
complex assembly (Figure 8.19). A cycle of efficient
re-initiation of transcription is achieved when RNA
polymerase II re-enters the pre-initiation complex
before TFIID dissociates from the core promoter. Non-
basal rates of transcription require proximal and distal
enhancer regions of the promoter and proteins that
regulate polymerase efficiency (TAFs).

TBP (and TFIID) binding to the TATA box is
a slow step but yields a stable protein–DNA com-
plex that has been structurally characterized from sev-
eral systems. The plant, yeast, and human TBP in
complexes with TATA element DNA share similar
structures (Figure 8.20) suggesting conserved mecha-
nisms of molecular recognition during transcription.
The three-dimensional structure of the conserved por-
tion of TBP is strikingly similar to a saddle; an obser-
vation that correlates precisely with function where
protein ‘sits’ on DNA creating a stable binding plat-
form for other transcription factors. DNA binding
occurs on the concave underside of the saddle with the
upper surface (seat of the saddle) binding transcrip-
tional components.

DNA binding is mediated by the curved, antiparallel
β sheet whose distinctive topology provides a large
concave surface for interaction with the minor DNA
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Figure 8.18 The formation of pre-initiation complexes between RNA polymerase II plus TATA sequence DNA

groove of the 8-bp TATA element. The 5′ end of DNA
enters the underside of the molecular saddle where
TBP causes an abrupt transition from the normal B
form configuration to a partially unwound form by
the insertion of two Phe residues between the first
T:A base step. The widened minor groove adopts
a conformation comparable to the underside of the
molecular saddle allowing direct interactions between
protein side chains and the minor groove edges of
the central 6 bp. A second distortion induced by
insertion of another two Phe residues into a region
between the last two base pairs of the TATA element
mediates an equally abrupt return back to the normal
B-form DNA.

TFIIB is the next protein to enter the pre-initiation
complex and its interaction with TBP was sufficiently
strong to allow the structure of TFIIB-TBP-TATA
complexes to be determined by Ronald Roeder and
Stephen Burley in 1995 (Figure 8.21). A core region
based around the C-terminal part of the molecule
(cTFIIB) shows homology to cyclin A and binds to
an acidic C-terminal ‘stirrup’ of TBP using a basic
cleft on its own surface. The protein also interacts
with the DNA sugar-phosphate backbone upstream
and downstream of the TATA element. The first
domain of cTFIIB forms the downstream surface
of the cTFIIB–TBP–DNA ternary complex and in
conjunction with the N-terminal domain of TFIIB this
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Figure 8.19 Representation of functional interac-
tions modulating basal transcription. The basal factors
TBP, TFIIB, TFIIF, TFIIE, and TFIIH together with RNA
polymerase II are shown

complex could act between TBP and RNA polymerase
II to fix the transcription start site. The rest of the
complex reveals solvent accessible surfaces that allow
further binding of other transcription factors. The
TBP–TATA complex is unaltered in conformation as a
result of TFIIB binding and it is likely that a major role
of TFIIB is stabilization of the initial protein–DNA
complex. After formation of the TFIIB–TFIID–DNA
complex three other general transcription factors and
RNA polymerase II complete the assembly of the pre-
initiation complex.

TFIIA is a co-activator that supports regulation
of RNA polymerase II directed transcription. At an
early stage in the assembly of the pre-initiation
complex TFIIA associates with the TFIID–DNA
or the TFIIB–TFIID–DNA complexes recognizing
an N-terminal stirrup of TBP and the phosphori-
bose backbone upstream of the TATA element. This
occurs on the opposite face of the double helix
to cTFIIB binding and TFIIA preferentially binds

Figure 8.20 The co-complex of TATA element DNA
plus TBP showing the remarkable molecular saddle
shape. The DNA distorted helix lies on the concave
surface of TBP

Figure 8.21 The TBP–TFIIB–TATA element complex.
TFIIB, shown lower right, is an α helical protein

to the preformed TBP–DNA complex enhancing
its stability.

By comparing structures of the complexes formed
by cTFIIB–TBP–DNA with those of TFIIA–TBP–
DNA it is possible to create a model of the
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TFIIA–TFIIB–TBP–DNA quaternary complex where
the mechanism of synergistic action between TFIIB
and TFIIA is rationalized by the observation that the
two proteins do not interact directly but instead use
their basic surfaces to make contact with the phosphori-
bose backbone on opposite surfaces of the double helix
upstream of the TATA element.

Eukaryotic RNA polymerases interact with a num-
ber of transcription factors before binding to the pro-
moter and transcription commences. Thus although the
fundamental principles of transcription are similar in
prokaryotes and eukaryotes the latter process is char-
acterized by the presence of multiple RNA polymerases
and additional control processes modulated by a variety
of transcription factors.

Structurally characterized
transcription factors

The prokaryotic transcription factors cro and λ are
examples of proteins containing helix-turn-helix (HTH)
motifs that function as DNA binding proteins. The
basis for highly specific interactions relies on precise
DNA–protein interactions that involve side chains
found in the recognition helix of HTH motifs and
the bases and sugar-phosphate regions of DNA. A
substantial departure in the use of the HTH motif to
bind DNA is seen in the met repressor of E. coli.
A homodimer binds to the major groove via a pair
of symmetrically related β strands, one from each
monomer, that form an antiparallel sheet composed
of just two strands. Other repressor proteins such as
the arc repressor from a Salmonella bacteriophage
(P22) were subsequently shown to use this DNA
recognition motif.

Eukaryotic transcription factors:
variation on a ‘basic’ theme

Eukaryotic cells require a greater range of transcrip-
tion factors, and because genes are often selectively
expressed in a tissue-specific manner these processes
require an efficient regulatory mechanism. This is
achieved in part through a diverse class of proteins.
Included in this large and structurally diverse group of

proteins are Zn finger DNA binding motifs, leucine
zippers, helix loop helix (HLH) motifs (reminiscent
of the HTH domains of prokaryotes) and proteins
containing a β scaffold for DNA binding. Eukary-
otic transcription factors contain distinct domains each
with a specific function; an activation domain binds
RNA polymerase or other transcription factors whilst
a DNA binding domain recognizes specific bases near
the transcription start site. There will also be nuclear
localization domains that direct the protein towards
the nucleus after synthesis in the cytosol. The follow-
ing sections describe briefly the structural properties
of some of the important DNA binding motifs found
in eukaryotes.

Zn finger DNA binding motifs

The first Zn finger domain characterized was transcrip-
tion factor IIIA (TFIIIA) from Xenopus laevis oocytes
(Figure 8.22). Complexed with 5S RNA was a pro-
tein of Mr 40 000 required for transcription in vitro that
yielded a series of similar sized fragments (Mr ∼ 3000)

containing repetitive primary sequence after limited
proteolysis. Sequence analysis confirmed nine repeat
units of ∼25 residues each containing two cysteine and
two histidine residues. Each domain contained a single
Zn2+ ion.

The proteolytic fragments were folded in the pres-
ence of Zn which was ligated in a tetrahedral geom-
etry to the side chains of two invariant Cys and two
invariant His residues. In subsequently characterized
domains it was found that the Cys2His2 ligation pat-
tern varied with sometimes four Cys residues used to
bind a single Zn2+ ion (Cys4) or 6 Cys residues used to
bind two Zn2+ ions. The Zn-binding domains formed
small, compact, autonomously folding structures lack-
ing extensive hydrophobic cores, and were christened
Zn fingers.

The structures of simple Zn finger domains (Figure
8.23) reveal two Cys ligands located in a short strand
or turn region followed by a regular α helix containing
two His ligands. From the large number of repeating
Zn finger domains and their intrinsic structures it
is clear that the ends of the polypeptide chain are
widely separated and that complexes with DNA might
involve multiple Zn finger domains wrapping around
the double helix. This arrangement was confirmed
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* 20 * 40 * 60 *
TFIIIA : MAAKVASTSSEEAEGSLVTEGEMGEKALPVVYKRYICSFADCGAAYNKNWKLQAHLCKHTGEKPFPCKEEGCEKG

80 * 100 * 120 * 140 *
TFIIIA : FTSLHHLTRHSLTHTGEKNFTCDSDGCDLRFTTKANMKKHFNRFHNIKICVYVCHFENCGKAFKKHNQLKVHQFS

160 * 180 * 200 * 220
TFIIIA : HTQQLPYECPHEGCDKRFSLPSRLKRHEKVHAGYPCKKDDSCSFVGKTWTLYLKHVAECHQDLAVCDVCNRKFRH

* 240 * 260 * 280 * 300
TFIIIA : KDYLRDHQKTHEKERTVYLCPRDGCDRSYTTAFNLRSHIQSFHEEQRPFVCEHAGCGKCFAMKKSLERHSVVHDP

* 320 * 340 * 360
TFIIIA : EKRKLKEKCPRPKRSLASRLTGYIPPKSKEKNASVSGTEKTDSLVKNKPSGTETNGSLVLDKLTIQ

Figure 8.22 The primary sequence of transcription factor TFIIIA from Xenopus laevi oocytes. The regions highlighted
in yellow are units of 25 residues containing invariant Cys and His residues. Zn binding domains have a characteristic
motif CX(2–3)CX(12)HX(3–4)H

Figure 8.23 A Zn finger domain with helix and either
an antiparallel β strand or a loop region

by crystallographic studies of the mouse transcription
factor Zif268 where three repeated Zn finger domains
complex with DNA by wrapping around the double
helix with the β strands of each finger positioning the
α helix in the major groove.

Zn finger domains are widely distributed throughout
all eukaryotic cells and in the human genome there may
be over 500 genes encoding Zn finger domains. Zif268,
shown in Figure 8.24, has three such repeats while
the homologous Drosophila developmental control
proteins known as Hunchback and Kruppel have four
and five Zn finger domains, respectively. TFIIIA has a

Figure 8.24 The structure of the Zn finger domains
of mouse transcription factor Zif268 in a complex with
DNA (PDB:1AIH). Three base pairs form hydrogen bonds
with the N terminal region of the helix in one strand of
the double helix. The periodicity of positively charged
side chains allows interactions with phosphate groups

comparatively large number of domains (nine) although
increasingly proteins are being found with much greater
numbers of ‘fingers’. Binuclear Zn clusters exist as
Cys6 Zn fingers. In GAL4, a yeast transcriptional
activator of galactose (Figure 8.25), an N terminal



 

EUKARYOTIC TRANSCRIPTION FACTORS: VARIATION ON A ‘BASIC’ THEME 263

Zn
CysCys

Cys

Cys Zn
Cys

Cys

Figure 8.25 The GAL4 DNA binding domain. Tetrahe-
dral geometry formed by six cysteine side chains binds
two zinc ions

region containing six Cys residues coordinates two Zn
ions. Each Zn cation binds to four Cys side chains in a
tetrahedral environment with the central two cysteines
ligating both Zn ions.

Leucine zippers
Many transcription factors contain sequences with
leucine residues occurring every seventh position. This
should strike a note of familiarity because coiled
coils such as keratin have similar arrangements called
heptad repeats. The heptad repeat is a unit of seven
residues represented as (a-b-c-d-e-f -g)n in which
residues a and d are frequently hydrophobic. The
sequences promote the formation of ‘coiled coils’ by
the interaction of residues ‘a’ and ‘d’ in neighbouring
helices. The observation that many DNA binding
proteins contained heptad repeats suggested that these
regions assist in dimerization – a view supported by
the structure of the ‘leucine zipper’ region of the
yeast transcription factor GCN4 (Figure 8.26). The
hydrophobic regions do not bind DNA but instead
promote the association of subunits containing DNA
binding motifs into suitable dimeric structures.

Close inspection of the interaction between helices
reveals that the term zipper is inappropriate. The side
chains do not interdigitate but show a simpler ‘rungs
along a ladder’ arrangement with stability enhanced by
hydrophobic interactions between residues at positions
‘a’ and ‘d’. Although misleading in terms of organi-
zational structure the name ‘leucine zipper’ remains
widely used in the literature. Dimerization of the
leucine zipper domains allows the N-terminal regions
of GCN4, rich in basic residues, to lie in the major
groove of DNA. The combination of basic and zipper
regions yields a class of proteins with bZIP domains.

Helix-loop-helix motifs
The HLH motif is similar in both name and function to
the HTH motif seen in prokaryotic repressors such as
cro. The HLH motif is frequently found in transcrip-
tion factors along with leucine zipper and basic (DNA
binding) motifs (see Figure 8.27). As the name implies
the structure consists of two α helices often arranged as
segments of different lengths – one short and the other
long – linked by a flexible loop of between 12 and 28
residues that allows the helices to fold back and pack
against each other. The effect of folding is that each
helix lies in parallel plane to the other and is amphi-
pathic, presenting a hydrophobic surface of residues on
one side with a series of charged residues on the other.

Eukaryotic HTH motifs
The fruit fly Drosophila melanogaster is a popular
experimental tool for studying gene expression and reg-
ulation via changes in developmental patterns. Devel-
opmental genes control the pattern of structural gene
expression and many Drosophila genes share com-
mon sequences known as homeodomains or home-
oboxes (Figure 8.28). These sequences occur in other
animal genomes with an increase in the number of
Hox genes from one cluster in nematodes, two clus-
ters in Drosophila, with the human genome having
39 homeotic genes organized into four clusters. The
Drosophila engrailed gene encodes a polypeptide that
binds to DNA sequences upstream of the transcrip-
tion start site and imposes its pattern of regulation on
other genes as a transcription factor. Crystallization of
a 61-residue homeodomain in a complex with DNA
showed a HTH motif comparable to the HTH domains
of prokaryote repressors such as λ.
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* 20 * 40 * 60
Yeast_GCN4 : KPNSVVKKSHHVGKDDESRLDHLGVVAYNRKQRSIPLSPIVPESSDPAALKRARNTEAAR : 60

* 80 * 100
Yeast_GCN4 : RSRARKLQRMKQLEDKVEELLSKNYHLENEVARLKKLVGER : 101

Figure 8.26 A leucine zipper motif such as that found in GCN4 shows a characteristic sequence known as the heptad
repeat where every seventh side chain is hydrophobic and is frequently a leucine residue. Interaction between two
helices forms a coiled coil and facilitates dimerization of the proteins. The structure of the leucine zipper region of
GCN4 complexed with DNA and a detailed view of the interaction between helices (derived from PDB:1YSA and 2TZA)

Figure 8.27 The structure determined for the
Max–DNA complex. A basic domain (blue) at the N
terminal interacts with DNA. The first helix of the HLH
motif (orange) is followed by the loop region (red) and
second helix (purple). The second helix flows into the
leucine zipper (cyan) or dimerization region. This class
of transcription factor are often called bHLHZ protein
reflecting the three different types of domains namely
basic, HLH and zipper (PDB: 1AN2)

Homeodomains are variations of HTH motifs con-
taining three α helices, where the last two constitute a
DNA binding domain. Two distinct regions make con-
tact with TAAT sequences in complexes with cognate
DNA. An N-terminal arm fits into the minor groove
of the double helix with the side chains of Arg3 and
Arg5 making contacts near the 5′ end of this ‘core con-
sensus’ binding site. The second contact site involves
an α helix that fits into the major groove with the side
chains of Ile47 and Asn51 interacting with the base
pairs near the 3′ end of the TAAT site. The ‘recognition
helix’ is part of a structurally conserved HTH unit, but
when compared with the structure of the λ repressor
the helices are longer and the relationship between the
HTH unit and the DNA is significantly different.

It has been estimated that mammals contain over 200
different cell types. These cell lines arise from highly
regulated and specific mechanisms of gene expression
involving the concerted action of many transcription
factors. The human genome project has identified thou-
sands of transcription factors and many carry exotic
family names such as Fos and Jun, nuclear factor-κB,
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Figure 8.28 A typical homeobox domain showing
the HTH motif in contact with its cognate DNA.
The structure shown is that of a fragment of the
ubx or ultrabithorax gene product showing the HTH
motif. The recognition helix is shown in yellow lying
in the major groove (PDB: 1B8I). Similar structures
exist in homeodomain proteins such as antennapedia
(antp) or engrailed (eng). All play a role in the
developmental programme of Drosophila and each of
these proteins acts an a transcriptional activator,
binding to upstream regulatory sites and interacting
with the RNA polymerase II/TFII complex

Pax and Hox. Growing importance is attached to the
study of transcription factors with the recognition that
mutations occur in many cancer cells. Wilm’s tumour is
one of the most common kidney tumours and is preva-
lent in children as a result of mutation in the WT-1
gene, a gene coding for a transcription factor contain-
ing Zn finger motifs. p53 is another transcription factor
and is found in a mutated state in over 50 percent of
all human cancers. These examples emphasize the link
between transcription factors and human disease, where
structural characterization has elucidated the basis of
DNA–protein interaction.

The spliceosome and its role in
transcription
Eukaryotic DNA contains introns or non-coding
regions whose function remains enigmatic despite

widespread occurrence within chromosomal DNA. Ini-
tial mRNA transcripts are processed to remove introns
in a series of reactions that occur on the spliceo-
some. Spliceosomes are ribonucleoprotein complexes
with sedimentation coefficients between 50 and 60S
and a size and complexity comparable to the ribosome.

Before splicing many eukaryotic RNAs are modified
at the 5′ and 3′ ends by capping with GTP and adding
polyA tails. GTP is added in a reversed orientation
compared to the rest of the polynucleotide chain and is
often accompanied by methylation at the N7 position of
the G base. Together with the first two nucleotides the
added G base forms a 5′-cap structure (Figure 8.29).
Further modifications remove nucleotides from the 3′
end adding ‘tails’ of 50 to 200 adenine nucleotides.
The mechanistic reasons for modification are unclear
but involve mRNA stability, mRNA export from the
nucleus to the cytoplasm and initiation of translation.

The spliceosome associates with the primary RNA
transcript in the nucleus and consists of four RNA–
protein complexes called the U1, U2, U4/U6 and U5
or small nuclear ribonucleoproteins (snRNPs, read as
‘snurps’). The snRNPs are named after their RNA com-
ponents so that U1 snRNP contains U1 small nuclear
RNA. The U signifies uridine-rich RNAs, a feature
found in all small nuclear RNA molecules. The U4 and
U6 snRNAs are found extensively base paired and are
therefore referred to collectively as the U4/U6 snRNP.
The snRNPs pre-assemble in an ordered pathway to
form a complex that processes mRNA transcripts.
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Figure 8.29 Methylation and G-capping of mRNA was
discovered with the purification of mRNA
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Figure 8.30 Splice sites are specific mRNA sequences and assist intron removal

The first requirement for effective mRNA splicing is
to distinguish exons from introns. This is achieved by
specific base sequences that signal exon–intron bound-
aries to the spliceosomes and define precisely the 5′ and
3′ regions to be removed from mRNA. Many introns
begin with −5′ GU. . . and end with −3′ AG and in ver-
tebrates the consensus sequence at the 5′ splice site of
introns is AGGUAAGU (Figure 8.30). This sequence
base pairs with complementary spliceosomal RNA
aligning pre-mRNA and assisting removal of the intron.
A second important signal called the branch point is
found in the intron sequence as a block of pyrimidine
bases together with a special adenine base approxi-
mately 50 bases upstream from the 3′ splice site.

Using this sequence information the spliceosome
performs complex catalytic reactions to excise the
introns in two major reactions. The first step involves
the 2′ OH at the branch site and a nucleophilic attack
on the phosphate group at the 5′ end of the intron
to be removed. For this reaction to occur the mRNA
is rearranged to bring two distant sites into close
proximity. This movement breaks the pre mRNA at the
5′ end of the intron to leave, at this stage, a branch site
with three phosphodiester bonds. The reaction creates
a free OH group at the 3′ end with exon 1 no longer
attached to the intron although it is retained by the
spliceosome. The free OH group at the 3′ end of exon
1 attacks the phosphodiester bond between exon 2 and
the intron, with the result that both exons are joined
together in the correct reading frame (Figure 8.31). The
resulting lasso-like entity is called a lariat structure
and is removed from the mRNA (Figure 8.31). The
processed mRNA is then exported from the nucleus
and into the cytoplasm for translation.

Translation
Conversion of genetic information into protein
sequences by ribosomes is called translation and

involves the use of a genetic code residing in the
order of nucleotide bases. In theory, four nucleotide
bases could be used in a variety of different coding
systems, but theoretical considerations proposed by
George Gamow in the 1950s led to the idea that a
triplet of bases is the minimum requirement to code
for 20 different amino acids. With the realization that a
triplet of bases was involved two experiments critically
defined the nature of the genetic code.

The first showed that the genetic code was not
‘punctuated’ or ‘overlapping’ but involved a con-
tinuous message. Using the bacteriophage T4 Fran-
cis Crick and Sydney Brenner showed that inser-
tion or deletion of one or two bases resulted in
the formation of nonsense proteins. However, when
three bases were added or removed a protein was
formed with one residue deleted or added. This
demonstrated a code that was an unpunctuated series
of triplets arising from a fixed starting point. The
second experiment identified codons corresponding
to individual amino acids through the use of cell-
free extracts, capable of protein synthesis, contain-
ing ribosomes, tRNA, amino acids and amino acyl
synthetases. When synthetic polynucleotide templates
such as polyU were added a polymer of pheny-
lalanine residues was produced. It was deduced that
UUU coded for Phe. Similar experiments involving
polyC and polyA sequences pointed to the respec-
tive codons for proline and lysine. Refinement of this
experimental approach allowed the synthesis of polyri-
bonucleotide chains containing repeating sequences
that varied according to the frame in which the
sequence is read. For example AAGAAGAAGAA-
GAAG, i.e. (AAG)n can be read as three different
codons (Figure 8.32).

In a variation of this last experiment Philip Leder
and Marshall Nirenberg showed that synthetic triplets
would bind to ribosomes triggering the binding of
specific tRNAs. UUU and UUC lead to Phe-tRNAs
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Figure 8.31 Splicing of two exons by intron removal. Exons are drawn in different shades of blue, intron in orange

Figure 8.32 Translation of the synthetic polyribonu-
cleotide (AAG)n leads to the production of three
different amino acids in cell free translation systems.
The translation of (AAG)n leads to three possible
sequences depending on the ‘frame’ used to read
the message and can yield polylysine, polyarginine
or polyglutamate

binding to ribosomes and this approach deciphered
the remaining codons of the genetic code confirming
degeneracy in the 64 possible triplets.

The genetic code (Figure 8.33) is usually described
as universal with the same codons used for the same
amino acid in every organism. The ability of bacteria to
produce eukaryotic proteins derived from the transla-
tion of eukaryotic mRNAs testifies to this universality.
However, a few rare exceptions to this universality are
documented (Table 8.5) and include alternative use of
codons by the mitochondria, organelles with their own
transcription and translation systems.

Transfer RNA (tRNA)
In the 1950s Francis Crick postulated that adap-
tor molecules should contain enzymatically appended
amino acids and recognize mRNA codons. The
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Figure 8.33 The genetic code. The series of triplets found in mRNA coding for the twenty amino acids are shown
with the chain termination signals highlighted in red and the start codon in green

Table 8.5 Rare modifications to the genetic code

Codon Normal
use

Alternative
use

Organism

AGA, AGG Arg Stop, Ser Some animal
mitochondria;
some
protozoans

AUA Ile Met Mitochondria
CGG Arg Trp Plant

mitochondria
CUX Leu Thr Yeast

mitochondria
AUU Ile Start codon Prokaryotic cells
GUG Val
UUG Leu

‘adaptor’ molecule was small soluble RNA now called
transfer RNA (tRNA). The structure of yeast alanyl-
tRNA was reported in 1965 by Robert Holley and
contained 76 nucleotides. Base pairing of nucleotides
led to a cloverleaf pattern and all tRNAs have lengths
between 60 and 95 nucleotides showing comparable

structure and function. The cloverleaf structure has
distinct regions represented by arms, stems and loops
(Figures 8.34 and 8.35).

At the 5′ end the short acceptor stem 7bp in length
forms non-Watson–Crick base pairs with bases at the
3′ end of the chain and links via a short stem of 3–4
nucleotides to a region known as the D arm because it
contains a modified base, dihydrouridine.1 A 5bp stem
from the D arm leads to the anticodon arm containing a
sequence of three bases complementary to the mRNA
codon. A variable loop from 3 to 21 nucleotides in
length leads to a final arm containing a sequence of
bases TψC where ψ represents a modified base called
pseudouridine. This region is the T or TψC arm and
rejoins an acceptor stem terminated by the sequence
-CCA to which amino acids are added by amino acyl
tRNA synthetases.

Covalent coupling of amino acids to the tRNA
acceptor stem involves activation by reaction with ATP
forming an amino adenylate complex, followed by
coupling to tRNA in a reaction catalysed by amino
acyl tRNA synthetases.

Aminoacyl-AMP + tRNA −−−⇀↽−−− aminoacyl-tRNA

+ AMP
1Non-Watson–Crick base pairs involve, for example, the pairing of
G with U.
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Figure 8.34 The structure of yeast tRNA with the
base sequence drawn as a cloverleaf structure
highlighting the acceptor stem and four arms; the
TψC arm, the variable arm, the anticodon arm and
the D arm. Red lines indicate base pairings in the
tertiary structure with conserved and semi-conserved
nucleotides indicated by solid and dashed circles
respectively. The 3′ end is shown in red, the 5′ end in
green with the acceptor stem in yellow. The anticodon
stem is shown in light green, the D loop is white with
the variable loop shown in orange and the TψC arm
in cyan

Two classes of synthetases exist: class I enzymes are
usually monomeric and attach the carboxyl group of
their target amino acid to the 2′ OH of A76 in the tRNA
molecule; class II enzymes are dimeric or tetrameric
and attach amino acids to the 3′ OH of cognate
tRNA (Figure 8.36) with the exception of Phe-tRNA
synthetase which uses the 2′ OH. Enzymes within the
same class (Table 8.6) show considerable variations in
structure and subunit composition.

Table 8.6 Classification of amino acyl tRNA synthetases

Class 1 Class 2

Amino
Acid

Subunit
structure

and number
of residues

Amino
Acid

Subunit
structure

and number
of residues

Arg α 577 Ala α4 875
Cys α 461 Asn α2 467
Gln α 551 Asp α2 590
Gln α 471 Gly α2β2 303/689
Ile α 939 His α2 424
Leu α 860 Lys α2 505
Met α2 676 Pro α2 572
Trp α2 325 Phe α2β2 327/795
Tyr α2 424 Ser α2 430
Val α 951 Thr α2 642

The composition of prokaryotic
and eukaryotic ribosomes
In E. coli ribosomes may account for 25 percent of the
dry mass and are relatively easily isolated from cells
to reveal large structures 25 nm in diameter containing
RNA and protein in a 60:40 ratio. The ribosome is
always found as two subunits, one with approximately
twice the mass of the other.

Prokaryotic ribosomes are described by sedimen-
tation coefficients of 70S with two unequal subunits
having individual S values of 50S (large subunit) and
30S (small subunit). Three ribosomal RNA components
are identified on the basis of sedimentation coeffi-
cients – the 5S, 16S and 23S rRNAs. The small subunit
has a single 16S rRNA containing ∼1500 nucleotides
and the large subunit contains two rRNA molecules – a
23S rRNA of about 2900 nucleotides and a much
smaller 5S rRNA 120 nucleotides length. When com-
bined with over 50 different proteins the prokaryotic
ribosome has a mass of ∼2.5 MDa.

Eukaryotic ribosomes are larger than their prokary-
otic counterparts containing more RNA and protein.
They have greater sedimentation coefficients (80S vs
70S) with subunits of 60S and 40S. The large subunit
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Figure 8.35 The structure of tRNA showing wireframe and spacefilling models for tRNA (PDB:6TNA). The arms are
shown in different colours: acceptor stem (yellow), CCA region including A76 (cerise), variable loop (dark green), D
arm (blue), the TψC arm (purple) and the anti-codon arm (red)
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Figure 8.36 Esterification of an amino acid to the 3′
OH group of A76 in tRNA

contains 5S, 5.8S and 28S rRNA composed of 120,156
and 4700 nucleotides respectively and about 50 pro-
teins. In contrast the small subunit has a single 18S
rRNA about 1900 nucleotides in length and 32 pro-
teins. Despite increased complexity their architecture
is fundamentally the same.

By 1984 the sequences of 52 different polypep-
tide chains were identified in E. coli ribosomes
with those from the large subunit designated as
L1, L2 . . . etc. and those from the small subunit
proteins S1 . . . S21 (Figure 8.37). The number of
proteins found in ribosomes from different species

varies and their homology is much lower than the
rRNA components. The E. coli large subunit con-
tains 31 different polypeptides each occurring once,
with the exception of L7 where four copies are
found. Subunit nomenclature refers to migration pat-
terns in two-dimensional electrophoresis and as a
result of partial acetylation L7 can have different
mobility and was originally thought to be a dis-
tinct subunit (L12). The L7/L12 subunits associate
with the L10 subunit forming a stable complex that
was also mistakenly ‘identified’ as a separate pro-
tein (L8).

The small subunit contains 21 polypeptides, lead-
ing to a total of 52 different ribosomal proteins
varying in size from small fragments with <100
residues to polypeptide chains containing in excess of
550 residues. Isolated ribosomal proteins were shown
to have a high percentage of lysine and arginine
residues, a low aromatic content and a topology
based around antiparallel β sheets where the strands
are connected by regions of α helix. This struc-
ture known as the RNA recognition motif (RRM) is
seen in L7 and L30 but was also observed in other
RNA binding proteins such as spliceosomal U1-snRNP
(Figure 8.38).

Recognition motifs are widely found in RNA bind-
ing proteins in prokaryotes and eukaryotes suggesting
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Figure 8.37 Assembly of the prokaryotic ribosome. In prokaryotes the 50 and 30S subunits combine to form a
functional 70S ribosome. Association is favoured by increasing concentrations of Mg2+30S + 50S −−−⇀↽−−− 70S. In vivo
a substantial proportion of the ribosomes are dissociated and this is important during initiation of protein synthesis

Figure 8.38 The structure of two ribosomal proteins and the U1-snRNP protein showing the homology based around
three β strands and two α helices. The structures show the C terminal domain of E. coli ribosomal subunit L7/L12
(PDB: 1CTF), the L30 domain of the large ribosomal subunit of T. thermophilus (PDB:1BXY) and the N-terminal domain
of the spliceosome RNA binding protein U1A (PDB:1FHT)

evolution from an ancestral RNA binding protein. All
RRMs consist of a domain of 80–90 residues where
the four-stranded antiparallel β sheet and helices occur
in the order β-α-β-β-α-β. RNA binds on the flat sur-
face presented by the β sheet a region carrying many
conserved Arg/Lys residues on its edge to facilitate
interactions with the RNA sugar-phosphate backbone.
Groups of non-polar, often aromatic, residues exposed
in the sheet region interact directly with purine and
pyrimidine bases and in strand 1 a conserved sequence
of K/R-G-F/Y-G/A-F-V-x-F/Y is found with alternate
residues exposed (blue). Similarly in strand 3 a con-
sensus hexameric sequence L/I-F/Y-V/I-G/K-N/G-L/M
is observed.

Low-resolution studies of the ribosome

Despite differences in RNA and protein composition
the architecture of all ribosomes is similar with a
shape revealed by electron microscopy to contain
lobes, ridges, protuberances and even the suggestion
of channels as ‘anatomical’ features (Figure 8.39).
The ribosome contains single copies of each protein
and allowed antibodies to be raised against exposed
epitopes. In combination with electron microscopy the
distribution of proteins through the large and small
subunits was mapped to enhance the picture of the
ribosome (Figure 8.40).
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Figure 8.39 A three-dimensional model of the E. coli ribosome derived from electron microscopy. (Reproduced
with permission from Voet, D., Voet, J.G & Pratt, C.W. Fundamentals of Biochemistry. John Wiley & Sons Inc,
Chichester, 1999)

Figure 8.40 A positional map of surface epitopes for
large and small E. coli ribosomal subunits. The small
subunit is shown on the left and dashed lines indicate
the positions for subunits lying of the reverse surface.
The symbols 16S 3′ and 16S 5′ mark the two ends of the
16S rRNA molecule. In the large subunit P indicates the
peptidyl transferase site; E marks the site of emergence
for the nascent polypeptide from the 50S subunit and
M specifies the ribosome’s membrane anchor site. The
3′ and 5′ sites are indicated for 5S rRNA. (Reproduced
with permission from Voet, D., Voet, J.G., and Pratt,
C.W. Fundamentals of Biochemistry. John Wiley & Sons,
Chicheter, 1999)

However, delineation of the catalytic sites of protein
synthesis required higher levels of resolution – a major
experimental problem – for an assembly with over
50 different proteins, several RNA molecules and a
mass in excess of 2.5 MDa. Ribosome crystals were
produced in the 1960s but yielded two-dimensional
arrays of poor diffraction quality. Improved crystal
quality stemmed from use of ribosomes derived from
thermophiles (Thermus thermophilus and Haloarcula
marismortui ) where protein and nucleic acid stabil-
ity was enhanced when compared with mesophiles
and from advances in technology that introduced
synchrotron radiation, high efficiency area detectors
and crystal freezing techniques that limited radia-
tion damage.

A structural basis for protein
synthesis

The first structures for the ribosome were published in
2000 by Tom Steitz and Peter Moore and represented
the culmination of decades of intensive effort. The
structure of the large subunit was followed by structures
for the small (30S) subunits from both E. coli and
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Figure 8.41 The peptidyl transferase reaction at the A and P sites

T. thermophilus. However, a broad understanding of
the functional properties of prokaryotic ribosomes arose
from many years of biochemical studies long before
structural data was available. These studies established
the self-assembly of ribosomes, inactivation of protein
synthesis by antibiotics, the involvement of accessory
proteins in initiation, elongation and termination, a role
for GTP in protein synthesis, the nature of tRNA binding
via codon/anticodon recognition and the presence of
discrete binding sites within the ribosome.

An outline of protein synthesis
Translation of mRNA consists of three stages –
initiation, elongation and termination – with the most
important process being elongation where nascent
polypeptides are extended by the addition of amino
acids. Protein synthesis results in the addition of amino
acid residues to a growing polypeptide chain in a
direction that proceeds from the N to C terminals as
mRNA is read in a 5′ –3′ direction. Synthesis proceeds
at surprisingly high rates for a complex reaction with
up to 20 residues per second added to a growing chain.

During elongation the peptidyl transferase reaction
catalyses movement and covalent linkage of an amino
acid onto a growing polypeptide chain in a process
involving two specific sites on the ribosome. The A

site is the location for amino acyl tRNA binding to
the ribosome and is proximal to the peptidyl (P) site.
Displacement of extending polypeptide chains from the
ribosome by high salt treatment leaves a peptidyl-tRNA
species as the final ‘residue’. This results from transfer
of the peptidyl tRNA to the incoming amino acyl tRNA
to form a peptidyl tRNA with one additional residue
located in the A site. The next stage is translocation
to create P site peptidyl tRNA, a vacant A site with
uncharged tRNA transferred to the E or exit site
(Figure 8.41).

Chain initiation
Methionine, a relatively uncommon residue, is fre-
quently found as the first residue of a polypeptide
chain modified by the addition of formic acid. In
most cases the N -formylmethionine group is removed
(Figure 8.42), but occasionally the reaction does pro-
ceed efficiently and methionine appears to be the
first residue.

The initiation site is not solely defined by the AUG
or start codon because a mRNA sequence will normally
contain other AUG triplets for internal methionine
residues. Additional structural elements such as the
Shine–Dalgarno sequence located ∼10 nucleotides
upstream of the start codon are complementary to a
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pyrimidine-rich sequence found at the 3′ end of 16S
rRNA of the 30S subunit, and facilitates ribosomal
selection of the correct AUG codon (Figure 8.43).

Protein synthesis requires additional proteins known
as initiation factors (IF) that exhibit dynamic and tran-
sient association with the ribosome (Table 8.7). Ini-
tiation starts after completion of polypeptide synthe-
sis with the ribosome as an inactive 70S complex.
IF-3 binding to the 30S subunit promotes complex
dissociation and is assisted by IF-1 (Figure 8.44). In
a dissociated state mRNA, IF-2, GTP and fMet-tRNA
bind to the small subunit. IF-2 is a G protein and is

obligatory for binding fMet-tRNA to the 30S subunit
in a reaction that is unique in not requiring mRNA and
interactions between codon and anticodon. In this state
mRNA binds to the small subunit completing priming
reactions and the complex is capable of binding the
50S subunit. The association of the 50S subunit results
in conformational change, GTP hydrolysis by IF-2 and
the release of all initiation factors. The result is a ribo-
some primed with fMet-tRNA (P site) and a vacant A
site poised to accept the next amino acyl tRNA spec-
ified by the second codon in an event that marks the
start of chain elongation.

Chain elongation

Elongation involves the addition of a new residue to
the terminal carboxyl group of an existing polypeptide
chain. Elongation is divided into three key events:
aminoacyl tRNA binding, the peptidyl transferase
reaction, and translocation. Elongation factors assist in
many stages of these reactions (Figure 8.45).

Charged amino acyl tRNA is escorted to the vacant
A site by an elongation factor -EF-Tu. EF-Tu is
yet another G protein involved in protein synthesis
and after depositing amino acyl tRNA at the A site
hydrolysis of GTP releases the EF-Tu–GDP complex

Figure 8.43 Translation initiation sequences aligned with the start codon recognized by E. coli ribosomes. The RNA
sequences are aligned at the start (AUG) codon highlighted in blue. The Shine–Dalgarno sequence is highlighted in
red and is complementary to a region at the 3′ end of the 16S rRNA. This sequence is shown in green and involves
G-U pairing. (Reproduced with permission from Voet et al., John Wiley & Sons, Ltd, Chichester, 1998)



 

AN OUTLINE OF PROTEIN SYNTHESIS 275

Table 8.7 Soluble protein factors involved in E. coli
protein synthesis

Factor Mass (kDa) Role

Initiation
IF-1 9 Assist in IF-3 binding
IF-2 97 Binds initiator tRNA and

GTP
IF-3 22 Dissociates 30S subunit

from inactive ribosome
and aids mRNA binding

Elongation
EF-Tu 43 Binds amino acyl tRNA

and GTP
EF-Ts 74 Displaces GTP from

EF-Tu
EF-G 77 Promotes translocation by

binding GTP to
ribosome. Molecular
mimic of
EF-Tu + tRNA.

Termination
RF-1 36 Recognizes UAA and

UAG stop codons
RF-2 38 Recognizes UAA and

UGA stop codons
RF-3 46 G protein (binds GTP) and

enhances RF-1 and
RF-2 binding

from the ribosome. At this stage the amino acyl tRNA
is checked in a process known as ‘proof-reading’ and
if incorrect a new tRNA is reloaded to the A site. The
activity of EF-Tu is aided by EF-Ts – a protein that
binds to EF-Tu as a binary complex to facilitate further
rounds of GTP binding and further cycles of elongation
(Figure 8.46).

The structure of Ef-Tu determined by crystallogra-
phy in a complex with GDP and a slowly hydrolysing

analogue of GTP known as guanosine-5′-(β, γ-imido)-
triphosphate (GDPNP) reveals three domains con-
nected by short flexible peptide linkers. The 210
residue N-terminal domain with a GTP/GDP binding
site undergoes structural reorganization when GTP is
hydrolysed, changing orientation with respect to the
remaining two domains by ∼90◦. The Phe-tRNA–EF-
Tu/GDPNP complex is stable and shows two macro-
molecules arranged into the shape of a ‘corkscrew’
(Figure 8.47). The ‘handle’ consists of EF-Tu and the
acceptor region (-CCA) of Phe-tRNA. The remaining
part of the Phe-tRNA molecule forms the ‘screw’ and
by comparing individual tRNA and EF-Tu structures
with the complex it is clear that structural perturba-
tions are small. In the complex formed with tRNA
most interactions involve the amino acyl region of
the tRNA – the CCA arm – and side chains of EF-
Tu. These interactions also explain the observation of
poor binding between uncharged tRNA molecules and
EF-Tu.

The peptidyl transferase reaction is the second
phase of elongation and involves nucleophilic reactions
between uncharged amino groups of A site amino acyl-
tRNA and the carbonyl carbon of the final residue of
P site tRNA arranged in close proximity in the 50S
subunit. Evidence points towards a site and mechanism
of protein synthesis performed entirely by RNA.
Ribosomes consist predominantly of highly conserved
rRNA (Figure 8.48),1 the proteins of large and small
subunits show little conservation of sequence, almost
all of the proteins of the large subunit of the ribosome
of T. aquaticus could be removed without loss of
activity, and mutations conferring antibiotic resistance
were localized to ribosomal RNA genes.

In the final phase of elongation (translocation),
uncharged tRNA is moved to the E site whilst recently
extended tRNA in the A site is moved to the P site. The
A site becomes vacant and will accept the next charged
tRNA. Ribosomes move along the mRNA chain in the
3′ direction so that a new codon occupies the A site.
This reaction involves an additional G protein, EF-
G, whose structure reveals a remarkable similarity to
the amino acyl-tRNA/EF-Tu/GTP complex despite an
absence of sequence homology and RNA. This is not

1The sequence of rRNA is so highly conserved that it is used
in taxonomic studies to identify new species or to highlight
evolutionary lineage.
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Figure 8.44 The initiation pathway of translation in E. coli ribosomes (reproduced with permission from Voet, D.,
Voet, J.G & Pratt, C.W. Fundamentals of Biochemistry. John Wiley & Sons, Ltd, Chichester, 1999)
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Figure 8.45 The elongation phase of translation. Only the A and P sites are shown in each stage of the elongation
cycle (reproduced with permission from Voet, D., Voet, J.G & Pratt, C.W. Fundamentals of Biochemistry. John Wiley &
Sons, Ltd, Chichester, 1999)

a coincidence but a strategy that involves competition
between EF-G and the EF-Tu complex for the A site.

EF-G has five domains (Figure 8.49); domains 1 and
2 resemble the EF-Tu complex and the remaining three
domains fold in a similar arrangement to the anticodon
stem of tRNA. These features assist in promoting
conformational changes in the ribosome by displacing
peptidyl-tRNA from the A site and switching the A
site to a low affinity for amino acyl tRNAs. It is
an example of molecular mimicry and the ‘switch’
completes translocation.

Termination

Termination marks the end of protein synthesis and
is mediated by three codons, UAA, UAG and UGA.

EF-Ts

EF-Ts

EF-Tu EF-Tu

EF-Tu

EF-Ts

GDP

GTP

GTP

GDP

Figure 8.46 Regeneration of EF-Tu-GTP through the
action of EF-Ts binding
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Figure 8.47 The structure of EF-Tu in a complex with Phe-tRNA (PDB: 1TTT). Domain 1 is shown in blue, domain 2
in red and domain 3 in green. The CCA arm of the Phe-tRNA is bound between the blue and red subunits

Figure 8.48 tRNA environment within the ribosome
defined by cross-linking experiments. The cross links
were from defined nucleotide positions within a tRNA
to ribosomal proteins in the large and small subunits
(denoted by prefix L and S). The A site was defined by
triangular symbols, the P site by circles and the E site
by squares. (Reproduced and adapted from Wower, J.
Biochimie 1994, 76, 1235–1246)

There are no tRNAs for termination codons but protein
release factors RF-1, RF-2 and RF-3 identify the

codons. RF-1 recognizes UAA and UAG whereas RF-
2 identifies UAA and UGA. The third protein RF-3
is a G protein and in the presence of GTP stimulates
RF-1 and RF-2 binding to the large subunit. With RF-
3 and either RF-1 and RF-2 bound to the A site the
peptidyl transferase reaction adds water to the end of
the growing chain releasing the peptide into the cytosol
along with an uncharged tRNA.

Antibiotics provide insight into
protein synthesis
Some antibiotics block protein synthesis and are
used to probe initiation, elongation and termina-
tion. Their effectiveness in halting prokaryotic pro-
tein synthesis coupled with their relative ineffective-
ness in eukaryotic systems has allowed their use in
medicines. Amongst the antibiotics used to interfere
with protein synthesis in microbes are tetracycline,
erythromycin, puromycin, streptomycin and chloram-
phenicol. These reagents block different parts of protein
synthesis and from analysis of their chemical struc-
tures their effects on ribosome function can be ratio-
nalized. Chloramphenicol (Figure 8.50), for example,
blocks the peptidyl transferase reaction by acting
as a competitive inhibitor in which the secondary
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Figure 8.49 The five domains of EF-G. Domains 3–5 mimic the conformation of tRNA complexed to EF-Tu
(PDB: 2EFG)

amide resembles the normal peptide bond. Similarly
puromycin (Figure 8.50) contains within its structure
a portion resembling the 3′ end of the amino acyl
tRNA. As a result it enters the A site and is trans-
ferred to extending peptide chains causing premature
release from the ribosome.

Affinity labelling and RNA
‘footprinting’
Chemical probes such as dimethyl sulfate or carbodi-
imides attack accessible bases of rRNA but in the
presence of ligands such as antibiotics, mRNA or
tRNA some regions will remain unmodified and leave
a ‘footprint’ when analyzed by electrophoresis. In 23S
RNA A2451and A2439 were protected by the acyl
region of tRNA at the A and P sites whilst the 3′

terminal protected G2252 and G2253. These bases
were universally conserved (or very nearly so) across
the phylogenetic spectrum and the results point to func-
tional importance. Similarly regions of the 16S rRNA
known as helix 44, the 530 loop and helix 34 are
involved in the 30S decoding site. Genetic studies fur-
ther identified two bases A1492 and A1493 from their
universal conservation and requirement for viability. A
few ‘hot spots’ or critical bases effectively modulate
protein synthesis and these experiments allowed crys-
tallographers to assess structures on the basis of the
known importance of these bases.

Structural studies of the ribosome
The structure of the large ribosomal subunit of Haloar-
cula marismortui defined sites of protein synthesis
and highlighted potential mechanisms for the peptidyl
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Figure 8.50 The structures of chloramphenicol and puromycin
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Domain VI

Domain I

Domain V

Domain IV

Domain III

Domain II

5S rRNA

Figure 8.51 Computer-based secondary structure
prediction for 23S and 5S rRNA sequences. (Reproduced
with permission from Ramakrishnan, V. & Moore, P.B.
Curr. Opin. Struct. Biol. 2001, 11, 144–154. Elsevier)

transferase reaction with coordinates for RNA and pro-
tein representing over 90 percent of the subunit.

The secondary structure of 23S rRNA (Figure 8.51)
shows regions of helix formed by base pairing as well
as extended regions but provides little information on
how the RNA folds to give the structure adopted by
the large subunit. The 23S rRNA has six helical rich
domains linked via extended loops.

The tertiary structure of 23S rRNA (Figure 8.52)
showed domains that are not widely separated but are
interwoven via helical interactions to form a compact
monolithic structure. The 23S rRNA is a highly convo-
luted structure dictating the overall shape of the ribo-
some as well as defining the peptidyl transferase site.

Large subunit proteins (Figures 8.53 and 8.54) are
located towards the ribosome’s surface, often exposed
to solvent, or on the periphery between the two
subunits. Many proteins have multiple RNA binding
sites and a principal function is directed towards
stabilization of RNA folds. One surprising observation
was that some proteins were not globular domains and
for those located in crevices between rRNA helices
were often extended structures. Many were basic
proteins – an unsurprising observation in view of the
large number of phosphate groups present within RNA.

Catalytic mechanisms within the
large subunit
Using substrate analogues of the -CCA region of
tRNA the location of the peptidyl-transferase site

was shown to lie at the bottom of a deep cleft at
the interface between large and small subunits. The
peptidyl transferase reaction involves the bimolecular
reaction between two substrates, namely the A site
amino acyl-tRNA and the P site peptidyl-tRNA, and to
enhance reactivity the molecules are constrained and in
close proximity.

Transition state analogues based on puromycin
pinpointed the location of the CCA arms of the A
and P site tRNA molecules on the large subunit. In
the presence of CCdA-phosphate-puromycin (the Yarus
inhibitor, Figure 8.55) the peptidyl transferase reaction
was inhibited after transfer of peptide chains from P site
bound tRNA to the α amino group of puromycin. The
peptidyl transferase site was based around nucleotides
belonging to the central loop of 23S rRNA domain V a
region called the ‘peptidyl transferase loop’ and known
to bind CCdA-phosphate-puromycin. No proteins were
located close to the puromycin complex and catalysis
was mediated entirely by rRNA.

To facilitate formation of a tetrahedral intermediate
an active functional group is required. The nearest
suitable residue was the N3 atom of A2486 (A2451
in E. coli ) located ∼3 Å from the phosphoramide
oxygen of the CCdA-phosphate-puromycin. No other
functional group was within 5 Å of this reaction site
and more significantly there were no atoms derived
from polypeptide chains within 18 Å of this centre.
This residue had previously been implicated in peptidyl
transferase activity from genetic, footprinting and
crosslinking studies.

Under normal conditions the N1 atom of adenine
monophosphate has a pK of ∼3.5 with the N3 centre
observed to be an even weaker base, with a pK two
units lower. The crystal structure (Figure 8.56) sug-
gested a higher pK for the N3 atom of A2486 because
the distance between the N atom and the oxygen is 3 Å
and appears as a formal hydrogen bond – an interaction
that would only occur if the N atom is protonated. The
crystallization performed at pH 5.8 suggested a value
for the pK of the N3 group above pH 6.0 to account
for N3 protonation.

Many details of the catalytic process remain to
be clarified but a charge relay network is believed
to elevate the pK of the N3 atom of A2486 via a
network of hydrogen bonds with G2482 and G2102
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L1

Interface view

L1

Back view

Figure 8.52 The tertiary structure of the 23S rRNA sequence. The colours utilize those shown in Figure 8.51 for the
secondary structure. (Reproduced with permission from Ramakrishnan, V. & Moore, P.B. Curr. Opin. Struct. Biol. 2001,
11, 144–154. Elsevier)

Figure 8.53 The structure of the large subunit of the ribosome of H. marismortui. A space-filling model of the 23S
and 5S rRNA together with the proteins is shown looking down on the active site cleft. The bases are white and the
sugar phosphate backbones are orange. The numbered proteins are blue with the backbone traces shown for the L1
and L11 proteins. The central protuberance is labelled CP. (Reproduced with permission from Nissen, P. et al. Science
2000, 289, 920–930)
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(Figure 8.57). A2486 and G2102 are conserved in
the 23S rRNA sequences analysed from all three
kingdoms.1

With this level of structural characterization it
was proposed that peptidyl transferase involved the
abstraction of a proton from the α amino group of
the amino acyl tRNA by the N3 atom of A2486. In
turn the NH2 group of amino acyl tRNA acts as a
nucleophile attacking the carbonyl group of peptidyl-
tRNA. The protonated N3 stabilizes the tetrahedral
carbon intermediate by hydrogen bonding to the
oxyanion centre with subsequent proton transfer from

L3

L2

L4

L19

N

C

L15

L39e

L37e

L21e L44e

Figure 8.54 The globular domains and extended
regions of proteins found in the large subunit. The
long extensions would probably prove destabilizing in
isolated proteins. Globular domains are shown in green
with the extended region in red. (Reproduced with
permission from Ramakrishnan, V. & Moore, P.B. Curr.
Opin. Struct. Biol. 2001, 11, 144–154. Elsevier)

1G2482 is conserved at a level of ∼98 percent in all sequences but
is replaced by an A in some archae sequences and deleted altogether
in some eubacterial sequences.

the N3 to the peptidyl tRNA 3′ OH occurring as
the newly formed peptide deacylates. The reaction
mechanism described is not firmly established and
future work will undoubtedly seek to experimentally
test the proposed mechanism and role of A2486; a
possible mechanism is shown in Figure 8.58.

The structure and function of the
30S subunit

Although the A and P sites are located on the
large subunit the small subunit plays a crucial and
obligatory role in protein synthesis. Protein synthesis is
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Figure 8.56 The N1 and N3 of adenine monophos-
phate; the N1 is shown in blue and the N3 in red



 

STRUCTURAL STUDIES OF THE RIBOSOME 283

Figure 8.57 A skeletal representation with dashed
hydrogen bonds showing G2482, G2102, and A2486,
as well as the buried phosphate that may result in
a charge relay through G2482 to the N3 of A2486.
(Reproduced with permission from Nissen, P. et al.
Science 2000, 289, 920–930)

a multi-step process and starts with IF-3 binding to the
small subunit. The 30S subunit plays a direct role in
‘decoding’ mRNA by facilitating base pairing between
mRNA codon and the anticodon of relevant tRNAs.

The small subunit from T. thermophilus was crys-
tallized in the 1980s but poor crystal diffraction prop-
erties limited use for many years until improvements
in resolution occurred with removal of the S1 subunit
from the ribosome prior to crystallization. Structures,
initially at a resolution of 5.5 Å were followed by
resolutions below ∼3 Å and detailed studies of the
30S ribosomal subunit were largely the results of
two groups headed by Ada Yonath and V. Rama-
krishnan. The structure defined ordered regions of
16S rRNA and confirmed the general shape of the
small subunit deduced previously using microscopy.
All morphological features were derived from RNA
and not protein.
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Figure 8.58 A possible mechanism for the peptidyl transferase involving the N3 atom of A2486 (adapted from
Nissen, P. et al. Science 2000, 289, 920–930)
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The 16S RNA structure

The 16S rRNA contributes a significant proportion of
the mass and volume of the 30S subunit and consists
of approximately 50 elements of double stranded helix
interspersed with irregular single stranded loops. The
16S RNA fold consists of four domains based on
inter-helical packing and interactions with proteins
(Figure 8.59). Anatomical features define the 30S
structure with a head region containing a beak that
points away from the large subunit. This structure is
on top of a shoulder region whilst at the bottom a spur
or projection is observed with a main interface defined
by body and platform areas (Figure 8.60).

The 5′ domain of 16S rRNA forms the body region,
the central domain and most of the platform of the 30S

Figure 8.59 Secondary structure diagram of 16S RNA
showing the various helical elements. The 5′ domain
is shown in red; a central domain in green; a major
domain of the 3′ region in orange–yellow and a minor
domain in this region in cyan

Figure 8.60 The tertiary structure of 16S RNA with
the same colour scheme for the domains as in
Figure 8.59. The model shows H, head; Be, beak; N,
neck; P, platform; Sh, shoulder; Sp, spur; Bo, body
regions of the 30S subunit from the perspective of
the 50S subunit. (Reproduced with permission from
Ramakrishnan, V. & Moore, P.B. Curr. Opin. Struct. Biol.
144–154. 2001, 11, Elsevier)

subunit. In contrast, the 3′ major domain constitutes
the bulk of the head region whilst the 3′ minor domain
forms part of the body at the subunit interface. The four
domains of the 16S rRNA secondary structure radiate
from a central point in the neck region of the subunit
and are closely associated in this functionally important
region of the 30S subunit.

Proteins of the small subunit

Small differences in composition of 30S subunits were
noticed between T. thermophilus and the previously
dissected E. coli ribosome. Thermus lacks subunit S21
but contains an additional short 26 residue peptide
fragment. As a result of S1 removal the 30S structures
contain only subunits S2–S20 along with the short 26
residue peptide fragment. Many proteins are located at
junctions between helices of the RNA. For example,
the S4 subunit binds to a junction formed by five
helices in the 5′ domain whilst S7 binds tightly to
a junction formed from four rRNA helices in the
3′ major domain. Both proteins are important in the
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S12
S11

S10

S9

S13

S6

S14

Figure 8.61 The globular domains and extended regions of some of the proteins found in the 30S subunit. Long
extensions are probably destabilizing in isolated proteins. S14 is a Zn-binding protein, the cation is shown by a
green sphere. (Reproduced with permission from Brodersen, D.E. et al. Cold Spring Harbor Symp. 2001, 66, 17–32.
CSHL Press)

assembly of the 30S subunit forming parts of the
body and head, respectively. Table 8.8 summarizes the
polypeptide structures of the small subunit.

Almost all of the proteins contain one or more glob-
ular domains and common topologies such as the β

barrel are found in subunit S12 and S17. The packing
of α-helices against an extended β-sheet is observed in
several proteins such as S3, S10, S6 and S11. How-
ever, a defining characteristic is the relatively long
extended regions found in subunits. These extensions
are ordered, occur at the N or C terminal and may con-
tain helical regions such as hairpin structures (S2) or
C-terminal helices (S13). The extensions include loops
or long β hairpins (S10 and S17) or ‘tails’ to proteins
such as S4, S9, S11, S12, S13 and S19 (Figure 8.61). In
almost all cases their role is to stabilize the RNA fold.
In the 30S subunit the extensions reach far into cavities

surrounded by RNA and make contact with several
RNA elements. The extensions are well suited to this
role since they are narrow, allowing close approach to
different RNA elements, and they have basic patches
to counter the highly charged sugar-phosphate back-
bone of RNA. Although protein–RNA interactions are
obviously important, some of the protein subunits inter-
act with each other via hydrophobic contacts. S3, S10
and S14 form a tight cluster held together by hydropho-
bic interactions. Other subunits interact via electrostatic
and hydrogen bonding interactions and these include
S4, S5 and S8.

Functional activity in the 30S subunit

The major function of the small subunit is decoding
and matching the anticodon of tRNA with the mRNA
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Table 8.8 Summary of the structural properties of polypeptide chains in the 30S subunit. (Adapted from Wimberley,
B.T. et al. Nature 2000, 407, 327–339. Macmillan).

Protein Residues No. of

domains

Secondary structure

in domains

Protein

interaction

Unusual features

S2 256 2 α2, α1β5α3 None Extended α hairpin

S3 239 2 α2b3, α2β4 S10, S14 N-terminal tail

S4 209 3 Zn finger, α4, α3β4 S5 N-terminal Zn finger

S5 154 2 α1β3, α2β4 S4, S8 Extended β hairpin

S6 101 1 α2β4 S18 C-terminal tail

S7 156 1 α6β2 S9, S11 Extended β hairpin

S8 138 2 β2α3, α1β3 S5, S12, S17

S9 128 1 βα3β4 S7 Long C-terminal tail

S10 105 1 α2β4 S3, S14 Long β hairpin

S11 129 1 α2β5 S18, S7 Long N-terminal tail

S12 135 1 α1β5 S8, S17 Long N-terminal tail and

extended β-hairpin loops

S13 126 1 α3 S19 Long C-terminal tail

S14 61 1 none S3, S10 Zn module mostly extended

S15 89 1 α4 none

S16 88 1 β1α2β4 none C terminal tail

S17 105 1 β5 S12 C-terminal helix + β hairpin

loops

S18 88 1 α4 S6 β strand extends S11 sheet

S19 93 1 α1β3 S13

S20 105 1 α3 none

Partial structural information was available for S4–S8, and S15–S19 and aided their identification in crystals of 30S subunits.

codon. Within the 30S subunit the A, P and E sites
were defined by RNA elements derived from different
domains (45 different helical domains are found in 16S
rRNA designated as H1–H45). The A and P sites are
defined predominantly by RNA with helix 44, helix 34
and the 530 loop together with S12 forming part of the
A site. In addition, the extended polypeptide chains of
S9 and S13 intrude into the tRNA binding sites and
may form interactions with tRNA. In contrast, the E
site is largely defined by protein.

A combination of molecular genetics, sequence
analysis and biochemical studies highlighted A1492
as an important base to the decoding process. The
structure of the small subunit confirmed the importance
of A1492 along with its neighbour and conserved

base A1493. The crux of the decoding process
is the ability to discriminate between cognate and
near cognate tRNAs and this activity lies in the
unique conformation of bases found at the A site.
Discrimination against non-cognate tRNA results in
two or three mismatches in base pairing at the
codon–anticodon level with the high energetic cost
making the process unfavourable.

The structure of the small subunit is split into
domains, unlike the 50S subunit, with each possessing
independent mobility and an involvement in conforma-
tional changes that influence ribosomal activity. The E
site is predominantly protein and formed by the S7 and
S11 subunits, a small interface between subunits forms
the anticodon stem loop binding site whilst an extended
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β hairpin structure in S7 plays a role in dissociation of
the vacant tRNA molecule from the ribosome.

Strong sequence conservation of rRNA suggests that
RNA topology is likely to be maintained within the
eukaryotic ribosomal subunits although there is clearly
an insertion of elements with the formation of 5.8S, 18S
and 28S rRNA. Yeast has a 18S rRNA 256 nucleotides
longer than the 16S rRNA (E. coli ) although the
pattern of stem loops and major domains seen in
16S rRNA is mirrored by rRNA of yeast and other
eukaryotes. However, the 40S and 60S subunits possess
increased numbers of polypeptides relative to their E.
coli counterparts, there are functional differences in the
mechanism of initiation, elongation involves a greater
variety and number of accessory proteins whilst the
mechanisms of antibiotic inhibition are not shared with
prokaryotes.

The remarkable confirmation that the ribosome is
a ribozyme defined a new era in structural biology.
The structures produced for the 50 and 30S subunits
assimilates and unifies four decades of biochemical
data on the ribosome and provides a wealth of new
information about RNA and protein structure, their
respective interactions and ribosome assembly. In 50
years our knowledge has progressed from the initial
elucidation of the atomic structure of DNA to a near
complete description of replication, transcription and
translation.

Post-translational modification
of proteins
The initial translation product may not represent
the final, mature, form of the protein with some
polypeptide chains undergoing additional reactions
called post-translational modification. These reactions
include processing to remove sequences normally at
the ends of the molecule, the addition of new groups
such as phosphate or sugars, and the modification of
existing groups such as the oxidation of thiol groups. In
almost all cases these modifications are vital to protein
structure and function.

Proteolytic processing

The digestive enzymes chymotrypsin, trypsin and
pepsin function in the alimentary tracts of animals

to degrade proteins. These enzymes are initially
translated as inactive forms called zymogens (chy-
motrypsinogen, trypsinogen and pepsinogen) to prevent
unwanted degradation. Zymogens are converted into
active enzyme by removal of a short ‘pro’ sequences.
Such processes are important in the production of pan-
creatic proteases and mechanisms such as the blood
clotting cascade (see Chapter 7).

Peptide hormones as examples of processing

Peptide hormones are frequently synthesized as longer
derivatives. Angiotensin, a hormone involved in the
control of vasoconstriction and insulin, with a role in
the maintenance of blood glucose concentrations are
‘processed’ hormones. The ‘pro’ sequences may also
have additional sequences located at the N-terminal
to facilitate targeting to specific intracellular compart-
ments. For example insulin, is synthesized as preproin-
sulin (Figure 8.62).

The ‘pre’ sequence transfers insulin across the
endoplasmic reticulum (ER) membrane into the lumen
where cleavage by proteases leaves the ‘pro’ insulin
molecule (Figure 8.63). In this state folding starts with
disulfide bridge formation stabilizing tertiary structure.
A fragment known as the C peptide is released
(Figure 8.64) and persists in secretory granules seen
in pancreatic cells. The insulin remains inactive
as a hormone and in high concentrations in the
pancreas. The chain requires further modification
and a second proteolytic reaction cuts the primary

Figure 8.62 Preproinsulin contains 110 residues
within a single polypeptide. Each circle represents
a single amino acid residue
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Figure 8.63 Signal sequence removal yields proin-
sulin. The A chain has an intramolecular disulfide
bridge as well as two intermolecular disulfide bridges
with the B chain

sequence at pairs of Lys-Arg and Arg-Arg residues
between the A and B regions creating two separate
polypeptides.

A very dramatic example of processing is the pep-
tide hormone opiomelanocortin (POMC). The POMC
gene is expressed in the anterior and intermediate lobes
of the pituitary gland where a 285-residue precursor
undergoes differential processing to yield at least eight
hormones (Figure 8.65).

Disulfide bond formation

The formation of disulfide bonds between cysteine
residues is a common post-translational modification
resulting in strong covalent bonds. The covalent bond
restricts conformational mobility in a protein and
normally occurs between residues widely separated in

the primary sequence. For example, in ribonuclease
four disulfide bridges form between cysteine residues
26–84, 40–95, 58–110 and 55–72.

Disulfide bond formation occurs post-translationally
in the ER of eukaryotes or across the plasma mem-
brane of bacteria in proteins destined for secretion. The
formation of disulfide bonds is often a rate-limiting
step during folding, and sometimes the ‘wrong’ disul-
fide bond forms where there is a potential for multiple
bridges. In all cells enzymes catalyse efficient forma-
tion of disulfide bonds and correct ‘wrong’ disulfide
bonds by rapid isomerization. These enzymes are col-
lectively called disulfide oxidoreductases.

Eukaryotes and prokaryotes catalyse disulfide for-
mation with different groups of enzymes. In prokary-
otes the Dsb family of enzymes are identified in Gram-
negative bacteria and carry names such as DsbA, DsbB,
DsbD etc. In E. coli DsbA contains a consensus motif
Cys-Xaa-Xaa-Cys and shows a similar fold to thiore-
doxin despite a low sequence identity (<10 percent). In
the cytoplasm of E. coli thioredoxin reduces disulfides
whilst in the periplasm DsbA oxidizes thiol groups.
Since both thioredoxin and DsbA contain the Cys-Xaa-
Xaa-Cys motif the ability to oxidize disulfide bonds
centres around the properties of this catalytic centre.
In DsbA the first cysteine (Cys30) has a low pK of
3.5, compared with a normal value around 8.5, and
the sidechain forms a reduced thiolate anion S− repre-
senting a highly oxidizing centre that allows DsbA to
catalyse disulfide formation.

In eukaryotes comparable reactions are performed
by protein disulfide isomerase (PDI). Again the activity
of PDI depends on the diagnostic motif Cys-Xaa-Xaa-
Cys and when the active-site cysteines are present as a

Figure 8.64 The processed (active) form of insulin plus proteolytic fragments
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Figure 8.65 The processing of pro-opiomelanocortin yields additional bioactive peptides. Initial processing of
pro-opiomelanocortin in the anterior and intermediate lobes of the pituitary yields an N-terminal fragment; ACTH,
adrenocorticotrophic hormone (39 residues); and β-lipotrophin. Further processing of ACTH in the intermediate
lobes yields a melanocyte stimulating hormone – a 13-residue peptide acetylated at the N-terminal and amidated
at the C-terminal residue together with CLIP, a corticotropin-like intermediate lobe peptide of 21 residues. Further
processing of β lipotrophin yields γ-lipotrophin and β endorphin. The peptides are 59 and 26 residues in length
respectively with the β endorphin acetylated at the N terminal

disulfide the enzyme transfers disulfide bonds directly
to substrate proteins acting as a dithiol oxidase. Under
more reducing conditions with thiols in the active-
site the enzyme reshuffles disulfides (isomerase) in
target proteins.

Hydroxylation

Hydroxylation is another example of a post-transla-
tional modification. It is particularly important in the
maturation of collagen where hydroxylation of pro-
line and lysine residues found in the Gly-Xaa-Xaa
motif occurs in procollagen in the ER as part of
the normal secretory pathway. The reaction main-
tains structural rigidity in collagen enabling a role

N CH

H2C CH2

C
O

HO H

Figure 8.66 4-Hydroxyproline, a common post-
translational modification observed in collagen

as a biological scaffold or framework. Proline is
hydroxylated most commonly at the γ or fourth carbon
by the enzyme prolyl-4-hydroxylase in reactions requir-
ing oxygen, ascorbate (vitamin C) and α-ketoglutarate
(Figure 8.66).

The requirement of vitamin C for effective folding
and stability of collagen emphasizes the physiological
consequences of scurvy. Scurvy is a disease arising
from a lack of ascorbate in the diet, and was frequently
experienced by sailors in the 16th and 17th centuries
during long maritime voyages with the absence of
fresh fruit or vegetables containing high levels of
vitamin C. Scurvy can also occur under conditions of
malnourishment and is sometimes seen in the more
disadvantaged regions of the world where famine is
prevalent. Hydroxylation of proline residues stabilizes
collagen by favouring additional hydrogen bonding
and in its absence the microfibrils are weaker. One
observed effect is a weakening of connective tissue
surrounding the teeth, a common symptom of scurvy.
Proline residues are also hydroxylated at the β or C3
position with lower frequency.

In an entirely analogous manner lysine residues
of collagen are hydroxylated in a reaction conferring
increased stability on triple helices by allowing the
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Figure 8.67 The hydroxylation of lysine at the C5 or
δ position

subsequent attachment of glycosyl groups that form
cross links between microfibrils. Lysine residues are
hydroxylated at the δ carbon (C5) by the enzyme lysyl-
5-hydroxylase (Figure 8.67).

Phosphorylation

The phosphorylation of the side chains of specific
serine, threonine or tyrosine residues is a general
phenomenon known to be important to functional
activity of proteins involved in intracellular signalling.
The addition of phosphoryl groups occurs through the
action of specific enzymes (kinases) that utilize ATP as
a donor whilst the removal of these groups is controlled
by specific phosphatases. A generalized scheme for
phosphorylation is

Protein + ATP −−−⇀↽−−− protein-P + ADP

and results in the products phosphoserine, phosphotyro-
sine, and phosphothreonine (Figure 8.68). More rarely
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Figure 8.68 The phosphorylation of serine, tyrosine
and threonine residues

other residues are phosphorylated such as His, Asp
and Lys.

Glycosylation

Many proteins found at the cell surface are anchored
to the lipid membrane by a complex series of glycosyl-
phosphatidyl inositol (GPI) groups. These groups are
termed GPI anchors and they consist of an array
of mannose, galactose, galactosamine, ethanolamine
and phosphatidyl inositol groups. All eukaryotic cells
contain cell-surface proteins anchored by GPI groups
to the membrane. These proteins have diverse func-
tions ranging from cell-surface receptors to adhe-
sion molecules but are always located on exterior
surfaces.

The term GPI was first introduced for the membrane
anchor of the variant surface glycoprotein (VSG) of
Trypanosoma brucei, a protozoan parasite that causes
sleeping sickness in humans (a disease that is fatal if
left untreated and remains of great relevance to sub-
Saharan Africa). GPI anchors are particularly abundant
in protozoan parasites. The overall biosynthetic path-
way of GPI precursor is now well understood with
signals in the form of consensus sequences occurring
within a polypeptide chain as sites for covalent attach-
ment of GPI anchors. This site is often a region of ∼20
residues located at the C-terminal, and specific pro-
teases cleave the signal sequence whilst transamidases
catalyse the addition of the GPI anchor to the newly
generated C-terminal residue. The outline organization
of GPI anchors (Figure 8.69) involves an ethanolamine
group linked to a complex glycan containing mannose,
galactose and galactosamine and an inositol phosphate
before linking to fatty acid chains embedded in the
lipid bilayer.

Alongside GPI anchors the principal post-transla-
tional modification involving glycosylation involves
the addition of complex sugars to asparagine side
chains (N-linked) or threonine/serine side chains (O-
linked) in the form of glycosidic bonds. In N-linked
glycosylation an oligosaccharide is linked to the side
chain N of asparagine in the sequence Asn-X-Thr or
Asn-X-Ser, where X is any residue except proline.
The first sugar to be attached is invariably N -acetyl-
glucosamine and strictly occurs co-translationally as
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Figure 8.69 The attachment of GPI anchors to proteins together with the molecular organization of these complex
oligosaccharides. GPI anchors are present in many proteins including enzymes, cell adhesion molecules, receptors
and antigens. They are found in virtually all mammalian cell types and share a core structure of phosphatidylinositol
glycosidically linked to non-acetylated glucosamine (GlcN). Glucosamine is usually found acetylated or sulfated form
and thus the presence of non-acetylated glucosamine is an indication of a GPI anchor

the polypeptide chain is synthesized. This attachment is
the prelude for further glycosylation which can involve
nine mannose groups, three glucose groups and two N -
acetyl-glucosamine groups being covalently linked to
a single Asn side chain. Further processing removes
some of these sugar groups in the ER and in the Golgi
through the action of specific glucosidases and man-
nosidases, whilst in some instances fucose and sialic
acid groups can be added by glucosyl transferases.
These reactions lead to considerable heterogeneity and
diversity in glycosylation reactions occurring within
cells. However, all N-linked oligosaccharides have a
common core structure (Figure 8.70).

In O-linked glycosylation the most common modifi-
cation involves a disaccharide core of β -galactosyl(1 →
3)-α-N -acetylgalactosamine forming a covalent bond
with the side chain O of Thr or Ser. Less frequently,
galactose, mannose and xylose form O-linked glycosidic

NH

CH

C

O

CH2C
O

N

X

Ser/Thr

NAcGlu

Asn

Figure 8.70 Common core structure for N-linked
oligosaccharides

bonds. Whilst N-linked glycosylation proceeds through
recognition of Asn-containing motifs, within primary
sequences O-linked glycosylation has proved more
difficult to identify from specific Ser/Thr-containing
sequences and appears to depend more on tertiary struc-
ture and a surface accessible site.

A single protein may contain N- and O-linked
glycosylation at multiple sites and the effect of linking
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large numbers of oligosaccharide units is to increase
molecular mass dramatically whilst also increasing
the surface polarity or hydrophilicity. The function of
added oligosaccharide groups has proved difficult to
delineate and in some instances proteins can function
perfectly well without glycosylated surfaces. Generally,
many cell-surface proteins contain glycosylation sites
and this has raised the possibility that oligosaccharides
function in molecular recognition events although
mechanistic roles have yet to be uncovered.

N- and C-terminal modifications

Post-translational modification of the N-terminal of
proteins includes acetylation, myristoylation – the
addition of a short fatty acid chain containing 14 car-
bon atoms, and the attachment of farnesyl groups.
Many eukaryotic proteins are modified by acetylation
of the first residue and the donor atoms are provided by
acetyl-CoA and involve N -acetyltransferase enzymes.
Acetylation is a common covalent modification at the
N-terminal but other small groups are attached to the
free amino group including formyl, acyl and methyl
groups. The precise reasons for these modifications are
unclear but may be correlated with protein degrada-
tion since chains with modified residues are frequently
more resistant to turnover than unmodified proteins.

In contrast the attachment of myristoyl units has
a clearly defined structural role. As a long aliphatic
and hydrophobic chain with 14 carbon units it causes
proteins to associate with membranes although these
proteins become soluble when this ‘anchor’ is removed.
Myristoylated proteins have properties typical of glob-
ular proteins and remain distinct from integral mem-
brane proteins with which they are often associated.
Important examples of myristoylated proteins include
small GTPases that function in many intracellular sig-
nalling pathways.

Myristoylation is actually a co-translational mod-
ification, since the enzyme N -myristoyltransferase is
often bound to ribosomes modifying nascent polypep-
tide as they emerge. The substrate is myristoyl-
CoA with glycine being the preferential N-terminal
amino group. When the residue after glycine con-
tains Asn, Gln, Ser, Val or Leu myristoylation is
enhanced, whilst Asp, Phe, or Tyr are inhibitory. The
sequence specificity appears efficient with all proteins

containing N-terminal glycine followed by a stimula-
tory residue observed to be myristoylated. Palmitoy-
lation follows many of the patterns of myristoylation
with the exception that a C16 unit is attached to pro-
teins post-translationally in the cytoplasm. The reaction
is catalysed by palmitoyl transferase and recognizes a
sequence motif of Cys-Aliphatic-Aliphatic-Xaa where
Xaa can be any amino acid. As progressively more pro-
teins are purified it is clear that the range of modifica-
tions extents to iodination and bromination of tyrosine
side chains, adenylation, methylation, sulfation, amida-
tion and side chain decarboxylation.

Rough ER

Golgi
system

Transport
vesicles

Protein 
destined for
secretion

Figure 8.71 The movement of vesicles as part of the
normal route for transfer of proteins from the ER to the
Golgi apparatus and on to other destinations. Transfer
through the Golgi occurs with protein processing before
further vesicle budding from the trans Golgi region.
Vesicles from the trans Golgi are either directed to the
plasma membrane, for secretion or to lysosomes.
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Figure 8.72 The N-terminal sequence of secretory preproteins from eukaryotes. The sequences show basic residues
in blue and the hydrophobic cores in brown. The signal peptidase cleavage site is indicated

Protein sorting or targeting
The cell sorts thousands of proteins into specific loca-
tions through the use of signal sequences located
normally at the N-terminal. The hypothesis that signal
sequences direct proteins towards cell compartments
was proposed by Gunter Blobel and David Saba-
tini in the early 1970s to explain the journey of
secreted proteins from cytoplasmic sites of synthesis
through the ER to the cell’s exterior (Figure 8.71).
Signal sequences direct proteins first to the ER mem-
brane in a process that is best described as a co-
translational event.

A fundamental part of sorting is the interaction of
the ribosome with a macromolecular complex known
as the signal recognition particle (SRP). The SRP iden-
tifies a signal peptide sequence on nascent polypeptide
chains emerging from the ribosome and by association
temporarily ‘halts’ protein synthesis. The whole ensem-
ble remains ‘halted’ until the SRP–ribosome complex
binds to further receptors (SRP receptors) in the ER
membrane. Chain elongation resumes and the growing
polypeptide is directed towards the lumen.

Proteins with signal sequences recognized by the
SRP have a limited number of destinations that
includes insertion of membrane proteins directly into
the bilayer, transfer to the ER lumen as a soluble
protein confined to this compartment, transfer via the

ER lumen to the Golgi apparatus, lysosomal targeting,
or secretion from the cell. Protein targeting to the
nucleus, mitochondrion and chloroplast is based on a
SRP-independent pathway.

The SRP-mediated pathway

The presence of additional residues at the N terminus
of nascent polypeptide chains not found in the mature
form of the protein provided a clue that signal
sequences existed (Figure 8.72). Edman sequencing
methods showed that the primary sequences of signal
motifs lacked homology but shared physicochemical
properties. The overall length of the sequence ranged
from 10 to 40 residues and was divided into regions
with different properties. A charged region between
two and five residues in length occurs immediately after
the N-terminal methionine residue. The basic region is
followed by a series of residues that are predominantly
hydrophobic such as Ala, Val, Leu, Ile, and Phe and
are succeeded by a block of about five hydrophilic or
polar residues.

Protein synthesis of ∼80–100 residues exposes the
signal peptide through the large subunit channel and
results in SRP binding and the cessation of further
extension until the ribosomal–mRNA–peptide–SRP
complex associates with specific receptors in the



 

294 PROTEIN SYNTHESIS, PROCESSING AND TURNOVER

D
D

T

T

T

T

TranslocanRibosome
nascent chain

SRP SRP receptor

Figure 8.73 Co-translational targeting by SRP. Cycles of GTP binding and hydrolysis occur during the SRP cycle.
GTPase activity is associated with SRP54 and the SRP receptor subunits. Activity is modulated by the ribosome and
the translocon. The SRP complex is shown in blue and the receptor in green. SRP D reflects GDP binding, SRP T
reflects a GTP-bound state. The signal sequence is shown in yellow for the nascent chain (reproduced with permission
from Keenan, R.J. et al. Ann. Rev. Biochem. 2001, 70, 755–75. Annual Reviews Inc.)

ER membrane. This is known as co-translational
targeting (Figure 8.73) and is conveniently divided into
two processes; recognition of a signal sequence and
association with the target membrane.

The structure and organization of the SRP

SRPs are found in all three major kingdoms (archae,
eubacteria and eukaryotes) with the mammalian SRP
consisting of a 7S rRNA and six distinct polypep-
tides called SRP9, SRP14, SRP19, SRP54, SRP68 and
SRP72 and named according to their respective molec-
ular masses. With the exception of SRP72 all bind to
the 7S rRNA and SRP54 has a critical role in bind-
ing RNA and signal peptide. The diversity of signal
sequences plays a significant part in determining the
mode of binding since introduction of a single charged
residue destroys interaction with SRP54, whilst a block
of hydrophobic residues remains critical to associa-
tion. In SRP54 the M domain is important in molec-
ular recognition of signal peptide. The name derives
from a high percentage of methionine residues and
is conserved in bacterial and mammalian homologues
The homologous E. coli protein Ffh (Ffh = fifty four

homologue) has ∼16 percent of residues in the M
domain as methionines – a frequency six times greater
than its typical occurrence in proteins.

The E coli SRP has a simpler composition – the
Ffh protein and a 4.5S RNA – and evolutionary con-
servation is emphasized by the ability of human SRP54
to bind 4.5S RNA. Bacterial SRPs are minimal homo-
logues of the eukaryotic complex and are attractive sys-
tems for structural studies. The crystal structure derived
for Ffh from T. aquaticus (Figure 8.74) revealed a C-
terminal helical M domain forming a long hydrophobic
groove that is exposed to solvent and is made from
three helices together with a long flexible region known
as the finger loop linking the first two helices. The
dimensions of the groove are compatible with signal
sequence binding in a helical conformation and, as pre-
dicted, the surface of the groove is lined entirely with
phylogenetically conserved hydrophobic residues.1

Homologous domains from E. coli and mam-
malian SRP54 have similar structures (Figure 8.75),

1In T. aquaticus, a thermophile living above 70 ◦C, many of the
conserved Met residues found in SRP54/Ffh are replaced by Leu,
Val and Phe, possibly reflecting a need for increased flexibility to
counter increased thermal mobility.
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Figure 8.74 The structure of the full length FfH
subunit from Thermus aquaticus. The M domain
encompassing residues 319–418 is shown in yellow,
the N domain, residues 1–86, in blue and the largest
G domain, residues 87–307, in green (PDB: 2FFH)

signal sequence
binding

RNA binding

h1

h2 h3

h4

h2b

N

C

Figure 8.75 Superposition of E. coli (light blue), T.
aquaticus (magenta), and human (green) M domains
showing similar structures (reproduced with permission
from Batey, R.T. et al. J. Mol. Biol. 2001, 307,
229–246. Academic Press)

although the finger loop region adopts different
conformations – a variation that reflects intrinsic flex-
ibility. Additional N-terminal and GTPase domains
interact with the SRP receptor.

SRP54 is a GTPase and the catalytic cycle involves
GTP/GDP exchange and GTP hydrolysis although sig-
nal sequence binding does not require GTP hydrolysis.
Ribosome association stimulates GTP binding by SRP54
and is followed by hydrolysis upon interaction with the

membrane receptors. The SRP receptor contains two
subunits designated α and β with the α subunit showing
homology to the GTPase domain of SRP54 and inter-
acting with the β subunit, a second GTPase, that shows
less similarity to either SRP54 or the α subunit.

The SRP receptor structure and function
Mammalian SRP receptors are membrane protein
complexes but the corresponding bacterial receptors are
simpler containing a single polypeptide known as FtsY
(Figure 8.76). FtsY is a GTPase loosely associated with
the bacterial inner membrane that can substitute for
the α subunit of the SRP receptor. FtsY is composed
of N and G domains comprising the GTPase catalytic
unit and adopting a classic GTPase fold based on four
conserved motifs (I–IV) arranged around a nucleotide-
binding site. Motif II is contained within a unique
insertion known as the insertion box domain and this
extends the central β sheet of the domain by two strands
and is characteristic for the SRP GTPase subfamily.

The N and G domains of SRP54 (Ffh) interact
with the α subunit of the SRP receptor (FtsY) through
their respective, yet homologous, NG domains. The
interaction occurs when each protein binds GTP
and the interaction is weaker in the apo protein.
Nucleotide dependent changes in conformation are
the basis for the association between SRP and its
cognate receptor and GTP hydrolysis causes SRP to
dissociate from the receptor complex. SRP lacking
an NG domain fails to target ribosome–nascent
chain complexes to the membrane and conversely
the NG domain of FtsY when fused to unrelated
membrane proteins promotes association. The primary
role of the SRP receptor is to ‘shuttle’ the ribosomal-
mRNA–nascent chain from a complex with SRP to
a new interaction with a membrane-bound complex
known as the translocon. The translocon is a collection
of three integral membrane proteins, Sec61α, Sec61β

and Sec61γ, that form pores within the membrane
allowing the passage of nascent polypeptide chains
through to the ER lumen.

Signal peptidases have a critical role
in protein targeting
After translocation across the ER membrane polypep-
tides reach the lumen where a peptidase removes the
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Figure 8.76 The structures of E. coli FtsY show homology to Ffh. The apo-form of the NG domain shows the
N-terminal N domain (blue) packing tightly against the GTPase fold (green). The conserved insertion box domain
(orange) is unique to the SRP family of GTPases. The four conserved GTPase sequence motifs are indicated (I–IV).
(Reproduced with permission from Keenan, R.J. et al. Ann. Rev. Biochem. 2001, 70, 755–75. Annual Reviews Inc.)
The structure of Ffh is show for comparison in similar colours

‘signal peptide’ by cleavage at specific sites. Sites of
cleavage are determined by local sequence composi-
tion after the ‘polar’ portion of the signal peptide. The
ER signal peptidase shows a preference for residues
with small side chains at positions −1 and −3 from the
cleavage site. Consequently Gly, Ala, Ser, Thr and Cys
are common residues whilst aromatic, basic or large
side chains at the −3 position inhibits cleavage. Ala-
nine is the most common residue found at the −1 and
−3 positions and this has given rise to the Ala-X-Ala
rule or −1, −3 rule for cleavage site identification.

Post-lumenal targeting is directed by
additional sequence-dependent signals

When proteins reach the lumen other sequence depen-
dent signals dictate targeting to additional sites or
organelles. One signal pathway involves the KDEL
sequence named after the order of residues found at
the C terminal of many soluble ER proteins. In mam-
mals proteins with the sequence Lys-Asp-Glu-Leu (i.e.
KDEL) are marked for recovery from transport path-
ways. One example is PDI and altering this sequence

causes the protein to be permanently secreted from the
ER. The KDEL sequence binds to specific receptors
located in the ER membrane and in small secretory
vesicles that bud off from the ER en route for the Golgi.
The regulation of this receptor is puzzling but it rep-
resents a very efficient mechanism for restraining and
recovering ER proteins.

An interesting variation of this pattern of trans-
port occurs in channel proteins such as the K/ATPase
complex consisting of two different subunits each con-
taining a KDEL motif. Individually these subunits are
prevented from leaving the ER but their assembly into a
functional channel protein leads to the occlusion of the
KDEL motif from the receptor. Thus once assembled
these subunits are exported from the ER and this repre-
sents an effective form of ‘quality control’ ensuring that
only functional complexes enter the transport pathway.

After synthesis, partially processed proteins destined
for the plasma membrane, lysosomes or secretion are
observed in the Golgi apparatus – a series of flattened
membrane sacs. Within the Golgi apparatus progressive
processing of proteins is observed in the form of
glycosylation and once completed proteins are sent
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to their final destination through the use of clathrin
coated vesicles.

Protein targeting to the mitochondrion
and chloroplast

Mitochondria and chloroplasts have small genomes and
most proteins are nuclear coded. This requires that
the majority of chloroplast and mitochondrial proteins
are transferred to the organelle from cytoplasmic sites
of synthesis. Both organelles have outer and inner
membranes and targeting involves traversing several
bilayers. The import of proteins by mitochondria
and chloroplasts is similar to that operating in the
ER with N-terminal sequences directing the protein
to organelles where specific translocation pathways
operate to assist movement across membranes. The
mitochondria and chloroplast present unique targeting
systems in view of the number of potential locations.
For the mitochondrion this includes locations in
the outer or inner membranes, a location in the
inter-membrane space, or a location in the matrix.
Unsurprisingly the number of potential locations even
within a single organelle places stringent demands
on the ‘signal’ directing nuclear coded proteins to
specific sites.

Mitochondrial targeting

In the mitochondrion translocation of precursor pro-
teins is an energy-dependent process requiring ATP
utilization and complexes in the inner and outer mem-
branes. For small proteins (<10 kDa) the outer mem-
brane has pores that may allow entry but in most
cases the targeting information for precursor proteins
resides in an N-terminal sequence extension. Mitochon-
drial signal sequences vary in length and composition
although they have a high content of basic residues and
residues with hydroxyl side chains but lack acidic side
chains. An important property of these signal sequences
is the capacity to form amphipathic helices in solu-
tion and this is probably related to the requirement to
interact with membranes, receptors and aqueous envi-
ronments. The majority of mitochondrial proteins are
synthesized in the cytosol and chaperones play a role
in maintaining newly synthesized protein in an ‘import

Table 8.9 Proteins identified as components of the
yeast outer membrane translocase system

Protein Proposed function

Tom5 Component of GIP, transfer of preprotein
from Tom20/22 to GIP

Tom6 Assembly of the GIP complex
Tom7 Dissociation of GIP complex
Tom20 Preprotein receptor, preference for

presequence-containing preproteins
Tom22 Preprotein receptor, cooperation with

Tom20, part of GIP complex
Tom37 Cooperation with Tom machinery (Tom70)
Tom40 Formation of outer membrane translocation

channel (GIP)
Tom70 Preprotein receptor, preference for

hydrophobic or membrane preproteins
Tom72 None (homologue of Tom70)

Adapted from Voos, W. et al. Biochim. Biophys. Acta 1999, 1422,
235–254.

competent’ state that is not necessarily the native fold
but a form that can be translocated across membranes.

Translocation involves specific complexes in the
membrane given the abbreviations Tom (translocation
outer membrane) and Tim (translocation inner
membrane). The first step of translocation involves
precursor protein binding to a translocase system
consisting of at least nine integral membrane proteins
(see Table 8.9). Tom20, Tom22 and Tom70 are the
principal proteins involved in import. Tom20 has
a single transmembrane domain at the N-terminus
with a large cytosolic domain recognizing precursor
proteins from their targeting signals. Tom20 cooperates
with Tom22 a protein with an exposed N terminal
domain that also binds targeting sequences. This may
indicate autonomous rather than cooperative function
but import is driven by a combination of hydrophobic
and electrostatic interactions between pre-sequence
and receptor. Tom70, the other major receptor has a
large cytosolic domain preferentially interacting with
preproteins carrying ‘internal’ targeting information.
Specific recognition by Tom 20, 22, and 70 leads to
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Figure 8.77 Schematic model of the mitochondrial
protein import machinery of S. cerevisiae. (Reproduced
with permission from Voos, W. et al. Biochim. Biophys.
Acta 1999, 1422, 235–254. Elsevier)

a second step involving pre-sequence insertion into the
Tom40 hydrophilic channel.

The inner mitochondrial membrane import path-
way (Figure 8.77) completes the sequence of events
started by the Tom assembly. The pathway is com-
posed of Tim proteins (Table 8.10) with an inner
membrane import channel formed by Tim23, Tim17
and Tim44. Tim23 is a membrane protein contain-
ing a small exposed acidic domain that may act as
a potential binding site for sequences translocated
through the outer membrane. Tim23 is hydrophobic
and with Tim17 forms the central channel of the
inner membrane import pathway. Tim44 is a peripheral
protein that interacts with mitochondrial chaperones

Table 8.10 Proteins identified as components of
the yeast inner mitochondrial membrane translocase
system

Protein Possible function

Tim8 Cooperation with Tim9-Tim10
Tim9 Complex with Tim10, guides hydrophobic

carrier proteins through inter membrane
space.

Tim10 Complex with Tim9, guides hydrophobic
carrier proteins through inter membrane
space.

Tim12 Complex with Tim22 and Tim54, inner
membrane insertion of carrier proteins.

Tim13 Cooperation with Tim9-Tim10
Tim17 Complex with Tim23, translocation of

preproteins through inner membrane into
matrix

Tim22 Inner membrane insertion of carrier
proteins

Tim23 Complex with Tim17, translocation of
preproteins through inner membrane into
matrix

Tim44 Membrane anchor for mitochondrial Hsp70
Tim54 Complex with Tim22, inner membrane

insertion of carrier proteins
Tim11 Unclear role.

Adapted from Voos, W. et al. Biochim. Biophys. Acta 1999, 1422,
235–254.

(Hsp70) to regulate protein folding and prevent aggre-
gation. Since proteins are translocated in an extended
conformation the role of chaperones is important to
mediate controlled protein folding in the mitochon-
drial matrix.

Closely coupled to translocation across the inner
membrane is removal of the N-terminal signal
sequence by mitochondrial processing proteases (MPP)
located in the matrix. An interesting, but unexplained,
observation, and one that will be recalled by the careful
reader, is that MPPs constituted the ‘core’ proteins of
complex III found in mitochondrial respiratory chains.
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The import pathway will target proteins into the matrix
of mitochondria but to reach other destinations the
basic import pathway is supplemented by additional
sorting reactions.

The Rieske FeS protein is synthesized with an
N-terminal matrix targeting sequence that is cleaved
by the normal processing peptidase and in vitro this
protein is detected in the matrix, a foreign location
for this protein. In vivo additional sorting mechanisms
target the protein back to the inner membrane. In
contrast cytochrome c1 has a dual targeting sequence.
A typical matrix targeting sequence is supplemented
by a second sorting signal that has a hydrophobic
core and resembles bacterial export signals. For
proteins in the inter-membrane space an incredibly
diverse array of pathways exist. Cytochrome c is
targeted to this location without obvious targeting
sequences whilst yeast flavocytochrome b2 (lactate
dehydrogenase) is located in this compartment by a
dual targeting sequence.

Targeting of proteins to the chloroplast

The chloroplast (Figure 8.78) uses similar principles
of sorting and targeting to the mitochondrion. Tar-
geting sequences contain significant numbers of basic
residues, a high content of serine and threonine residues
and are highly variable in length ranging from 20 to
120 residues. In direct analogy to their mitochondrial
counterparts the translocating channel of the outer and

Figure 8.78 A schematic diagram of a chloroplast

inner chloroplast membranes are given the nomencla-
ture Toc and Tic.

Although in vitro the Toc and Tic translocation
systems are separable the two complexes coordinate
activities in vivo to direct proteins from the cytosol
to the stroma. Two proteins, Toc159 and Toc75, act
as receptors and form a conducting channel with
a diameter of 0.8–0.9 nm that requires proteins to
traverse outer membranes in an extended conformation.
The Tic proteins involved in precursor import are
Tic110, Tic55, Tic40, Tic22 and Tic20, but little
is known about the mechanism of import or their
structural features.

Stromal proteins such as ribulose bisphosphate car-
boxylase, ferredoxin or ferredoxin-NADP reductase do
not require additional sorting pathways. They are syn-
thesized with a single signal sequence that is cleaved
by a stromal processing peptidase. Thylakoid pro-
teins such as the light-harvesting chlorophyll com-
plexes, reaction centres, and soluble proteins such
as plastocyanin must utilize additional targeting path-
ways. Targeting is via a bipartite N-terminal signal
sequence where the first portion ensures transfer into
the stromal compartment whilst a second part directs
the peptide to the thylakoid membrane where further
proteolysis in the lumen removes the second signal
sequence.

Nuclear targeting and nucleocytoplasmic
transport

The final targeting system involves nuclear import and
export. Nuclear proteins are required for unpacking,
replication, synthesis and transcription of DNA as well
as forming the structure of the nuclear envelope. There
are no ribosomes in the nucleus so all proteins are
imported from cytosolic sites of synthesis. This creates
obvious problems with the nucleus being surrounded by
an extensive double membrane. Proteins are imported
through a series of large pores that perforate the nuclear
membrane and result from a collection of proteins
assembled into significant macromolecular complexes.

Specific nuclear import pathways were demonstrated
with nucleoplasmin, a large pentameric protein com-
plex (Mr ∼ 165 kDa), which accumulates in the soluble
phase of frog oocyte nuclei. Extraction of the protein
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followed by introduction into the cytosol of oocytes led
to rapid accumulation in the nucleus. The rate of accu-
mulation was far greater than expected on the basis of
diffusion and involved active transport mechanisms and
sequence dependent receptors. The sequence specific
import was demonstrated by removing the tail regions
from nucleoplasmin pentamers. This region contained a
‘signal’ directing nuclear import and in tail-less protein
no accumulation within the nucleus was observed.

Nuclear proteins have import signals defined by
short sequences of 4–10 residues that lack homology
but show a preference for lysine, arginine and pro-
line. Nuclear localization signals (NLS) are sensitive to
mutation and linking sequences to cytoplasmic proteins
directs import into the nucleus. Today it is possible
to use computers to ‘hunt’ for NLS within primary
sequences and their identification may indicate a poten-
tial role for a protein as well as a nuclear localization
(Table 8.11). More complex bipartite sequences occur
in proteins where short motifs of two to three basic
residues are separated by a linker region of 10–12
residues from another basic segment.

Nucleoplasmin-coated gold particles defined the
route of protein entry into the nucleus when electron-
dense particles were detected by microscopy around
pore complexes shortly after injection into the cytosol
of oocytes. These observations suggested specific asso-
ciation between cytoplasmic-facing proteins of the
nuclear pore complex and NLS containing protein.
Nuclear transport is bi-directional (Figure 8.79) with
RNA transcribed in the nucleus exported to the cyto-
plasm as ribonucleoprotein whilst the disassembly
of the nuclear envelope during mitosis requires
the re-import of all proteins. Many proteins shuttle

Table 8.11 Sequences identified to act as signals for
localization to the cell nucleus

Protein NLS sequence

SV40 T antigen Pro Lys Lys Lys Arg Lys Val
Adenovirus E1a Lys Arg Pro Arg Pro
Nucleoplasmin Lys Arg Pro Ala Ala Thr Lys

Lys Ala Gly Gln Ala Lys
Lys Lys Lys

Figure 8.79 A schematic representation of nuclear
import involving importins, cargo and Ran-GTP
(reproduced with permission from Cullen, B.R. Mol.
Cell. Biol. 2000, 20, 4181–4187)

continuously between the nucleus and cytoplasm and
the average cell has an enormous level of nucleocy-
toplasmic traffic – some estimates suggest that over
103 macromolecules are transferred between the two
compartments every second in a growing mammalian
cell.

The first proteins discovered with a role in shuttling
proteins from the cytosol to nucleus were identified
from their ability to bind to proteins containing the
NLS. The protein was importin-α (Figure 8.80) and
homologues were cloned from other eukaryotes to
define a family of importin-α-like proteins. Importin-α
functions as a heterodimer with a second protein called
importin-β. A typical scenario for nuclear transport
involves cargo recognition via the NLS by importin-
α and complex formation with importin-β followed
by association and translocation through the nuclear
pore complex in a reaction requiring GTP. In the
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Figure 8.80 The super-helix formed by collections of armadillo motifs in mouse importin-α. A unit of three helices
is shown in green (PDB: 1AIL)

nucleus the complex dissociates in reactions catalysed
by monomeric G proteins such as Ran-GTP. Ran-
GTP binds specifically to importin-β allowing it to be
recycled back to the cytoplasm in events again linked
to GTP hydrolysis. Importin-α and the cargo dissociate
with the protein ‘delivered’ to its correct destination.

The structure of importin-α, determined in a com-
plex with and without NLS sequence, reveals two
domains within a polypeptide of ∼60 kDa. A basic
N-terminal domain binds importin-β and a much larger
second domain composed of repeating structural units
known as armadillo repeats (Figure 8.80). Each unit
is composed of three α helices and the combined
effect of each motif is a translation of ∼0.8–1.0 nm
and a rotation of ∼30◦, forming a right-handed super-
helical structure.

Importin-β binds to the N-terminal of importin-
α but also interacts with the nuclear pore complex
and Ran GTPases. The interaction with Ran proteins
is located at its N-terminal whilst interaction with
importin-α is centred around the C-terminal region.
Importin-β (Figure 8.81) also contains repeated struc-
tural elements – the HEAT motif (the proteins in which
the motif was first identified are Huntingtin pro-
tein–Elongation factor (EF3)–A subunit of protein
phosphatase and the TOR protein). The motif possesses
a pattern of hydrophobic and hydrophilic residues and
is predicted to form two helical elements of secondary
structure. In a complex with the N-terminal fragment
(residues 11 to 54) of the α subunit the HEAT motifs
arrange in a convoluted snail-like appearance where the

Figure 8.81 Structure of importin-β plus IBB domain
from a view down the superhelical axis. A and B
helices of each HEAT motif are shown in red and
yellow respectively. The acidic loop with the DDDDDW
motif in HR8 is shown in blue. (Reproduced with
permission from Cingolani, G. et al. Nature 1999, 399,
221–229. Macmillan)
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extended IBB domain is located at the centre of the
protein. Importin-β is composed of 19 HEAT repeats
forming a right-handed super-helix where each HEAT
motif, composed of A and B helices connected by a
short loop, arranges into an outer layer of ‘A’ helices
defining a convex surface and an inner concave layer of
‘B’ helices. The HEAT repeats vary in length from 32
to 61 residues with loop regions containing as many as
19 residues. HEAT repeats 7–19 bind importin-α with
the N-terminal fragment of importin-α bound on the
inner surface forming an extended chain from residues
11–23 together with an ordered helix from residues
24–51. The axis of this helix is approximately coinci-
dent to that of importin-β super-helix. The N-terminal
region of the importin-α interacts specifically with a
long acidic loop linking helices 8A and 8B that con-
tains five aspartate residues followed by a conserved
tryptophan residue. HEAT repeats 1–6 are implicated
in the interaction with Ran.

The third protein with a critical role in nuclear–cyto
plasmic transport is Ran – a GTPase essential for
nuclear transport. Ran is a member of the Ras-
like family of GTP binding proteins and switches
between active GTP bound forms and an inactive
state with GDP (Figure 8.82). Ran is similar to other
monomeric GTPases but it also possesses a long C-
terminal extension that is critical for nuclear transport

Figure 8.82 The structure of Ran-GDP

function and is terminated by a sequence of acidic
residues (DEDDDL).

Ran consists of a six-stranded β sheet surrounded
by five α helices. GDP and GTP are bound via the
conserved NKXD motif with Lys123 and Asp125
interacting directly with the base, the ribose portion
exposed to the solvent and the phosphates binding via
a P loop motif and a large number of polar interactions
with the sequence GDGGTGKT. The loop region
acts as a switch through nucleotide-exchange induced
conformational changes and dictates interactions with
other import proteins such as importin-β.

Ran itself is ‘regulated’ by a cytosolic GTPase
activating protein termed Ran GAP1 that causes
GTP hydrolysis and inactivation. In the nucleus a
chromatin-bound nucleotide exchange factor called
RCC1 functions to exchange GDP/GTP. The inter-
play of factors controlling nucleotide exchange and
hydrolysis generates gradients of Ran-GTP that direct
nuclear–cytoplasmic transport.

Ran binds to the N terminal region of importin-
β, but importantly the C-terminal of Ran is able to
associate with other proteins largely through charged
residues in the tail (DEDDDL). These charges mediate
Ran-GTP/importin-β complexes interaction with Ran
binding proteins in the nuclear pore complex but
also offer a mechanism of dissociating complexes in
the nucleus. Gradually many of the molecular details
of protein import via nucleocytoplasmic transport
machinery have become clear with structures for
the above proteins and complexes formed between
Ran and RCC1 as well as the ternary complex
of Ran–RanBP1-RanGAP. Ran, importin-α and -β
subunits are exported back to the cytosol for future
rounds of nucleocytoplasmic transport.

Proteins identify themselves to transport machinery
with two signals. In addition to the positively charged
NLS some proteins have nuclear export signals (NES)
based around leucine-rich domains.

The nuclear pore assembly
In higher eukaryotes the nuclear pore complex is a
massive macromolecular assembly containing nearly
100 different proteins with a combined mass in excess
of 120 MDa. In yeast this assembly is simpler with
approximately 30 different polypeptides forming the
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Figure 8.83 A cutaway representation of the nuclear pore complex (reproduced with permission from Allen, T.D.
et al. J. Cell Sci. 2000, 113, 1651–1659. Company of Biologists Ltd)

complex. The increased size of the vertebrate pore
probably reflects complexity associated with metazoan
evolution, but the basic structural similarities between
the pore complexes of yeast and higher eukaryotes
indicates a shared mechanism of translocation that can
be discussed within a single framework.

The proteins of the nuclear pore complex are
called nucleoporins or ‘nups’. As the role of Ran,
importins and other import proteins were uncovered
over the last decade emphasis has switched to the
structure and organization of the nuclear pore complex.
Electron microscopy reveals the pore complex as a
symmetrical assembly containing a pore at the centre
that presents a barrier to most proteins. The nucleoporin
complex (NPC) spans the dual membrane of the
nuclear envelope and is the universal gateway for
macromolecular traffic between the cytoplasm and the
nucleus. The basic framework of the NPC consists of
a central core with a spoke structure (Figure 8.83).
From this central ring long fibrils 50–100 nm in length
extend into the nucleoplasm and the cytoplasm whilst
the whole NPC is anchored within the envelope by the
nuclear lamina.

Clarification of nuclear pore organization came
from studies of the yeast complex where genetic

malleability coupled with genome sequencing revealed
30 nucleoporins that are conserved across phyla and
thus allowed identification of homologues in metazoan
eukaryotes. Once identified nups were cloned and
localized within the envelope using a combination of
immunocytochemistry, electron microscopy and cross-
linking studies. The yeast nuclear pore complex has been
redefined in terms of nucleoporin distribution. Nup358
is equated with the RanBP2 protein described previously
whilst p62, p58, p54 and p45 are proteins found at
the centre of the nuclear pore complex and gp210 and
POM121 form all or part of the spoke assembly.

Protein turnover

Within the cell sophisticated targeting systems direct
newly translated proteins to their correct destinations.
However, proteins have finite lifetimes and normal cell
function requires specialized pathways for degradation
and recycling. The half-life of most proteins is
measured in minutes although some, such as actin or
haemoglobin, are more stable with half-lives in excess
of 50 days. At some point all proteins ‘age’ as a
result of limited proteolysis, covalent modification or
non-enzymatic reactions leading to a decline in activity.
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* 20 * 40 * 60 *
HUMAN : MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76
MOUSE : MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76
YEAST : MQIFVKTLTGKTITLEVESSDTIDNVKSKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76
SOYABEAN : MQIFVKTLTGKTITLEVESSDTIDNVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLADYNIQKESTLHLVLRLRGG : 76
GARDEN PEA : MQIFVKTLTGKTITLEVESSDTIDNVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLADYNIQKESTLHLVLRLRGG : 76
CHICKEN : MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76
FRUIT FLY : MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76
FROG : MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG : 76

Figure 8.84 The primary sequence of ubiquitin from plants, animal and microorganisms shows only four changes
in sequence at positions 19, 24, 28 and 57

These proteins are degraded into constituent amino
acids and re-cycled for further synthetic reactions. The
proteasome is a large multimeric complex designed
specifically for controlled proteolysis found in all
cells. In eukaryotes the ubiquitin system contributes
to this pathway by identifying proteins destined for
degradation whilst organelles such as the lysosome
perform ATP-independent protein turnover.

The ubiquitin system and protein
degradation

In eukaryotes ubiquitin (Figure 8.84) occupies a pivotal
role in the pathway of protein degradation. It is a highly
conserved protein found in all eukaryotic organisms
but never in either eubacteria or archae. The level
of homology exhibited by ubiquitin is high with only
3 differences in primary sequence between yeast and
human protein. The lack of evolutionary divergence
points to functional importance and suggests that most
residues in ubiquitin have essential roles.

In view of its importance to protein degradation
the structure of ubiquitin (Figure 8.85) is unspectacular
containing five β strands together with a single α

helix. The final three C-terminal residues are Arg-
Gly-Gly and extend away from the globular domain
into bulk solvent. This arrangement is critical to
biological function as the C-terminal glycine forms
a peptide bond with the ε-amino group of lysine
in target proteins. Covalent modification by adding
ubiquitin in a process analogous to phosphorylation
has led to the terminology ubiquitination (also called
ubiquitinylation). Multiple copies of ubiquitin attach
to target proteins acting as ‘signals’ for degradation by
the proteasome.

Figure 8.85 The structure of ubiquitin showing four
significant β strands (1–7,10–17, 40–45, 64–72) and
a single α helix (23–34) whilst shorter strand and helix
regions exists from 48–50 and 56–59, respectively.
The residues Arg 74, Gly75 and Gly76 are shown along
with Lys48

Many enzymes catalyse ubiquitin addition to
proteins and include E1 enzymes or ubiquitin-
activating enzymes, E2 enzymes, known as ubiquitin-
conjugating enzymes, and E3 enzymes, which act as
ligases. Ubiquitin is activated by E1 in a reaction
hydrolysing ATP and forming ubiquitin adenylate.
The activated ubiquitin binds to a cysteine residue in
the active site of E1 forming a thiol ester. E2, the
proximal donor of ubiquitin to target proteins, transfers
ubiquitin to the acceptor lysine forming a peptide
bond, although E3 enzymes also participate by forming
complexes with target protein and ubiquitin-loaded E2.
Figure 8.86 shows the ubiquitin-mediated degradation
of cytosolic proteins.
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Figure 8.86 The first step in the ubiquitin-mediated degradation of cytosolic proteins is ATP dependent activation
of E1 to form a thiol ester derivative with the C-terminal glycine of ubiquitin. It is followed by transfer of ubiquitin
from E1 to the E2 enzyme, the proximal donor of ubiquitin to proteins

Multiple ubiquitination is common and involves
peptide bond formation between the carboxyl group
of Gly76 and the ε-amino group of Lys48 on a
second ubiquitin molecule. Substitution of Lys48
with Cys results in a protein that does not support
further ubiquitination and is incapable of targeting
proteins for proteolysis. Four copies of ubiquitin are
required to target proteins efficiently to the 26S

proteasome with ‘Ub4’ units exhibiting structural
characteristics that enhance recognition. Ubiquitin
does not degrade proteins but tags proteins for
future degradation. A view of ubiquitin as a simple
tag may be an over-simplification since a role for
ubiquitin enhancing association between proteins and
proteasome is implied by the observation that without
ubiquitin proteins interact with the proteasome but
quickly dissociate.

Alternative strategies exist for degrading proteins
within cells. One strategy used by cells is to inactivate
proteins by oxidizing susceptible side chains such as
arginine, lysine and proline. This event is enough to
‘mark’ proteins for degradation by cytosolic proteases.
A second method of protein turnover is identified
with sequence information and ‘short-lived’ proteins
contain sequences rich in proline, glutamate, serine and
threonine. From the single letter code for these residues
the sequences have become known as PEST sequences.
Comparatively few long-lived proteins contain PEST-
rich regions and the introduction of these residues

into stable proteins increases turnover although the
structural basis for increased ability is unclear along
with the relationship to the ubiquitin pathway. A
third mechanism of controlling degradation lies in
the composition of N-terminal residues. A correlation
between the half-life of a protein and the identity of the
N-terminal residue gave rise to the ‘N-end’ rule. Semi-
quantitative predictions of protein lifetime from the
identity of the N-terminal residue suggests that proteins
with Ser possess half-lives of 20 hours or greater
whilst proteins with Asp have on average half-lives
of ∼3 min. The mechanism that couples recognition
of the N-terminal residue and protein turnover is
unknown but these correlations are also observed in
bacterial systems lacking the ubiquitin pathway of
degradation.

The proteasome
Intracellular proteolysis occurs via two pathways:
a lysosomal pathway and a non-lysosomal, ATP-
dependent, pathway. The latter pathway degrades most
cell proteins and involves the proteasome first identified
as an endopeptidase with multicatalytic activities from
bovine pituitary cells. The multicatalytic protease was
called the proteasome, reflecting its complex structure
and proteolytic role.

The proteosome degrades proteins via peptide bond
scission, and multiple catalytic functions are seen via
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Figure 8.87 Superior views of α and β heptameric rings showing central cavity

the hydrolysis of many synthetic and natural substrates.
The eukaryotic proteasome has activities described by
terms such as ‘chymotryptic-like’ activity (preference
for tyrosine or phenylalanine at the P1 position),
‘trypsin-like’ activity (preference for arginine or lysine
at the P1 position) and ‘post-glutamyl’ hydrolysing
activity (preference for glutamate or other acidic
residues at the P1 position). The variety of catalytic
activities created a confusing functional picture since
proteasomes cleave bonds after hydrophobic, basic
and acidic residues. In the proteasome the myriad
of catalytic activities suggested a unique site. The
proteasome was first identified in eukaryotes but
comparable complexes occur in prokaryotes where the
system can be deleted without inducing lethality. As
usual, eukaryotic proteasomes have complex structures
whilst those from prokaryotes are simpler.

The hyperthermophile Thermoplasma acidophilum
proteasome contains two subunits of 25.8 kDa (α) and
22.3 kDa (β) arranged in a 20S proteasome containing
28 subunits: 14 α subunits and 14 β subunits arranged
in four stacked rings. The two ends of the cylinder
each consist of seven α subunits whilst the two
inner rings had seven β subunits – each ring is a
homoheptamer. The α7β7β7α7 assembly forms a three-
chambered cylinder with two antechambers located on
either sides of a central cavity (Figure 8.87). Sequence
similarity exists between α and β subunits and there

is a common fold based around an antiparallel array
of β strands surrounded by five helices. Helices 1 and
2 are on one side of the β sandwich whilst helices
3, 4 and 5 are on the other. In the case of the α

subunits an N-terminal extension of ∼35 residues leads
to further helical structure that fits into a cleft in the
β strand sandwich. In the β subunits this extension
is absent and the cleft remains ‘open’ forming part
of the active site. The crystal structure of the 20S
complex (Figure 8.88) showed a cylindrical assembly
(length ∼15 nm, diameter 11.3 nm) with the channel
running the length of the assembly but widening to
form three large internal cavities separated by narrow
constrictions. The cavities between the α subunit and
β subunit rings are the ‘antechambers’ (∼4 × 5 nm
diameter) with the third cavity at the centre of the
complex containing the active sites. Between the
antechamber and the central cavity access is restricted
to approximately 1.3 nm by a loop region containing
a highly conserved RPXG motif derived from the α

subunit. In this loop a Tyr residue protrudes furthest
into the channel to restrict access. Further into the
channel side chains derived from the β subunits exist
at the entrance to the central cavity and restrict the
width to ∼2.2 nm. Together, these systems form a
gating system controlling entry of polypeptide chains
to those that thread their way into the central cavity. A
scheme of proteolysis involving protein unfolding and
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Figure 8.88 The three-dimensional structure of the 20S proteasome from the archaebacteria T. acidophilum (PDB:
1PMA). The structure – a 673 kDa protease complex has a barrel-shaped structure of four stacked rings. An individual
α subunit is shown top left, an individual β subunit bottom left. The colour scheme is maintained in the whole
complex and shows only the distribution of secondary structure for clarity

the formation of extended structure prior to degradation
is likely from the organization of the proteasome.

The active site is located on the β subunit where
the structure reveals a β sandwich with one side pre-
dominantly open. This side faces the inside pointing
towards the central cavity. The α subunits possess a
highly conserved N-terminal extension with residues
1–12 remaining invisible in the crystal structure pos-
sibly due to mobility whilst part of this extension is
seen as a helix (residues 20–31) that occupies the cleft
region in the β sandwich. Although the precise func-
tion of this extension is unknown its strategic location
coupled with sequence conservation suggests an impor-
tant role in translocation of substrate to the proteasome
interior. The β subunits lack these N-terminal exten-
sions but have pro-sequences of varying length that
are cleaved during assembly of the proteasome. The

most important function of this proteolytic processing
is the generation of the active site residues.

The 14 identical catalytically active (β) subunits
show highest activity for bond cleavage after
hydrophobic residues but extensive mutagenesis
involving all serines, two histidines, a single cysteine
and two conserved aspartate residues in the β subunit
failed to inhibit enzyme activity. The results suggested
degradation was not associated with four classical
forms of protease action, namely serine, cysteine,
aspartyl and metalloproteinases. Further mutagenesis
revealed that deletion of the N-terminal threonine or
its replacement by alanine resulted in inactivation.
Mechanistic studies showed that N -acetyl-Leu-Leu-
norLeu-CHO (Figure 8.89) was a potent inhibitor of
proteolysis, and crystallography of the proteasome-
inhibitor adduct located the peptide bound via the
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Figure 8.89 The potent inhibitor of proteasome
activity N-acetyl-Leu-Leu-norLeu-CHO

aldehyde group to the –OH group of the N-
terminal threonine.

Further insight into catalytic mechanism came with
observations that the metabolite lactocystin derived
from Streptomyces bound to the eukaryotic complex
resulting in covalent modification of Thr1.1 The results
implied the involvement of N-terminal Thr residues
in catalytic reactions. Initially the proteasome fold
was thought to be a unique topology but gradually
more members of this family of proteins have been
uncovered with a common link being that they are all
N-terminal nucleophile hydrolases or NTN hydrolases.

Fourteen genes contribute to the eukaryotic 20S
proteasome (Figure 8.90). Each subunit has a similar
structure but is coded by a separate gene. Crystallogra-
phy and cryo-EM studies have shown that the patterns
of subunit organization extend to eukaryotic protea-
somes and when viewed in the electron microscope
archaeal, bacterial, and eukaryotic 20S proteasomes
form similar barrel-shaped particles ∼15 nm in height
and ∼11 nm in diameter consisting of four heptameric
rings (Figure 8.91).

The 20S assembly of the proteasome identified
in eukaryotes, and first structurally characterized in
T. acidophilum, is one component of a much larger
complex found in eukaryotes. The 20S proteasome
represents the core region of a larger assembly that is
capped by a 19S regulatory complex. The attachment
of a regulatory ‘unit’ to the 20S proteasome results

1Surprisingly this inhibitor does not inactivate the Thermoplasma
proteasome.

in the formation of a 2.1 MDa complex called the
26S proteasome.

With two 19S regulatory complexes attached to
the central 20S proteasome the 26S proteasomes from
Drosophila, Xenopus, rat liver and spinach cells have
similar shapes with an approximate length of 45 nm
and a diameter of 20 nm. The significance of the 19S
regulatory complex in association with the 20S assem-
bly is that it confers ATP- and ubiquitin-dependent
proteolysis on the proteasome; it is this pathway that
performs most protein turnover within eukaryotic cells
degrading over 90 percent of cellular proteins.

The organization of the 19S complex remains an
active area of research and is relatively poorly under-
stood in comparison to the 20S assembly. The complex
from yeast contains at least 18 different proteins whose
sequences are known and reversible interactions occur
with proteins in the cytosol complicating compositional
analysis. Within the group of 18 different subunits are six
polypeptides hydrolysing ATP (ATPases) and showing
homology to other members of the AAA superfamily.
The AAA superfamily represents ATPases associated
with various cellular activities and are found in all organ-
isms where a defining motif is the presence of one or more
modules of ∼230 residues that includes an ATP-binding
site and the consensus sequence A/G-x4-G-K-S/T.

A general working model for the action of the pro-
teasome envisages that the cap assembly binds ubiquiti-
nated proteins, removes the ubiquitin at a later stage for
recycling and unfolds the polypeptide prior to entry into
the 20S core particle. The proteolytic active sites of the
proteasome are found in the core particle and the cap
assembly does not perform proteolysis. However, free
20S proteasome does not degrade ubiquitinated protein
conjugates and shows lower activity suggesting that the
19S cap assembly is crucial to entry of substrate, activity
and ubiquitin dependent hydrolysis.

Lysosomal degradation

Lysosomes contain hydrolytic enzymes including pro-
teases, lipases, and nucleases. Any biomolecule trapped
in a lysosome is degraded, and these organelles are
viewed as non-specific degradative systems whilst
the ubiquitin system is specific, selective and ‘fine-
tuned’ to suit cellular demand. Lysosomes are often
described as enzyme sacs and defects in lysosomal
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Figure 8.90 The structural organization of the proteasome.

Thermoplasma
Proteasome

Rhodococcus
Proteasome

Saccharomyces
Proteasome

Figure 8.91 Cryo-EM derived maps of the assembly of 20S proteasomes from archaea, eubacteria and eukaryotic
cells. The α type subunits are colored in red and the β type subunits in blue. The different shades of these colors
indicate that two or seven distinct α and β-type subunits form the outer and inner rings of the Rhodococcus or
Saccharomyces proteasome respectively (reproduced with permission from Vosges, D. et al. Ann. Rev. Biochem. 1998,
68, 1015–1068. Annual Reviews Inc)

proteins contribute to over 40 recognizable disorders,
collectively termed lysosomal storage diseases.

Individually, the disease states are rare but lead to
progressive and severe impairment resulting from a
deficiency in the activity of specific enzymes. The loss

of activity impedes the normal degradative function
of lysosomes and contributes to the accumulation of
unwanted biomolecules. Included in the collection of
identified lysosomal based diseases are: (i) Hurler syn-
drome, a deficiency in α-L-iduronidase required to
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degrade mucopolysaccharides; (ii) Gauchers’ disease, a
deficiency in β-glucocerebrosidase needed in the degra-
dation of glycolipids; (iii) Fabry disease, caused by
a deficiency in α-galactosidase, an enzyme degrad-
ing glycolipids; (iv) Pompe disease, a deficiency of
α-glucosidase required to break down glycogen; and
(v) Tay–Sachs disease, a lysosomal defect occurring
as a result of a mutation in one subunit of the enzyme
β-hexosaminidase A that leads to the accumulation of
the GM2 ganglioside in neurones.

Apoptosis

Apoptosis is the process of programmed cell death.
Whilst superficially this appears to be an unwanted
process more careful consideration reveals that apopto-
sis is vital during development. A developing embryo
goes through many changes in structure that can only
be achieved by programmed cellular destruction. Sim-
ilarly, the development of insects involves the reorga-
nization of tissues between the larval and adult states.
The concept of apoptosis is vital to normal develop-
ment and although many details, such as control and
initiation remain to be elucidated, the importance of
a family of intracellular proteases called caspases is
well documented.

Caspases are synthesized as zymogens with their
activity inhibited by covalent modification, in which
the active enzyme is synthesized as a precursor protein
joined to additional death effector domains. This
configuration is vital to achieve complete inhibition
of activity since the cell is easily destroyed by the
activity of caspases. Activation involves a large number
of ‘triggers’ that excise the death effector domains,
process the zymogen and form active caspases. Once
activated caspases catalyse the formation of other
caspases, leading to a proteolytic cascade of cellular
destruction. Several methods of regulating caspase
activity and hence apoptosis exist within the cell.
Zymogen gene transcription is regulated whilst anti-
apoptotic proteins such as those of the Bcl-2 family
occur in cells and block activation of certain pro-
caspases.

The first members of the caspase family identified
were related to human interleukin-1 converting enzyme
(ICE) and the product of the nematode cell-death gene

CED3. To date 11 caspases have been identified in
humans although mammals may possess 13 different
caspases, Drosophila melanogaster contains seven and
nematodes such as Caenorhabditis elegans contain
three. Thus, there appears to have been an expansion in
their number with increasing cellular complexity. The
term caspase refers to the action of these proteins as
cysteine-dependent aspartate-specific proteases. Their
enzymatic properties are governed by specificity for
substrates containing Asp and the use of a Cys285
sidechain for catalysing peptide-bond cleavage located
within a conserved motif of five residues (QACRG).
Whereas the activity of the proteasome governs
the day to day turnover of proteins the activity
of caspases signals the end of the cell with all
proteins degraded.

Summary
Fifty years have passed since the discovery of the
structure of DNA. This event marking the beginning
of molecular biology expanded understanding of all
events in the pathway from DNA to protein. This
included structural and functional descriptions of pro-
teins involved in the cell cycle, DNA replication,
transcription, translation, post-translational events and
protein turnover. In many instances determining struc-
ture has uncovered intricate details of their biologi-
cal function.

The cell cycle is characterized by four distinct
stages: a mitotic or M phase is followed by a G1 (gap)
phase that represents most of the cell cycle, a period of
intense synthetic activity called the S phase, and finally
a short G2 phase as the cell prepares for mitosis.

Genetic studies of yeast identified mutants in which
cell division events were inhibited. Control of the cell
cycle is mediated by protein kinases known as Cdks
where protein phosphorylation regulates cellular activ-
ity. Activity of Cdks is dependent on cyclin binding
with optimal activity occurring for Cdk2 in a com-
plex with cyclin A and phosphorylation of Thr160.
The structure of this complex results in the critical
movement of the T loop, a flexible region of Cdk2,
governing accessibility to the catalytic cleft and the
active site threonine.

Transcription is DNA-directed synthesis of RNA
catalysed by RNA polymerase. Transcription proceeds
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from a specific sequence (promoter) in a 5′ –3′ direction
until a second site known as the transcriptional
terminator is reached. In eukaryotes three nuclear RNA
polymerases exist with clearly defined functions. RNA
polymerase II is concerned with the synthesis of mRNA
encoding structural genes.

Sequences associated with transcriptional elements
have been identified in prokaryotes and eukaryotes. In
eukaryotes the TATA box is located upstream of the
transcriptional start site and governs formation of a
pre-transcriptional initiation complex. The TATA box
resembles the Pribnow box or −10 region found in
prokaryotes.

Specific TATA binding proteins have been identified
and structural studies reveal that basal transcription
requires in addition to RNA polymerase the formation
of pre-initiation complexes of TBP, TFIIB, TFIIE,
TFIIF and TFIIH.

In eukaryotes transcription is followed by mRNA
processing that involves addition of 5′ G-caps and 3′
polyA tails. Non-coding regions of mRNA known as
introns are removed creating a coherent translation-
effective mRNA. Introns are removed by the spliceo-
some.

The spliceosome contains snRNA complexed with
specific proteins. Processing initial mRNA transcripts
involves cutting at specific pyrimidine rich recognition
sites followed by splicing them together to create
mRNA that is exported from the nucleus for translation
at the ribosome.

Translation converts mRNA into protein and occurs
in ribonucleoprotein components known as the ribo-
somes. Ribosomes convert the genetic code, a series of
three non-overlapping bases known as the codon, into
a series of amino acids covalently linked together in a
polypeptide chain.

All ribosomes are composed of large and small
subunits based predominantly on highly conserved
rRNA molecules together with over 50 different
proteins. Biochemical studies identified two major sites
known as the A and P sites. The P site (peptidyl)
contains a growing polypeptide chain attached to
tRNA. The A site (aminoacyl) contains charged tRNA
species bearing a single amino acid that will be added
to extending chains.

Protein synthesis is divided into initiation, elon-
gation and termination. All stages involve accessory

proteins such as IF1, IF2 and IF3 together with elon-
gation and release factors such as EF1, EF2, EF3, RF1,
RF2 and RF3.

Elongation is the most extensive process in protein
synthesis and is divided into three steps. These
processes are amino acyl tRNA binding at the A site,
peptidyl transferase activity and translocation.

Structures for 50 and 30S subunits revolutionized
understanding of ribosome function. The structure
of the large subunit confirmed conclusively that the
peptidyl transferase reaction is catalysed entirely by
RNA; the ribosome is a ribozyme.

Initial translation products undergo post-translational
modification that vary dramatically in type from oxi-
dation of thiol groups to the addition of new covalent
groups such as GPI anchors, oligosaccharides, myris-
tic acid ‘tails’, inorganic groups such as phosphate or
sulfate and larger organic skeletons such as heme.

The removal of peptide ‘leader’ sequences in the
activation of zymogens is another important post-
translational modification and converts inactive protein
into an active form. Many enzymes such as proteolytic
digestive enzymes, caspases and components of the
blood clotting cascade are activated in this type
of pathway.

N-terminal signal sequences share physicochemical
properties and are recognized by a SRP. The SRP
directs nascent chains to the ER membrane or cell
membrane of prokaryotes. Signal sequences do not
exhibit homology but have a basic N-terminal region
followed by a hydrophobic core and a polar C-terminal
region proximal to the cleavage site.

SRPs are found in the archae, eubacteria and
eukaryotes. Mammalian SRP is the most extensively
characterized system consisting of rRNA and six
distinct polypeptides. The SRP directs polypeptide
chains to the ER membrane and the translocon, a
membrane bound protein-conducting channel.

Other forms of intracellular protein sorting exist
within eukaryotes. Proteins destined for the mitochon-
dria, chloroplast and nucleus all possess signals within
their polypeptide chains. For the nucleus protein import
requires the presence of a basic stretch of residues
arranged either as a single block or as a bipartite struc-
ture anywhere within the primary sequence.

NLS are recognized by specific proteins (importins)
that bind the target protein and shuttle the ‘cargo’
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towards the nuclear pore complex. The formation of
importin–cargo complexes is controlled by G proteins
such as Ran.

Proteins are not immortal – they are degraded with
turnover rates varying from minutes to weeks. Turnover
is controlled by a complex pathway involving ubiquitin
labelling.

Ubiquitin is a signal for destruction by the protea-
some. The proteasome has multiple catalytic activities
in a core unit based around four heptameric rings.
The 20S proteasome from T. acidophilum has an
α7β7β7α7 assembly forming a central channel guarded
by two antechambers. The central chamber catalyses

proteolysis based around the N terminal threonine
residue (Thr1) where the side chain acts as a
nucleophile attacking the carbonyl carbon of peptide
bonds.

In prokaryotes the proteasome degrades proteins in
ubiquitin independent pathways. In eukaryotes the 20S
proteasome catalyses ubiquitin-dependent proteolysis
only in the presence of a cap assembly.

Further pathways of protein degradation exist
in the lysosome where defects are responsible for
known metabolic disorders, such as Tay–Sachs dis-
ease, and by caspases that promote programmed cell
death (apoptosis).

Problems

1. Using knowledge about the genetic code describe
the products of translation of the following synthetic
nucleotide . . . . . .AUAUAUAUAUAUA. . .. in a cell
free system. Explain the results and describe the critical
role of alternating oligonucleotides in determining the
genetic code. Using the data presented in Table 8.6
how would this translation product differ using a
system reconstituted from mitochondria.

2. Arrange the following macromolecules in decreasing
order of molecular mass: tRNA, subunit L23, tetra-
cycline, 23S rRNA, the large ribosomal subunit, 5S
RNA, spliceosome protein U1A, E. coli DNA poly-
merase I, E. coli RNA polymerase. Obtain infor-
mation from databases or information given within
Chapter 8.

3. Recover the structure of the cyclinA: cdk2 binary
complex from a protein database. Using any molecular
graphics package highlight the following residues
Lys266, Glu295, Leu255, Asp240, and Arg211 of
cyclin A and Glu 8, Lys 9, Asp36, Asp38 Glu40
and Glu42 of cdk2. Describe the arrangement of
these residues.

4. Puromycin binds to the A site and prevents further
chain elongation. From the structure presented in
Figure 8.54 account more fully for this observation.

5. The Yarus inhibitor is described as a transition state
analogue that mimics the tetrahedral intermediate
generated when the α amino group of the A site bound
amino acyl tRNA attacks the carbonyl group of the
ester linking a peptide to the peptidyl tRNA at the P
site. Draw the normal assumed tetrahedral intermediate
most closely linked to this inhibitor highlighting the
tetrahedral carbon centre.

6. An N-terminal photo-affinity label has been used
to map the tunnel of the large ribosomal subunit.
Describe how you might perform this experiment and
what results might you expect to obtain from such
a procedure?

7. Unlike the mitochondria and chloroplast signal se-
quence nuclear localization signals are not removed.
What might be the reasons underlying this observation?

8. Caspases are proteolytic enzymes with an active site
cysteine. Discuss possible enzyme mechanisms in view
of the known activity of serine proteases.



 

9
Protein expression, purification

and characterization

To study the structure of any protein successfully it
is necessary to purify the molecule of interest. This is
often a formidable task especially when some proteins
are present within cells at low concentration, perhaps as
few as 10 molecules per cell. Frequently, this involves
purifying a single protein from a cell paste containing
over 10 000 different proteins. The ideal objective is
to obtain a single protein retaining most, if not all,
of its native (in vivo) properties. This chapter focuses
on the methods currently employed to isolate and
purify proteins.

Although functional studies often require small
amounts of protein (often less than 1 ng or 1 pmol),
structural techniques require the purification of proteins
on a larger scale so that 10 mg of pure protein is
sometimes needed. Taken together, the requirement for
purity and yield often places conflicting demands on the
experimentalist. However, the successful generation of
high-resolution structures is testament to the increased
efficacy of methods of isolation and purification
used today in protein biochemistry. Many of these
methods evolved from simple, comparatively crude,
protocols into sophisticated computer-controlled and
enhanced procedures where concurrent advances in
bioinformatics and material science have supported
rapid progress in this area.

The isolation and characterization
of proteins

Two broad alternative approaches are available today
for isolating proteins. We can either isolate the protein
conventionally by obtaining the source cell or tissue
directly from the host organism or we can use
molecular biology to express the protein of interest,
often in a host such as Escherichia coli. Today
molecular biology represents the most common route
where DNA encoding the protein of interest is inserted
into vectors facilitating the high level expression of
protein in E. coli.

Recombinant DNA technology
and protein expression

Prior to the development of recombinant protein
expression systems the isolation of a protein from
mammalian systems required either the death of the
organism or the removal of a small selected piece of tis-
sue in which it was suspected that the protein was found
in reasonable concentrations. For proteins such as
haemoglobin removal of small amounts of blood does

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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not present ethical or practical problems. Given that
haemoglobin is found in a soluble state and at very high
natural concentrations (∼145 g l−1 in humans) it is not
surprising that this protein was amongst the first to be
studied at a molecular level. However, many proteins
are found at much lower concentrations and in tissues
or cells that are not easily obtained except post mortem.

Recombinant systems of protein expression have
alleviated most problems of this type and allow the
study of proteins that were previously inaccessible.
Once DNA encoding the protein of interest has been
obtained it is relatively routine to obtain proteins via
recombinant hosts in quantities one could previously
only dream about (i.e. mg–g amounts). This does not
mean that it is always possible to express proteins
in E. coli. For example, membrane proteins still
present numerous technical problems in heterologous
expression, as do proteins rich in disulfide bonds
or those bearing post-translational modifications such
as myristoylation and glycosylation. Eukaryotic cells
carry out many of these modifications routinely and this
has led to the development of alternative expression
systems besides E. coli. Alternative expression hosts
include simple eukaryotes such as Saccharomyces
cerevisiae and Pichia pastoris, as well as more complex
cell types. The latter group includes cultured insect
cells such as Spodoptera frugiperda infected with
baculovirus vectors, Drosophila cell-based expression

systems and mammalian cell lines often derived from
immortalized carcinomas.

However, the most common approach and the route
generally taken in any initial investigation is to express
‘foreign’ proteins in E. coli. These methods have
revolutionized studies of protein structure and function
by allowing the expression and subsequent isolation of
proteins that were formerly difficult to study perhaps
as a result of low intrinsic concentration within
cells or tissues. Of importance to the development
of recombinant DNA technology was the discovery
of restriction enzymes (see Chapter 7) and their use
with DNA ligases to create new (recombinant) DNA
molecules that could be inserted into a carrier molecule
or vector and then introduced into host cells such as
E. coli (Figure 9.1). The process of constructing and
propagating new DNA molecules by inserting into host
cells is referred to as ‘cloning’. A clone is an exact
replica of the parent molecule, and in the case of E.
coli this results, after several cycles of replication, in
all cells containing new and identical DNA molecules.

The generation of new recombinant DNA molecules
involves at least five discernable steps (Figure 9.2):

1. Preparation of DNA. Today DNA is usually gener-
ated using the polymerase chain reaction (PCR). The
technique, described in Chapter 6, involves the action
of a thermostable DNA polymerase with forward and

Figure 9.1 The use of restriction enzymes to generate DNA fragments and the use of DNA ligase to join together
vector and insert together to form a new recombinant (chimeric) circular DNA molecule. The diagram shows the
joining together of a cut vector and a cut fragment described as having sticky ends. This type of end occurs
with most restriction enzymes and is contrasted with the smaller group of type II restriction endonucleases that
produce blunt-ended fragments (reproduced with permission from Voet, D. Voet, J.G and Pratt, C.W. Fundamentals of
Biochemistry. John Wiley & Sons Ltd., Chichester, 1999)
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Figure 9.2 Generalized scheme for the creation of recombinant DNA molecules

reverse primers in a series of cycles involving denat-
uration, annealing and extension. The result is large
quantities of amplified and copied DNA. Template
DNA is preferably derived from cDNA via the action
of reverse transcriptase on processed mRNA. This
avoids the presence of introns in amplified sequences.
In other instances DNA is derived from the products
of restriction enzyme action.

2. Restriction enzyme cleavage. The generation of
DNA fragments of specific length and with ‘tai-
lored’ ends was vital to the success of recombi-
nant DNA technology. This allowed the ‘insert’ (the
name given to the DNA fragment) to be joined into a
vector containing compatible sites (see Figure 9.1).
Today the generation of PCR DNA fragments nor-
mally includes sites for restriction enzymes that
facilitate subsequent cloning reactions and today a
wide variety of restriction enzymes are commer-
cially available.

3. Ligation of DNA fragments. As part of the overall
cloning process insert and vector DNA are joined in
a process called ligation. Without covalent linkage
of pieces of DNA and the formation of closed

circular DNA subsequent transformation reactions
(see step 4) occur with very low efficiency.

4. Transformation. The propagation of recombinant
DNA molecules requires the introduction of cir-
cular DNA (ligated vector + insert) into a suitable
host cell. Replication of the cells generates many
copies of the new recombinant DNA molecules.
The whole process is called transformation and rep-
resents the uptake of circular DNA by host cells
with the acquisition of new altered properties. The
exact process by which cells take up DNA is unclear
but two common methods used for E. coli involve
the application of a high electric field (electropo-
ration) or a mild heat shock. The result is that
membranes are made ‘leaky’ and take up small
circular DNA molecules. For E. coli the process
of transformation requires special treatment and
cells are often described as ‘competent’ meaning
they are in a state to be transformed by plas-
mid DNA.

5. Identification of recombinants. After transformation
cells such as E. coli can be grown on nutrient rich
plates and it is here that marker genes found in many
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vectors are most useful. Normal E. coli cells used
in the laboratory lack resistance to antibiotics such
as ampicillin, tetracycline or kanamycin. However,
transformation with a vector containing one or more
antibiotic resistance genes leads to resistant cells. As
a result when cells are grown on agar plates contain-
ing an antibiotic only those cells transformed with a
plasmid conferring resistance will grow. This selec-
tion procedure allows the screening of cells so that
only transformed cells are studied further. By trans-
forming with known amounts of plasmid DNA it is
possible to calculate transformation efficiencies and
it is not unusual for this value to reach 109 –1010

transformants/µg DNA. Further identification of the
recombinant DNA might involve isolation of the
plasmid DNA and its digestion with restriction
enzymes to verify an expected pattern of fragments.
Definitive demonstration of the correct DNA frag-
ment would involve nucleotide sequencing.

One of the first vectors to be developed was called
pBR322 and it is the ‘ancestor’ of many vectors
still used today for cloning. The vector pBR322
(Figure 9.3) contains distinctive sequences of DNA
that includes an origin of replication (ori ) gene as

well as a gene (rop) that control DNA replication and
the number of copies of plasmid found within a cell.
In addition pBR322 contains two ‘marker’ genes that
code for resistance to the antibiotics tetracycline and
ampicillin. These useful markers are denoted by tetR

and ampR.
The next step requires the transfer of DNA from the

cloning vector to a vector optimized specifically for
protein expression. A cloning vector such as pBR322
will allow several copies of the plasmid to be present
in cells and may facilitate sequence analysis or analysis
of restriction sites but they are rarely used for protein
expression. Other common cloning vectors used widely
in molecular biology and frequently described in sci-
entific literature are pUC, pGEM, pBluescript. Each
vector has many variants containing different restric-
tion enzyme sites that allow the orientation of the insert
in either direction as well as common features such
as one or more antibiotic resistance genes, multiple
cloning sites, an origin of replication, and a medium to
high copy number.

In contrast, expression vectors are designed with
additional features beneficial to protein production. The
vectors retain many of the features of ‘cloning vehicles’

EcoRI (4360)

PstI (3612)

ClaI (25)

HindIII (30)

BamHI (376)

AvaI (1426)

rop

pBR322

4361 bp

ori

tet (R)amp(R)

Figure 9.3 Plasmid vector pBR322. The small circular DNA molecule contains 4361 bp, the rop, ori, ampR and tetR

genes as well as numerous sites for restriction enzymes such as EcoRI, BamHI, AvaI, PstI, ClaI and HindIII
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such as multicloning sites, antibiotic resistance genes
and the rop and ori genes but have in most cases:

1. An inducible promoter. Expressed proteins may
prove toxic to the host organism. To limit this effect
the activity of the promoter can be ‘turned on’
by an inducer. Although the mechanism of action
of inducers varies from one system to another the
most common system in use involves the promoter
derived from the lac operon of E. coli. In many
systems the sequence of this promoter has been
modified to contain a ‘consensus’ sequence of bases
for optimal activity (see Chapters 3 and 8). The lac
operon (Figure 9.4) is a group of three genes – β-
galactosidase, lactose permease and thiogalactoside
transacetylase – whose activities are induced when
lactose is present in the medium. The lac repres-
sor is a homotetrameric protein with an N-terminal
domain containing the HTH motif found in many
transcription factors. It specifically binds DNA
sequences in the operator region inhibiting tran-
scription. A non-metabolized structural analogue
of lactose, the natural inducer, is used to induce
protein expression. Isopropylthiogalactose (IPTG)
binds the lac repressor removing the inhibition
of transcription (Figure 9.5). This system is the
basis for most inducible expression vectors used in
genetic engineering studies today.

O
CH2OH

S

H

H OH

OH

H
OH H

CH3

CH3

H

Figure 9.5 The structure of isopropylthiogalactose
(IPTG)

2. Restriction enzyme sites. A large number of restric-
tion sites are often clustered together in so called
multi-cloning sites. These sites allow the insert to be
placed ‘in frame’ with the start codon and in a cor-
rect relationship with the Shine–Dalgarno sequence.
Two restriction enzymes, NcoI and NdeI, cut at the
sequence C↓CATGG and CA↓TATG respectively.
Careful inspection of this sequence reveals that ATG
is part of the start codon and fragments cut with
NcoI/NdeI will, if ligated correctly, be in frame with
the start codon. This will yield the correct protein
sequence upon translation.

3. A prokaryotic ribosome binding site containing the
Shine–Dalgarno sequence. The Shine–Dalgarno
sequence has a consensus sequence of AGGAGA
located 10–15 bp upstream of the ATG codon.

Figure 9.4 The expression of the lac operon. In the absence of inducer (IPTG) the repressor binds to the operator
preventing transcription of the three genes of the lac operon. IPTG binds to the repressor allowing transcription to
proceed. Most expression vectors contain the lacI gene together with the lac promoter as their inducible transcription
system. (Reproduced with permission Voet, D. Voet, J.G and Pratt, C.W. Fundamentals of Biochemistry 1999. John
Wiley & Sons Ltd., Chichester)



 

318 PROTEIN EXPRESSION, PURIFICATION AND CHARACTERIZATION

Successful expression requires the use of the host
cells synthetic machinery and in particular forma-
tion of an initiation complex for translation. The 16S
rRNA binds to purine rich sequences (AGGAGA)
as a result of sequence complementarity enhanc-
ing formation of the initiation complex. The com-
position and length of the intervening sequences
between the ribosomal binding site and the start
codon are important with structures such as hairpin
loops decreasing expression.

4. A transcriptional terminator. In an ideal situation
mRNA is transcribed only for the desired protein
and is then halted. To achieve this aim many expres-
sion vectors contain transcriptional terminators. Ter-
minators are DNA sequences that cause the disas-
sembly of RNA polymerase complexes, limit the
overall mRNA length and are G-C rich and palin-
dromic. The formation of RNA hairpin structures
destabilizes DNA–RNA transcripts causing termi-
nation. In other cases termination results from the
action of proteins like the Rho-dependent termina-
tors in E. coli.

5. Stop codons. In frame stop codons prevent transla-
tion of mRNA by ribosomes and their presence as
part of the ‘insert’ or as part of the expression vector
is desirable to ensure the absence of extra residues
in the expressed protein.

6. Selectable markers. One or more selectable markers
such as the genes for ampicillin or tetracycline resis-
tance allows the expression vector to be selected and
maintained.

Extensive discussion of all of these features is
beyond the scope of this book but one set of widely
used expression systems are the pET-based vectors.
These vectors are based on the bacteriophage T7 RNA
polymerase promoter, a tightly regulated promoter,
that allows high levels of protein expression. A large
number of variants exist on a basic theme. The pET
vector is approximately 4600 bp in size, contains either
the AmpR and KanR antibiotic resistance genes, as
well as the normal ori and rop genes. The pET
vectors (Figure 9.6) have regions containing sites
for many Type II restriction enzymes and genes
are cloned downstream under control of T7 RNA
polymerase promoter. It might be thought that host

RNA polymerases would initiate transcription from this
promoter but it turns out that this promoter is highly
selective for T7 RNA polymerase. One consequence
is that background protein expression in the absence
of T7 RNA polymerase is extremely low and this is
desirable when expressed proteins are toxic to host
cells. However, expression of foreign cDNA requires
T7 RNA polymerase – an enzyme not normally found
in E. coli – and to overcome this problem all host
cells contain a chromosomal copy of the gene for T7
RNA polymerase. The addition of IPTG to cultures
of E. coli (DE3) leads to the production of T7 RNA
polymerase that in turn allows transcription of the
target DNA.

One of the major advantages of bacterial cells
is their ease of culture allowing growth in a ster-
ile manner, in large volumes and with short dou-
bling times (∼40 minutes under optimal conditions).
E. coli cells are easy to transform with vector DNA,
especially when compared with eukaryotic cells, and
growth media are relatively cheap. Large amounts of
expressed protein can be obtained from E. coli and
it is not unusual for the expressed protein to exceed
10 percent of the total cell mass. The success of
genetic engineering has been demonstrated by pro-
duction of large amounts of therapeutically important
eukaryotic proteins using E. coli expression systems.
Human insulin, growth hormones, blood coagulation
factors IX and X as well as tissue plasminogen acti-
vator have all been successfully expressed and used
to treat diseases such as diabetes, haemophilia, strokes
and heart attacks.

Purification of proteins
Advances in recombinant DNA technology allow large-
scale protein expression in host cells. Demonstra-
tion of protein expression is usually confirmed by
SDS–polyacrylamide gel electrophoresis (see below)
and is then followed by the question: how is the
protein to be purified? An effective purification strat-
egy requires protein recovery in high yield and
with high purity. Achieving these two objectives can
be difficult and is usually resolved in an empiri-
cal manner.

The first step in any purification strategy involves
the fractionation of cells by mechanical disruption
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pET-21a(+)
(5443bp)

Xho I (158)
Not I (166)
Eag I (166)
Hind III (173) 
Sal I (179)
Sac I (190)
EcoR I (192)
BamH I(198)

lacI
(714-1793)

Ap
(3988-4845)

ori (3227)

f1 origin
(4977-5432)

Sty I(57)

ScaI (4538)

EcoR V(1514)

Sph I (539)

ApaI (1275)

Sap I (3049)

Nde I (237)

Figure 9.6 The pET series of vectors. Identifiable elements within the vector include the T7 promoter (311–327),
T7 transcription start (310), T7 Tag coding sequence (207–239), Multiple cloning sites (BamHI–XhoI) (158–203),
His-Tag coding sequence (140–157), T7 terminator region (26–72), lacI coding sequence (714–1793), pBR322
origin of replication (3227), and the antibiotic resistance coding sequence (3988–4845)

or the use of chemical agents such as enzymes.
Mechanical disruption methods can involve sonica-
tion where high frequency sound waves (ultrasound
frequencies > 20 kHz) disrupt membrane structure.
Other methods include mechanical shearing by ruptur-
ing membranes by passing cells through narrow orifices
under extremely high pressure or grinding cells with
abrasive material such as sand or glass beads to achieve
similar results.

A different method of disruption involves the use
of enzymes such as lysozyme to disrupt cell walls
in Gram-negative bacteria like E. coli or chitinase to
degrade the complex polysaccharide coats associated
with yeast. Lysozyme acts by splitting the complex

polysaccharide coat between N -acetylmuramic acid
and N -acetylglucosamine units in the peptidoglycan
layer (Figures 9.7 and 9.8). Multiple glycosidic bond
cleavage weakens the cell envelope and the E. coli
membrane ‘sac’ is easily broken by osmotic shock
or mild sonication to release cytoplasmic contents
that are separated from membranes by differential
centrifugation.

Purification strategies normally exploit the physical
properties of the protein as a means to isolation. If
primary sequence information is available then predic-
tions about overall charge, disulfide content, solubil-
ity, mass or hydrophobicity can be obtained. Bioin-
formatics may allow recognition of similar proteins
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Figure 9.7 A diagram of the organization of the peptidoglycan layer in Gram-positive and Gram-negative bacteria.
The peptidoglycan layer is a complex structure consisting of covalently linking carbohydrate and protein components
and is more extensive in gram positive bacteria. Bacteria are defined as Gram-positive or -negative according to
whether heat fixed cells retain a dye (crystal violet) and iodine after destaining with alcohol. Gram-positive bacteria
allow the dye into the cells and heat fixing causes changes in the peptidoglycan layer that prevent the escape of the
dye during destaining. In contrast the smaller peptidoglycan layer of Gram-negative bacteria allows the escape of
dye during destaining (reproduced with permission Voet, D. Voet, J.G and Pratt, C.W. Fundamentals of Biochemistry.
John Wiley & Sons Ltd., Chichester, 1999)

and therefore the implementation of comparable purifi-
cation methods. However, in some circumstances the
protein is ‘new’ and sequence information is absent.
To obtain sequence information it is necessary to
purify the protein yet to purify the protein it is often
advantageous to have sequence information! Exploit-
ing physical properties and judicious use of selec-
tive methods allows the purification of a protein
from cell extracts containing literally thousands of
unwanted proteins to a single protein (homogeneity)
in a few steps.

Centrifugation
The principle of centrifugation is to separate parti-
cles of different mass. Strictly speaking this is not
entirely accurate because centrifugation depends on
other factors such as molecular shape, temperature
and solution density. Heavy particles sediment faster
than light particles – a fact demonstrated by mixing
sand and water in a container and waiting for a few
minutes after which time the sand has settled to the
bottom of the container. This reflects our everyday
experience that heavier particles are pulled down-
wards by the earth’s gravitational force. However,

a close inspection of the solution would reveal that
small (microscopically small) grains remain suspended
in solution. This also happens to macromolecules
such as proteins where, as a result of Brownian dif-
fusion, their buoyant density counteracts the effect
of gravity.

Fractionation procedures (Figure 9.9) are important
in cell biology and are used extensively to purify
cells, subcellular organelles or smaller components
for further biochemical analysis. Disruption of E. coli
cells produces membrane and cytosolic fractions, each
containing particles of varying mass. These particles
are separated by centrifugation, a process enhancing
rates of sedimentation by increasing the force acting on
particles within solutions. Centrifugation involves the
rotation of solutions in tubes within specially designed
rotors at frequencies ranging from 100 revolutions
per minute up to ∼80 000 r.p.m. More commonly
centrifuges are used at much lower g values and a
force of 20 000 g is sufficient to pellet most membranes
found in cells as well as larger organelles such as
mitochondria, chloroplasts, and the ER systems of
animal and plant cells.

In the preceding section centrifugation has been
described as a preparative tool but it also finds an
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Figure 9.8 The arrangement of β(1–4) linked N-acetylglucosamine (NAG) and N-acetylmuramic acid (NAM) together
with the linkage to the tetrapeptide bridge of L-Ala, D-isoglutamate, L-Lys and D-Ala peptidoglycan. The tetrapeptide
bridges are joined together by five Gly residues that extend from the carboxyl group of one tetrapeptide to the
ε-amino group of lysine in another. The isoglutamate residue is so called because the side chain or γ carboxyl group
forms a peptide bond with the next amino group. The arrangement of units within the peptidoglycan layers has
been studied particularly extensively for Staphylococcus aureus but considerable variation in structure can occur. The
presence of D-amino acids renders the peptidoglycan layer resistant to most proteases (Reproduced with permission
from Voet, D. Voet, J.G. Pratt, C.W. Fundamentals of Biochemistry. John Wiley & Sons Ltd., Chichester, 1999)

application as a precise analytical tool. Centrifuged
solutions are subjected to strong forces that vary along
the length of the tube or more properly the radius
(r) about which rotation occurs. The centrifugal force
acting on any particle of mass m is the product
of a particle’s mass multiplied by the centrifugal
acceleration (from Newton’s second law of motion).
This centrifugal acceleration is itself the product of the
radius of rotation and the angular velocity (rω2). For
any particle the net force acting on it will be a balance
between centrifugal forces causing particles to pellet
and buoyant forces acting in the opposite direction.
Particles that are less buoyant than the solvent will sink
whilst those that are lighter than the solvent will float.
This results in the following expression describing the

forces acting on a particle during centrifugation:

Net force = centrifugal force − buoyant force (9.1)

= ω2rm − ω2rms (9.2)

= ω2rm − ω2rνρ (9.3)

where ms is the mass of solvent displaced by the
particle, ν is the volume of the particle and ρ is
the density of the solvent. If, for the moment, the
second term on the right hand side of the equation
is neglected the centrifugal force is simply the angular
velocity multiplied by the radius of rotation. Usually,
the value of the force applied to particles during
centrifugation is compared to the earth’s gravitational
force (g, ∼9.8 m2 s−1) and the dimensionless quantity
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Figure 9.9 The fractionation of cells. After initial tissue maceration the solution is filtered to remove large debris
and centrifuged at low speeds to remove unbroken cells (<1000 g). Progressive increases in centrifugal forces pellet
smaller cellular organelles and eventually at the highest speeds large protein complexes may be isolated

called the relative centrifugal force (RCF) is used.

RCF = centrifugal force/force due to gravity (9.4)

= ω2rm/m g (9.5)

= ω2r/g (9.6)

To determine the maximum relative centrifugal force
it is therefore only necessary to know the radius of
the rotor and the speed of rotation. The radius is
fixed for a given rotor and the speed of rotation
is a user-defined parameter. Although RCF is a
dimensionless quantity it is traditionally quoted as a
numerical value; for example 5000 g meaning 5000 ×
the earth’s gravitational force. Since ω the angular
velocity, in radians per second, is the number of
revolutions per second multiplied by 2π the RCF of
a 10 cm radius rotor rotating at 8000 r.p.m. is

RCF = (2π × 8000/60)2 × 0.1/9.8 ∼ 7160 g (9.7)

This is actually the g force at the end of the rotor
tube. More careful consideration reveals that the g
force will vary along the radius of the tube. In
the above example the g force at a position 5 cm
along the tube is approximately 3580 g and this has
frequently led to the use of a term gav to reflect average
centrifugal force.

In analytical methods of centrifugation the second
term of Equation 9.2, the buoyant force, must be
considered. In most applications this term is ‘invisible’
since rotor speeds are such that membrane or large
organelles are forced to sediment whilst the lighter
particles remain in solution. An extension of this
relationship allows the size or molecular mass of
proteins to be determined.

During centrifugation at high speeds the initial
acceleration of a particle due to the net force is
relatively short in duration (∼1 ns), after which time
the particle moves at a constant velocity. This constant
velocity arises because the solution exerts a frictional
force (f ) on the particle that is proportional to the
sedimentation velocity (dr/dt). Once the steady state
is reached we can rewrite Equation 9.3 as

f dr/dt = ω2rm − ω2rνρ (9.8)

In Equation 9.8 the volume of a particle is a difficult
quantity to measure and is replaced by a term called
the partial specific volume (ν). This is defined as the
increase in volume when 1 g of solute is dissolved in
a large volume of solvent. The quantity mν is defined
as the increase in volume caused by the addition of
one molecule of mass m and it is equal to the volume
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of the particle.1 Introduction of these terms allows
Equation 9.8 to be simplified

f dr/dt = ω2rm − ω2rm νρ (9.9)

f dr/dt = ω2rm (1 − νρ) (9.10)

and rearrangement leads to

S = dr/dt

ω2r
= m (1 − νρ)

f
(9.11)

where the term dr/dt /ω2r is defined as the sedimen-
tation coefficient (S called the Svedburg unit after the
pioneer of ultra-centrifugation Theodor Svedburg). The
Svedburg has units of 10−13 s, and as an example
haemoglobin has a sedimentation coefficient of 4 ×
10−13 s or 4 S. Since the mass m can be described
as the molecular weight of the solute divided by Avo-
gadro’s constant (M/No) and by assuming the particle
to be spherical we can utilize Stokes law to describe
the frictional coefficient, f , as

f = 6π η rs (9.12)

where rs is the radius of the particle and η is the
viscosity of the solvent (normally water).2 This leads
to the following equation

S = M(1 − νρ)

No 6π η rs
(9.13)

that can be rearranged to give

M = SNo (6π η rs)/(1 − νρ) (9.14)

If we do not make any assumptions about shape we
can use the relationship

D = kBT /f (9.15)

1For most proteins ν has a value of 7.4 × 10−4 m3/kg or 0.74 ml/g.
2For non-spherical particles correction of this relationship must
consider anisotropy where one axis may be much longer than the
other two. An example would be a cylindrically shaped molecule.
Hydrodynamic analysis can in some instances allow the shape of
the molecule to be deduced or at least distinguished from the simple
spherical situation.

where D is the diffusion coefficient, f is the frictional
coefficient, kB is Boltzmann’s constant and T the
absolute temperature. This leads to

M = SRT/D (1 − νρ) (9.16)

and allows the molecular weight to be calculated if
S, the sedimentation velocity, is measured since all of
the remaining terms are constants or are derived from
other measurements. From Equation 9.11 S is defined

as
dr

dt

1

ω2r
or

S dt = 1/ω2dr/r (9.17)

with integration of the above equation leading to the
relationship

ln r/r0 = S t ω2 (9.18)

By measuring the time taken for the particle to
travel between two points, ro (at time t = 0) and r

(at time t) and knowing ω the angular velocity (in
radians/s) it is relatively straightforward to calculate
S. Measurement of protein sedimentation rates is
performed by recording changes in refractive index as
the protein migrates through an optical cell. Table 9.1
lists the sedimentation coefficients for various proteins.

A more direct way of measuring molecular weight
using ultracentrifugation is to measure not the rate
of sedimentation but the equilibrium established after
many hours of centrifugation at relatively low speeds.
At equilibrium a steady concentration gradient will
occur with the flow of proteins towards sedimentation
balanced by reverse flow as a result of diffusion. It can
be demonstrated that for a homogeneous protein the
gradient is described by the equation

c(r)/c(r0) = exp M(1 − νρ)ω2 (r2 − r0
2)/2RT

(9.19)

where c(r) is the concentration at a distance r from the
axis of rotation and c(r0) is the concentration of protein
at the meniscus or interface (r0). From Equation 9.19
a plot of ln c(r) against (r2 − r0

2) will yield a straight
line whose slope is M(1 − νρ)ω2/2RT, from which M

is subsequently estimated (Figure 9.10).

Solubility and ‘salting out’ and
‘salting in’
One of the most common and oldest methods of protein
purification is to exploit the differential solubility of
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Table 9.1 Sedimentation coefficients associated
different proteins

Protein Molecular
mass
(kDa)

Sedimentation
coefficient

(S20,w)

Lipase 6.7 1.14
Ribonuclease A 12.6 2.00
Myoglobin 16.9 2.04
Concanavalin B 42.5 3.50
Lactate

Dehydrogenase
150 7.31

Catalase 222 11.20
Fibrinogen 340 7.63
Glutamate

Dehydrogenase
1015 26.60

Turnip yellow mosaic
virus

3013 48.80

Large ribosomal
subunit

1600 50

Notice the ‘abnormal’ value for fibrinogen and the absence of a
simple correlation between mass and S value (after Smith in Sober
H.A. (ed.) Handbook of Biochemistry and Molecular Biology, 2nd
edn. CRC Press).

proteins at various ionic strengths. In concentrated
solutions the solubility of many proteins decreases
differentially leading to precipitation whilst others
remain soluble. This allows protein separation since
as solubility decreases precipitation occurs with the
precipitant removed from solution by centrifugation.
The use of differential solubility to fractionate proteins
is often used as one part in a strategy towards overall
purification.

The solubility of proteins in aqueous solutions
differs dramatically. Although membrane proteins are
clearly insoluble in aqueous solution many structural
proteins such as collagen are also essentially insoluble
under normal physiological conditions. For small
globular proteins with masses below 10 kDa intrinsic
solubility is often high and concentrations of 10 mM

are easily achieved. This corresponds to approximately
100 g l−1 or about 10 percent w/v. In solution globular

In
 c

(r
)

r 2 – r0
2

Figure 9.10 A plot of ln c(r) against (r2 − r02) yields
a straight line that allows direct estimation of M, the
protein molecular weight. The slope of the line is given
by M(1 − νρ)ω2/2RT

proteins are surrounded by a tightly bound layer
of water that differs in properties from the ‘bulk’
water component. This water, known as the hydration
layer, is ordered over the surface of proteins and
appears to interact preferentially with charged side
chains and polar residues. In contrast, this water
is rarely found close to hydrophobic patches on
the surface of proteins. Altering the properties of
this water layer effects the solubility of proteins.
Similarly protein solubility is frequently related to the
isoelectric point or pI . As the pH of the aqueous
solution approaches the pI precipitation of a protein
can occur. As the pH shifts away from the pI

the solubility of a protein generally increases. This
is most simply correlated with the overall charge
of the protein and its interaction with water. Since
the pI of proteins can vary from pH 2–10 it is
clear that pH ranges for protein solubility will also
vary widely.

The ionic strength (I ) is defined as

I = 1/2 � mizi
2 = 1/2 (m+z+2 + m−z−2) (9.20)

where m and z are the concentration and charge
of all ionic species in solution. Thus a solution of
0.5 M NaCl has an ionic strength of 0.5 whilst a
solution of 0.5 M MgCl2 has an ionic strength of
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1.5. The concept of ionic strength was introduced by
G.N. Lewis to account for the non-ideal behaviour of
electrolyte solutions that arose from the total number
of ions present along with their charges rather than
the chemical nature of each ionic species. A physical
interpretation of properties of electrolytes from the
studies of Peter Debye and Erich Hückel, although
mathematical and beyond the scope of this book,
assumed that electrolytes are completely dissociated
into ions in solution, that concentrations of ions were
dilute below 0.01 M and that on average each ion
was surrounded by ions of opposite charge. This last
concept was known as an ionic atmosphere and is
relevant to changes in protein solubility as a function
of ionic strength. Trends in protein solubility vary
from one protein to another and show a strong
dependence on the salts used to alter the ionic strength
(Figure 9.11).

At low ionic strength a protein is surrounded by
excess counter-ions of the opposite charge known
as the ionic atmosphere. These counter-ions screen
charges on the surface of proteins. Addition of extra
ions increases the shielding of surface charges with the
result that there is a decrease in intermolecular attrac-
tion followed by an increase in protein solubility as
more dissolves into solution. This is the ‘salting-in’
phenomenon (Figure 9.12). However, the addition of
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Figure 9.11 The solubility of haemoglobin in
different electrolytes illustrates the ‘salting in’ and
‘salting out’ effects as a function of ionic strength.
Derived from original data by Green, A.A. J. Biol.
Chem. 1932, 95, 47
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Figure 9.12 Model profile for solubility as a function
of ionic strength. Saturation occurs when solid and
solution phases are in equilibrium. ‘Salting-out’ is seen
on the right-hand side of the diagram where there is a
reduction in protein solubility as the concentration of
salt increases whilst ‘salting in’ is apparent on the left-
hand side of the diagram where there is an increase in
protein solubility with ionic strength

more ions, reverses this trend. When the ionic concen-
tration is very high (>1 M) each ion must be hydrated
with the result that bulk solvent (water) is sequestered
from proteins leading to decreases in solubility. If con-
tinued decreased solubility leads to protein aggrega-
tion and precipitation. Ionic effects on protein solubil-
ity were first recognized by Franz Hofmeister around
1888, and by analysing the effectiveness of anions and
cations in precipitating serum proteins he established
an order or priority that reflected each ions ‘stabilizing’
properties.

Cations: N(CH3)3
+ > NH4

+ > K+ > Na+

> Li+ > Mg2+ > Ca2+ > Al3+

> guanidinium

Anions: SO4
2− > HPO4

2− > CH3COO−

> citrate > tartrate > F− > Cl− > Br−

> I− > NO3
− > ClO4

− > SCN−

The priority is known as the Hofmeister series
(Table 9.2); the first ions in each series are the
most stabilizing with substituted ammonium ions,
ammonium itself and potassium being more stabilizing
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Table 9.2 Properties of the Hofmeister series of
cations and anions

Stabilizing ions ↔ Destabilizing ions
Strongly hydrated anions ↔ Strongly hydrated

cations
Weakly hydrated cations ↔ Weakly hydrated anions
Kosmotropic ↔ Chaotropic
Increase surface tension ↔ No effect on surface

tension
Decrease solubility of

non-polar side-chains
↔ Increase solubility of

non-polar side-chains
Salting out ↔ Salting in

than calcium or guanidinium, for example. Similarly
for anions of the Hofmeister series sulfate, phosphate
and acetate are more stabilizing than perchlorate or
thiocyanate.

At the heart of this series is the effect of ions
on the ordered structure of water. Ordered structure
in water is perturbed by ions since they disrupt nat-
ural hydrogen-bond networks. The result is that the
addition of ions has a similar effect to increasing tem-
perature or pressure. Ions with the greatest disruptive
effect are known as structure-breakers or chaotropes.
In contrast, ions exhibiting strong interactions with
water molecules are called kosmotropes. It is immedi-
ately apparent that molecules such as guanidinium thio-
cyanate are extremely potent chaotropes whilst ammo-
nium sulfate is a stabilizing molecule or kosmotrope.
Na+ and Cl− are frequently viewed as the ‘border zone’
having neutral effects on proteins.

Ammonium sulfate is commonly used to selectively
precipitate proteins since it is very soluble in water
thereby allowing high concentrations (>4 M). Under
these conditions harmful effects on proteins such as
irreversible denaturation are absent and NH4

+ and
SO4

2− are both at the favourable, non-denaturing,
end of the Hofmeister series. The mechanism of
‘salting out’ proteins resides in the disruption of
water structure by added ions that lead to decreases
in the solubility of non-polar molecules. By using
ammonium sulfate it is possible to quantitatively
precipitate one protein from a mixture. The remaining

proteins are left in solution and such methods are
widely used to purify soluble proteins from crude
cell extracts.

Chromatography
Chromatographic methods form the core of most
purification protocols and have a number of common
features. First, the protein of interest is dissolved in a
mobile phase normally an aqueous buffered solution.
This solution is often derived from a cell extract
and may be used directly in the chromatographic
separation. The mobile phase is passed over a resin
(called the immobile phase) that selectively absorbs
components in a process that depends on the type of
functional group and the physical properties associated
with a protein. These properties include charge,
molecular mass, hydrophobicity and ligand affinity.
The choice of the immobile phase depends strongly
on the properties of the protein exploited during
purification.

The general principle of chromatography involves
a column containing the resin into which buffer
is pumped to equilibrate the resin prior to sample
application. The sample is applied to the column
and separation relies on interactions between protein
and the functional groups of the resin. Interaction
slows the progress of one or more proteins through
the column whilst other proteins flow unhindered
through the column. As a result of their faster progress
through the column these proteins are separated
from the remaining protein (Figure 9.13). In some
instances protein mixtures vary in their interaction with
functional groups; a strong interaction results in slow
progress through the column, a weak interaction leads
to faster rates of progress whilst no interaction results
in unimpeded flow through the resin.

Pioneering research into the principles of chro-
matography performed by A.J.P. Martin and R.L.M.
Synge in the 1940s developed the concept of theoretical
plates in chromatography. In part this theory explains
migration rates and shapes of eluted zones and views
the chromatographic column as a series of continu-
ous, discrete, narrow layers known as theoretical plates.
Within each plate equilibration of the solute (protein)
between the mobile and stationary (immobile) phases
occurs with the solute and solvent moving through the
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Figure 9.13 An ‘ideal’ separation of a mixture of proteins. The peaks representing different components are
separated with baseline resolution. A less than ideal separation will result in peak overlap

column in a stepwise manner from ‘plate’ to ‘plate’.
The resolution of a column will increase as the theo-
retical plate number increases. Practically, there are a
number of ways to increase the theoretical plate size,
and these include making the column longer or decreas-
ing the size of the beads packing the column. The value
of increasing resolution is that two similarly migrating
solutes may be separated with reasonable efficiency.

Today, sophisticated equipment is available to
separate proteins. This equipment, controlled via a
computer, includes pumps that allow flow rates to be
automatically adjusted over a wide range from perhaps
as low as 10 µl min−1 to 100 ml min−1. In addition,
complex gradients of solutions can be constructed
by controlling the output from more than one pump,
and under some circumstances these gradients vastly
improve chromatographic separations. The addition of
the sample to the top of the column is controlled via
a system of valves whilst material flowing out of the
column (eluate) is detected usually via fluorescence- or
absorbance-based detectors (Figure 9.14).

A major advance has been the development of
resins that withstand high pressures (sometimes in

excess of 50 MPa) generated using automated or
high pressure liquid chromatography (HPLC) systems
(Figure 9.15). Higher pressures are advantageous in
allowing higher flow rates and decreased separation
times. Previously, manual chromatographic methods
relied on the flow of solution through the column under
the influence of gravity and resulted in separations
taking several days. Today it is possible to routinely
perform chromatographic separations with high levels
of resolution in less than 10 min.

Modern chromatographic systems contain many of
the components shown schematically in Figure 9.14.
Two or more pumps drive buffer onto columns at con-
trolled rates usually in a range from 0.01–10 ml min−1.
The pumps are linked to the column via chemically
resistant tubing that conveys buffers to the column.
Between the pump and the column is a ‘mixer’ that
adjusts the precise volumes dispensed from the pumps
to allow the desired buffer composition. This is par-
ticularly important in establishing buffer gradients of
ionic strength or pH. Buffer of defined composition
is pumped through a series of motorized valves that
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Figure 9.14 Schematic representation of chromatographic systems indicating flow of mobile phase and sample
together with the flow of information between all devices and a computer workstation

Figure 9.15 A modern automated chromatography
system embodying the flow scheme of Figure 9.14.
(Reproduced courtesy of Amersham Biosciences)

allow addition of sample to the column or its diver-
sion to a waste outlet. The column itself is made of
precision-bored glass, stainless steel or titanium and
contains chromatographic resin.

Elution of material from the column leads to a detec-
tion system that usually measures absorbance based
around the near UV region at 280 nm for proteins.
Frequently, detection systems will also measure pH
and ionic strength of the material eluting from the col-
umn. The detection system is interfaced with a fraction
collector that allows samples of precise volume to be
collected and peak selection on the basis of rates of
change of absorbance with time. In any system all of
the components are controlled via a central computer
and the user inputs desired parameters such as flow
rate, fraction volume size, wavelength for detection,
run duration, etc.

Ion exchange chromatography

Ion exchange chromatography separates proteins on the
basis of overall charge and depends on the relative
numbers of charged side chains. Simple calculations
of the number of charge groups allow an estimation
of the isoelectric point and an assessment of the
charge at pH 7.0. Anionic proteins have a pI < 7.0
whilst cationic proteins have isoelectric points >7.0.
In ion exchange chromatography anionic proteins bind
to cationic groups of the resin in the process of
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anion exchange chromatography. Similarly, positively
charged proteins bind to anionic groups within a
supporting matrix in cation exchange chromatography.

The first ion exchangers developed for use with
biological material were based on a supporting matrix
of cellulose. Although hydrophilic and non-denaturing
cellulose was hindered by its low binding capacity
for proteins due to the small number of functional
groups attached to the matrix, biodegradation and
poor flow properties. More robust resins were required
and the next generation were based around cross-
linked dextrans, cross-linked agarose, or cross-linked
acrylamide in the form of small, bead-like, particles.
These resins offered significant improvements in terms
of pH stability, flow rates and binding capacity.
The latest resins are based around extremely small
homogeneous beads of average diameter <10 µm
containing hydrophilic polymers. One implementation
of this technology involves polystyrene cross-linked
with divinylbenzene producing resins resistant to
biodegradation, usable over wide pH ranges (from
1–14) and tolerating high pressures (>10 MPa).

For cation exchange chromatography the common
functional groups (Figure 9.16) involve weak acidic
groups such as carboxymethyl or a strong acidic
group such as sulfopropyl or methyl sulfonate. Sim-
ilarly for anion exchange, the functional groups are
diethylaminoethyl and the stronger exchange group of
diethyl-(2-hydroxypropyl)amino ethyl. The binding of
proteins to either anion or cation exchange resins will
depend critically on pH and ionic strength. The pH of
the solution remains important since it influences the
overall charge on a protein. Fairly obviously, it is not

sensible to perform ion exchange chromatography at a
pH close to the isoelectric point of a protein. At this
pH the protein is uncharged and will not stick to any
ion exchange resin.

In ion exchange chromatography samples are
applied to columns at low ionic strengths (normally
I < 0.05 M) to maximize interactions between protein
and matrix. The column is then washed with fur-
ther solutions of constant pH and low ionic strength
to remove proteins lacking any affinity for the resin.
However, during any purification protocol many pro-
teins are present in a sample and exhibit a range of
interactions with ion exchange resins. This includes
proteins that bind very tightly as well as those with
varying degrees of affinity for the resin. These proteins
are separated by slowly increasing the ionic strength
of the solution. Today’s sophisticated chromatography
systems establish gradients where the ionic strength is
increased from low to high levels with the ions com-
peting with the protein for binding sites on the resin.
As a result of competition proteins are displaced from
the top of the column and forced to migrate down-
wards through the column. Repetition of this process
occurs continuously along the column with the result
that weakly bound proteins are eluted. Eventually at
high ionic strengths even tightly bound proteins are
displaced from the resin and the cumulative effect is
the separation of proteins according to charge. Collect-
ing proteins at regular intervals with a fraction collector
and recording their absorbance or fluorescence estab-
lishes an elution profile and assists in locating the
protein of interest.
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Figure 9.16 The common functional groups found in ion exchange resins. The terms strong and weak exchangers
refer to the extent of ionization with pH. Strong ion exchangers such as QAE and SP are completely dissociated over
a very wide pH range whereas with the weak exchangers (DEAE and CM) the degree of ionization varies and this is
reflected in their binding properties
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Size exclusion or gel filtration chromatography

Size exclusion separates proteins according to their
molecular size. The principle of the method relies
on separation by the flow of solute and solvent over
beads containing a series of pores. These pores are of
constant size and are formed by covalent cross-linking
of polymers. High levels of cross-linking lead to a
small pore size. In a mixture of proteins of different
molecular mass some will be small enough to enter
the pores and as a result their rate of diffusion through
the column is slowed. Larger proteins will rarely enter
these regions with the result that progress through the
resin is effectively unimpeded. Very large proteins will
elute in the ‘void volume’ and all proteins that fail
to show an interaction with the pores will elute in
this void volume irrespective of their molecular size.
Migration rates through the column reflect the extent
of interaction with the pores; small proteins spend a
considerable amount of time in the solvent volume
retained within pores and elute more slowly than those
proteins showing marginal interactions with the beads.

It is clear that this process represents an effective way
of discriminating between proteins of different sizes
(Figure 9.17).

In an ideal situation there is a linear relationship
between the elution volume and the logarithm of the
molecular mass (Figure 9.18). This means that if a
size exclusion column is calibrated using proteins of
known mass then the mass of an unknown protein can
be deduced from its elution position. A reasonably
accurate estimation of mass can be obtained if the
unknown protein is of similar shape to the standard
set. This occurs because the process of size exclusion
or gel filtration is sensitive to the average volume
occupied by the protein in solution. This volume
is often represented by a term called the Stokes
radius of the protein and this parameter is very
sensitive to overall shape. So, for example, elongated
molecules such as fibrous proteins show anomalous
rates of migration. A rigorous description of size
exclusion chromatography would view the separation
as based on differences in hydrodynamic radius. Today,
size exclusion chromatography is rarely used as an

Figure 9.17 The principle of gel filtration showing separation of three proteins of different mass at the beginning,
middle and end of the process. Resins are produced by cross linking agarose, acrylamide and dextran polymers
to form different molecular size ranges from 100–10 000 (peptide–small proteins), 3000–70 000 (small proteins),
104 –105 (larger proteins, probably multi-subunit proteins), and 105 –107 (macromolecular assemblies such as large
protein complexes, viruses, etc
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Figure 9.18 Estimation of molecular mass using
size exclusion chromatography. The volume (or time)
necessary to achieve elution from a column is plotted
against the logarithm of molecular weight to yield a
straight line that deviates at extreme (low and high)
molecular weight ranges. These extremes correspond
to the total volume of the column (Vt) and the void
volume respectively (Vo)

analytical technique to estimate subunit molecular mass
but it is frequently used as a preparative method to
eliminate impurities from proteins. One common use is
to remove salt from a sample of protein or to exchange
the protein from one buffer to another.

Hydrophobic interaction chromatography

Hydrophobic interaction chromatography (HIC) is
based on interactions between non-polar side chains
and hydrophobic resins. At first glance it is not obvi-
ous how HIC is useful for separating and purify-
ing proteins. In globular proteins the folded states
are associated with buried hydrophobic residues well
away from the surrounding aqueous solvent. How-
ever, close inspection of some protein structures
reveals that a fraction of hydrophobic side chains
remain accessible to solvent at the surface of folded
molecules. In some cases these residues produce a
distinct hydrophobic patch whose composition and
size varies from one protein to another and leads to
large differences in surface hydrophobicity. HIC sep-
arates proteins according to these differences. As a

technique it exploits interactions between hydropho-
bic patches on proteins and hydrophobic groups
covalently attached to an inert matrix. The most
popular resins are cross-linked agarose polymers con-
taining butyl, octyl or phenyl (hydrophobic) func-
tional groups.

The hydrophobic interaction depends on solution
ionic strength as well as chaotropic anions/cations. As
a result HIC is usually performed under conditions
of high ionic strength in solutions containing 1 M

ammonium sulfate or 2 M NaCl. High ionic strength
increases interactions between hydrophobic ligand and
protein with the origin of this increased interaction
arising from decreased protein solvation as a result of
the large numbers of ions each requiring a hydration
shell. The net result is that hydrophobic surfaces
interact strongly as ions ‘unmask’ these regions
on proteins.

Samples are applied to columns containing resin
equilibrated in a solution of high ionic strength and
proteins containing hydrophobic patches stick to the
resin whilst those lacking hydrophobic interactions
are not retained by the column. Elution is achieved
by decreasing favourable interactions by lowering
the salt concentration via a gradient or a sudden
‘step’. Proteins with different hydrophobicity are
separated during elution with the most hydrophobic
protein retained longest on the column. However, the
prediction of the magnitude of surface hydrophobicity
on proteins remains difficult and the technique tends
to be performed in an empirical manner where a
variety of resins are tried for a particular purification
protocol. One advantage of HIC is the relatively
mild conditions that preserve folded structure and
activity.

Reverse phase chromatography

A second chromatographic method that exploits
hydrophobicity is reverse phase chromatography (RPC)
although the harsher conditions employed in this
method can lead to denaturation. The basis of RPC is
the hydrophobic interaction between proteins/peptides
and a stationary phase containing alkyl or aromatic
hydrocarbon ligands immobilized on inert supports.
The original support polymer for reverse phase
methods was silica to which hydrophobic ligands were
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linked. Although still widely used as a base matrix it
has a disadvantage of instability at alkaline pH and this
restricts its suitability in biological studies. As a result,
synthetic organic polymers based on polystyrene beads
have proved popular and show excellent chemical
stability over a wide range of conditions.

The separation mechanism in RPC depends on
hydrophobic binding interactions between the solute
molecule (protein or peptide) in the mobile phase and
the immobilized hydrophobic ligand (stationary phase).
The initial mobile phase conditions used to promote
binding in RPC are aqueous solutions and lead to a
high degree of organized water structure surrounding
protein and immobilized ligand. The protein binds
to the hydrophobic ligand leading to a reduction in
exposure of hydrophobic surface area to solvent. The
loss of organized water structure is accompanied by
a favourable increase in system entropy that drives
the overall process. Proteins partition between the
mobile and stationary phases in a process similar
to that observed by an organic chemist separating
iodine between water and methanol. The distribution
of the protein between each phase reflects the binding
properties of the medium, the hydrophobicity of the
protein and the overall composition of the mobile
phase. Initial experimental conditions are designed to
favour adsorption of the protein from the mobile phase
to the stationary phase. Subsequently, the mobile phase
composition is modified by decreasing its polarity
to favour the reverse process of desorption leading
to the protein partitioning preferentially back into
the mobile phase. Elution of the protein or peptide
occurs through the use of gradients that increase the
hydrophobicity of the mobile phase normally through
the addition of an organic modifier. This is achieved
through the addition of increasing amounts of non-polar
solvents such as acetonitrile, methanol, or isopropanol.
At the beginning a protein sample is applied to a
column in 5 percent acetonitrile, 95 percent water,
and this is slowly changed throughout the elution
stage to yield at the end of the process a solution
containing, for example, 80 percent acetonitrile/20
percent water.

For both silica and polystyrene beads the hydropho-
bic ligands are similar and involve linear hydrocarbon
chains (n-alkyl groups) with chain lengths of C2, C4,

O
Si

CH2

CH3

CH3

CH3
O

Si
(CH2)7

CH3

CH3

CH3

O
Si

(CH2)17

CH3

CH3

CH3

Figure 9.19 The hydrophobic C2, C8 and C18 ligands
widely used in RPC

C8 and C18 (Figure 9.19). C18 is the most hydropho-
bic ligand and is used for small peptide purification
whilst the C2/C4 ligands are more suitable for pro-
teins. Although proteins have been successfully puri-
fied using RPC the running conditions often lead to
denaturation and reverse phase methods are more valu-
able for purifying short peptides arising from chemical
synthesis or enzymatic digestion of larger proteins (see
Chapter 6).

Affinity chromatography

An important characteristic of some proteins is their
ability to bind ligands tightly but non-covalently. This
property is exploited as a method of purification with
the general principle involving covalently attachment
of the ligand to a matrix. When mobile phase is
passed through a column containing this group proteins
showing high affinity for the ligand are bound and their
rate of progress through the column is decreased. Most
proteins will not show affinity for the ligand and flow
straight through the column. This protocol therefore
offers a particularly selective route of purification
and affinity chromatography has the great advantage
of exploiting biochemical properties of proteins, as
opposed to a physical property.

Affinity chromatography relies on the interaction
between protein and immobilized ligand. Binding
must be sufficiently specific to discriminate between
proteins but if binding is extremely tight (high
affinity) it can leads to problems in recovering
the protein from the column. Most methods of
recovery involve competing for the binding site on
the protein. Consequently, a common method of
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elution is to add exogenous or free ligand to compete
with covalently linked ligand for the binding site of
the protein. A second method is to change solution
conditions sufficiently to discourage protein–ligand
binding. Under these conditions the protein no longer
shows high affinity for the ligand and is eluted. The
last method must of course not use conditions that
promote denaturation of the protein, and frequently it
involves only moderate changes in solution pH or ionic
strength. Enzymes are particularly suited to this form of
chromatography since co-factors such as NAD, NADP,
and ADP are clear candidate ligands for use in affinity
chromatography.

One limitation in the development of affinity
chromatography is that methods must exist to link
the ligand covalently to the matrix. This modification
must not destroy its affinity for the protein and must
be reasonably stable i.e not broken under moderate
temperature, pH and solution conditions used during
chromatography. Recently, a great expansion in the
number and type of affinity based chromatographic
separations has occurred due to the development of
expression systems producing proteins with histidine
tags or fused to other protein such as glutathione-
S-transferase or maltose binding protein (Table 9.3).
Histidine tags can be located at either the N- or
C-terminal regions of a protein and bind to metal
chelate columns containing the ligand imidoacetic
acid. Similarly glutathione-S-transferase is a protein
that binds the ligand glutathione which itself can be
covalently linked to agarose based resins.

Dialysis and ultrafiltration

The basis of dialysis and ultrafiltration is the pres-
ence of a semipermeable membrane that allows the
flux of small (low molecular weight) compounds
at the same time preventing the diffusion of larger
molecules such as proteins. Both methods are com-
monly used in the purification of proteins and in the
case of ultrafiltration particularly in the concentration
of proteins.

Dialysis is commonly used to remove low molecular
weight contaminants or to exchange buffer in a solution
containing protein. A solution of protein is placed
in dialysis tubing that is sealed at both ends and

added to a much larger volume of buffer (Figure 9.20).
Low molecular weight contaminants diffuse across
the membrane whilst larger proteins remain trapped.
Similarly, the buffers inside and outside the dialysis
tubing will exchange by diffusion until equilibrium is
reached between the compartments. This equilibrium
is governed by the Donnan effect, which maintains
electrical neutrality on either side of the membrane.
For polyvalent ions such as proteins this means that
ions of the opposite charge will remain in contact with
protein and the solution ionic strength will not fall to
exactly that in the bulk solution. For dilute solutions of
protein coupled with higher exterior ion concentrations
the Donnan effect becomes negligible but for high
concentrations of protein or low ionic strength buffers
it remains a significant effect on the colligative
properties of ions. Despite this complication, buffer
inside the dialysis tubing is gradually replaced by
the solution found in the larger exterior volume. By
replacing the exterior volume of buffer at regular
intervals the process rapidly achieves the removal of
low molecular weight contaminants or the exchange
of solvent.

Ultrafiltration is used to concentrate solutions of
proteins by the application of pressure to a sealed
vessel whose only outlet is via a semipermeable mem-
brane (Figure 9.20). The molecular weight limit for
the semipermeable membrane can be closely con-
trolled. Solvent and low molecular weight molecules
pass through the membrane whilst larger molecules
remain inside the vessel. As solvent is forced
across the membrane proteins inside the ultrafiltra-
tion cell are progressively concentrated. Frequently,
ultrafiltration is used to concentrate a protein dur-
ing the final stages of purification when it may be
required at high concentrations; in crystallization trials
for example.

Polyacrylamide gel electrophoresis
The most common method of analysing the purity
of an isolated protein is to use polyacrylamide gel
electrophoresis (PAGE) in the presence of the detergent
sodium dodecyl sulfate (SDS) and a reductant of
disulfide bridges such as β-mercaptoethanol. The
technique has the additional advantage of allowing the
monomeric (subunit) molecular mass to be determined
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Table 9.3 Ligands used for affinity chromatography together with the natural co-factor/substrate and the
proteins/enzymes purified by these methods

Aim of affinity reaction Ligand/natural substrate Example

To bind nucleotide

binding domains

Natural ligands are NADP or NAD. Most

affinity-based methods covalently bind either

ADP or AMP to resins and this is sufficient

to bind the nucleotide binding domain

Dehydrogenases bind NAD or NADH

and are frequently purified via this

route

Separation of proteins

based on the ability of

some side chains to

chelate divalent metal

ions

Iminodiacetic acid covalently linked to gel

binds metal ions such as Ni2+ or Zn2+

leaving a partially unoccupied coordination

sphere. Histidine residues are the usual

target but tryptophan and cysteine residues

can also bind

Any recombinant protein containing a

His-tag. Binding occurs via imidazole

nitrogen and protonation destroys

binding and hence is a route towards

elution

Immobilized lectins such

as concanavalin A

Binds α-D-mannose, α-D-glucose and related

sugars via interaction with free OH groups

Separation of glycoproteins particularly

viral glycoproteins and cell surface

antigens

Glutathione binding

proteins

Glutathione is the natural substrate and can be

covalently linked to column

Fusion proteins containing

glutathione-S -transferase

Affinity of monoclonal

and polyclonal IgG for

protein A, protein G

or a fusion protein,

protein A/G

Protein A is a protein of molecular weight

42 000 derived from S. aureus. It consists of

six major regions five of which bind to IgG.

Other affinity columns exploit the use of

protein G – a protein derived from

streptococci. Both proteins exhibit affinity

for the Fc region of immunoglobulins

Separation of IgG subclasses from serum

or cell culture supernatants

Reversible coupling of

proteins containing a

free thiol group

Thiol group immobilized on column matrix.

Forms mixed disulfide with protein

containing free–SH group. Reversed by

addition of excess thiol or other reductant

Cysteine proteinases a family of enzymes

with reactive thiols at their catalytic

centres are purified by these methods

Affinity for

oligonucleotides

Polyadenylic acid linked via N6 amino group

or polyuridylic acid linked to matrix

Purification of viral reverse transcriptases

and mRNA binding proteins

(a) (b)

Figure 9.20 Dialysis (a) and ultrafiltration (b) assemblies used in protein purification
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with reasonable accuracy. SDS–PAGE is widely used
to assess firstly if an isolated protein is devoid
of contaminating proteins and secondly whether the
purified protein has the expected molecular mass. Both
of these parameters are extremely useful during protein
purification.

The principle of SDS–PAGE is the separation of pro-
teins (or their subunits) according to molecular mass
by their movement through a polyacrylamide gel of
closely defined composition under the influence of an
electric field. Looking at the individual components
of this system allows the principles of electrophore-
sis to be illustrated and to emphasize the potential of
this technique to provide accurate estimations of mass,
composition and purity. The gel component is a porous
matrix of cross-linked polyacrylamide. The most com-
mon method of formation involves the reaction between
acrylamide and N , N ′-methylenebisacrylamide (called
‘bis’; Figure 9.21) catalysed by two additional com-
pounds ammonium persulfate (APS) and N ,N ,N ′,N ′-
tetramethylethylenediamine (TEMED). Polyacrylamide
gels form when a dissolved mixture of acrylamide and
the bifunctional ‘bis’ cross-linker polymerizes into long,
covalently linked, chains. The polymerization of acry-
lamide is a free-radical catalysed reaction in which APS
acts as an initiator. Initiation involves generating a per-
sulfate free-radical that activates the quaternary amine
TEMED, which in turns acts as a catalyst for the poly-
merization of acrylamide monomers. The concentration
of acrylamide can be varied to alter ‘resolving power’
and this contributes to the definition of a ‘pore’ size
through which proteins migrate under the influence of
an electric field. A smaller pore size is generated by
high concentrations of acrylamide with the result that
only small proteins migrate effectively. This action of
the gel is therefore similar to size exclusion chromatog-
raphy where there is an effective filtration or molecular
sieving process by pores.

The mobility of a protein through polyacrylamide
gels is determined by a combination of overall charge,
molecular shape and molecular weight. Native PAGE
(performed in the absence of SDS) yields the mass
of native proteins and is subject to deviations caused
by non-spherical shape and residual charge as well
as interactions between subunits. The technique is
less widely used than SDS–PAGE. In the presence
of SDS the parameters of shape and charge become
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Figure 9.21 The structure of acrylamide and
bisacrylamide

unimportant and separation is achieved solely on the
basis of protein molecular weight. The underlying
reason for this observation is that SDS binds to
almost all proteins destroying native conformation
(Figure 9.22). SDS causes proteins to unfold, forming
rod-like protein micelles that migrate through gels.
Since almost all proteins form this rod-like unfolded
structure with an excess of negative charge due to
the bound SDS the effect of shape and charge is
eliminated. SDS binds to proteins at a relatively
constant ratio of 1.4 g detergent/g protein leading in a
protein of molecular weight 10 000 (i.e ∼100 residues)
to approximately one SDS molecule for every two
amino acid residues.

A consequence of detergent binding is to coat all
proteins with negative charge and to eliminate the
charge found on the native protein. As a result of
SDS binding all proteins become highly negatively
charged, adopt an extended rod-like conformation and
migrate towards the anode under the influence of an
electric field.

A protein mixture is applied to the top of a gel and
migrates through the matrix as a result of the elec-
tric field with ‘lighter’ components migrating faster
than ‘heavier’ components. Over time the component

CH3 O SO3
− Na+

Figure 9.22 Sodium dodecyl sulfate, also called
sodium lauryl sulfate, has the structure of a long
acyl chain containing a charged sulfate group; it is an
extremely potent denaturant of proteins
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proteins are separated and the resolving power of the
techniques is sufficiently high that heterogeneous mix-
tures of proteins can be separated and distinguished
from each other. In practice most gels contain two
components – a short ‘focusing’ gel containing a low
percentage of acrylamide (<5 percent) that assists in
the ordering and entry of polypeptides into a longer
‘resolving’ gel (Figure 9.23). The above discussion has
assumed a constant acrylamide concentration through-
out the gel but it is now possible to ‘tailor’ gel per-
formance by varying the concentration of acrylamide.
This creates a gradient gel where acrylamide concentra-
tions vary linearly, for example, from 10 to 15 percent.
The effect of this gradient is to enhance the resolving
power of the gel over a narrower molecular weight
range. Although an initial investigation is usually per-
formed with gels containing a constant acrylamide con-
centration (say 15 percent) increased resolution can be
obtained by using gradient gels. The range of gradient
usually depends on the mass of the polypeptides under
investigation.

The migration of proteins through a gel will depend
on the voltage/current conditions used as well as
the temperature and it is most common to compare

the mobility of an unknown protein or mixture of
proteins with pure components of known molecular
mass. For example, in Figure 9.24 the migration
of proteins in an extract derived from recombinant
E. coli is compared to the mobility of standard
proteins whose molecular masses are known and
range from 6 kDa to 200 kDa. The fractionation of
the protein of interest can be followed clearly at
each stage.

A large number of proteins ranging in mass from
less than 10 kDa to greater than 100 kDa are seen in
the starting material. Progressive purification removes
many of these proteins and allows bands of similar
monomeric mass to be identified.

After separation the gel is colourless but profiles
such as those of Figure 9.24 result from gel stain-
ing that locates the position of each protein band.
A number of different stains exist but the two most
common dyes are Coomassie Brilliant Blue R250
(see Chapter 3) and silver nitrate. For routine use
Coomassie blue staining is preferable and has a detec-
tion limit of approximately 100 ng protein. Coomassie
Brilliant Blue reacts non-covalently with all proteins
and the success of the staining procedure relies on

Figure 9.23 A conventional polyacrylamide gel. A top ‘stacking’ gel containing a lower concentration of acrylamide
facilitates entry of SDS-coated polypeptides into the ‘resolving’ gel where the bands separate according to molecular
mass. Separation is shown by the different migration of bands (shown in red) within the gel
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Figure 9.24 A ‘real’ gel showing the fractionation
of a foreign protein expressed originally as a fusion
protein from E. coli cell lysates. The gel was stained
using Coomassie blue. From left to right the protein
undergoes progressive purification to eventually yield
a pure protein. The cell lysates are shown in lanes 1
and 2, lanes 3 and 4 show the non bound material
from application to a glutathione affinity column
whilst lane 5 represents the bound material eluted
from this column. Lane 6 represents the protein
released from the GST fusion by limited proteolysis
whilst lane 7 shows the result of further purification
by anion exchange chromatography. Lane 8 shows
molecular weight markers over a range of 200–6 kDa
(reproduced with permission from Chaddock, J.A. et al.
Protein Expression and Purification. 2002, 25, 219–228.
Academic Press)

‘fixing’ by precipitation the migrated proteins with
acetic acid followed by removal of excess dye using
methanol–water mixtures. Silver nitrate has the advan-
tage of increased sensitivity with a detection limit
of ∼1 ng of protein. The molecular basis for silver
staining remains less than clear but involves adding
silver nitrate solutions to the gel previously washed
under mildly acidic conditions. Today, purpose-built
machines have automated the running and staining of
gels (Figure 9.25).

Figure 9.25 An automated electrophoresis system.
The left-hand compartment performs electrophoretic
separation of proteins on thin, uniformly made, gels
whilst the second compartment performs the staining
reaction to visualize protein components. The gels are
run horizontally. (Reproduced courtesy of Amersham
Biosciences)

Further use of polyacrylamide gels in studying
proteins occurs in the techniques of Western blotting
and two-dimensional (2D) electrophoresis. In the first
area SDS–PAGE is combined with ‘blotting’ tech-
niques to allow bands to be identified via further assays.
These procedures involve enzyme-linked immunosor-
bent assays (ELISA), in which antibody binding is
linked to a second reaction involving an enzyme-
catalysed colour change. Since the reaction will only
occur if a specific antigen is detected this process
is highly specific. This combination of techniques is
called Western blotting (Figure 9.26). Western blot-
ting was given its name as a pun on the technique
Southern blotting, pioneered by E.M. Southern, where
DNA is transferred from an agarose gel and immobi-
lized on nitrocellulose matrices. In Western blotting the
protein is eluted/transferred from SDS–polyacrylamide
gels either by capillary action or by electroelution.
Electroelution results in the movement of all of the
separated proteins out of the gel and onto a sec-
ond supporting media such as polyvinylidene diflu-
oride (PVDF) or nitrocellulose. Immobilized on this
second supporting matrix the proteins undergo further
reactions that assist with identification (Figure 9.27).
A common technique reacts the eluted protein with
previously raised antibodies. Since antibodies will only
bind to a specific antigen this reaction immediately
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Figure 9.26 Western blotting and identification of a protein via cross reaction with a specific antibody. In the
example above a single protein in sample wells 2 and 3 is identified

Figure 9.27 An antibody raised against the protein of interest is used to locate the polypeptide on the PVDF
membrane. This membrane is essentially a replica of the polyacrylamide gel. A second antibody containing covalently
bound horseradish peroxidase reacts with the first or primary antibody and in the presence of a chromogenic
substrate (3,3′,5,5′-tetramethylbenzidine and hydrogen peroxide) causes a reaction that identifies the location of
the polypeptide via the production of a coloured band. Care has to be taken to avoid non-specific binding, but to
a first approximation the intensity of colour indicates the quantity of antigenic polypeptide as well as its location
on the support. Since this matrix is a replica of the original SDS–polyacrylamide gel staining of the gel will enable
identification of this band within a complex mixture of polypeptides as a result of the specific antigen–antibody
reaction
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identifies the protein of interest. However, by itself
the reaction does not lead to any easily detectable
signal on the supporting matrix. To overcome this
deficiency the antibody reaction is usually carried
out with a second antibody cross-reacting to the ini-
tial antibody and coupled to an enzyme. Two com-
mon enzymes linked to antibodies in this fashion
are horseradish peroxidase (HRP) and alkaline phos-
phatase. These enzymes were chosen because the addi-
tion of substrates (benzidine derivatives and hydro-
gen peroxide for HRP together with 5-bromo-4-chloro-
3-indoyl phosphate or 4-chloro-1-naphthol substrates
with alkaline phosphatase) leads to an insoluble prod-
uct and a colour reaction that is detected visually. The
appearance of a colour on the nitrocellulose support
allows the position of the antibody–antigen complex
to be identified and to be correlated with the result of
SDS–PAGE.

An alternative procedure to the reaction with anti-
bodies is to identify proteins absorbed irreversibly to
a nitrocellulose sheet using radioisotope-labelled anti-
bodies. Iodine-125 is commonly used to label anti-
bodies and the protein is identified from the exposure
of photosensitive film. Together these two techniques
allow a protein to be detected on the basis of molec-
ular mass (SDS–PAGE) and also native conformation
(Western blotting) at very low levels. These techniques
are now the basis for many clinical diagnostic tests.

A second route of analysis involves spreading
protein separation into a second dimension. This
technique is called two-dimensional gel electrophoresis
and separates proteins according to their isoelectric
points in the first dimension followed by a second
separation based on subunit molecular mass using
SDS–PAGE.

The bioinformatics revolution currently underway
in protein biochemistry is providing ever-increasing
amounts of sequence data that requires analysis at
the molecular level. The area of genomics has led
naturally to proteomics – the wish to characterize
proteins expressed by the genome. This involves
analysis of the structure and function of all proteins
within a single organism, including not only individual
properties but also their collective properties through
interactions with physiological partners. Proteomics
requires a rapid way of identifying many proteins
within a cell, and in this context 2D electrophoresis

Figure 9.28 Separation of proteins using 2D elec-
trophoresis. The proteins separate according to isoelec-
tric point in dimension 1 and according to molecular
mass in dimension 2. Often the proteins are labelled
via the incorporation of radioisotopes and exposure to
a sensitive photographic film allows identification of
each ‘spot’

is advancing as a powerful method for analysis of
complex protein mixtures (Figure 9.28). This technique
sorts proteins according to two independent properties.
The first-dimension relies on isoelectric focusing (IEF)
and centres around the creation of a pH gradient under
the influence of an electric field. A protein will move
through this pH gradient until it reaches a point where
its net charge is zero. This is the pI of that protein
and the protein will not migrate further towards either
electrode. The separation of protein mixtures by IEF is
usually performed with gel ‘strips’ which are layered
onto a second SDS gel to perform the 2D step. The
result is a 2D array where each ‘spot’ should represent
a single protein species in the sample. Using this
approach thousands of different proteins within a cell or
tissue can be separated and relevant information such as
isoelectric point (pI ), subunit or monomeric mass and
the amount of protein present in cells can be derived.

Although the value of 2D electrophoresis as an
analytical technique was recognized as long ago as
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1975 it is only in the last 10 years that technical
improvements allied to advances in computers have
seen this approach reach the forefront of research. The
observation of a single spot on 2D gels is sufficient to
allow more detailed analysis by eluting or transferring
the ‘spot’ and subjecting it to microsequencing methods
based on the Edman degradation, amino acid analysis
or even mass spectrometry. Computers and software
are now available that allow digital evaluations of
the complex 2D profile and electrophoresis results
can be readily compared between different organisms.
One obvious advantage of these techniques is their
ability to detect post-translational modifications of
proteins. Such modifications are not readily apparent
from protein sequence analysis and are not easily
predicted from genome analysis. 2D electrophoresis is
also permitting differential cell expression of proteins
to be investigated, and in some cases the identification
of disease markers from abnormal profiles.

Mass spectrometry
Mass spectrometry has become a valuable tool in
studying covalent structure of proteins. This has
arisen because mass determination methods have
become more accurate with the introduction of new
techniques such as matrix assisted laser desorption
time of flight (MALDI-TOF) and electrospray methods.
This allows accurate mass determination for primary
sequences as well as the detection of post-translational
modifications, the analysis of protein purity and where
appropriate the detection of single residue mutations in
genetically engineered proteins.

In mass spectrometry the fundamental observed
parameter is the mass to charge ratio (m/z) of gas
phase ions. Although this technique has its origins in
studies originally performed by J.J. Thomson at the
beginning of the 20th century, over the last 20 years
the technique has advanced rapidly and specifically
in the area of biological analysis. The technique is
important to protein characterization, as demonstrated
by the award of the Nobel prize for Chemistry in 2002
to two pioneers of this technique, John Fenn and Koichi
Tanaka, for the development of methods permitting
analysis of structure and identification of biological
macromolecules and for the development of ‘soft’
desorption–ionization methods in mass spectrometry.

All mass spectrometers consist of three basic com-
ponents: an ion source, a mass analyser and a detec-
tor. Ions are produced from samples generating charged
states that the mass analyser separates according to their
mass/charge ratio whilst a detector produces quantifiable
signals. Early mass spectrometry studies utilized elec-
tron impact or chemical ionization methods to generate
ions and with the extreme conditions employed this fre-
quently led to the fragmentation of large molecules into
smaller ions (Table 9.4). Improvements in biochemical
mass spectrometry arise from the development of ‘soft’
ionization methods that generate molecular ions without
fragmentation (Table 9.4). In particular, two methods of
soft ionization are widely used in studies of proteins
and these are matrix-assisted laser desorption ionization
(MALDI) and electrospray ionization (ESI).

An initial step in all mass spectrometry measure-
ments is the introduction of the sample into a vacuum

Table 9.4 The various mass spectrometry methods have different applications

Ionization method Analyte Upper limit for
mass range (kDa)

Electron impact Volatile ∼1
Chemical ionization Volatile ∼1
Electrospray ionization Peptides and proteins ∼200
Fast atom bombardment Peptides, small proteins ∼10
Matrix assisted laser desorption Peptides or proteins ∼500

ionization (MALDI)
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Figure 9.29 Structure of sinapinic acid used as
matrix in MALDI methods of ionization. Sinapinic acid
(3,5-dimethoxy-4-hydroxycinnamic acid) is the matrix
of choice for protein of Mr > 10 000, whilst for smaller
proteins α-cyano 4-hydroxycinnamic acid is frequently
preferred as a matrix

and the formation of a gas phase. Since proteins are
not usually volatile it was thought that mass spectrom-
etry would not prove useful in this context. Although
early studies succeeded in making volatile derivatives
by modifying polar groups the biggest advance has
arisen through the use of alternative strategies. One of
the most important of these is the MALDI-TOF method
where the introduction of a matrix assists in the forma-
tion of gas phase protein ions (Figure 9.29). A common
matrix is sinapinic acid (Mr 224) where the protein
(analyte) is dissolved in the matrix at a typical molar
ratio of ∼1:1000. The protein is frequently present at a
concentration of 1–10 µM. This mixture is dried on
a probe and introduced into the mass spectrometer.
The next stage involves the use of a laser beam to
initiate desorption and ionization and in this area the
matrix prevents degradation of the protein by absorbing
energy. The matrix also assists the irradiated sample to
vaporize by forming a rapidly expanding matrix plume
that aids transfer of the protein ions into the mass
analyser. Most commercially available mass spectrom-
eters coupled to MALDI ion sources are ‘time-of-flight’
instruments (TOF-MS) in which the processes of ion
formation, separation and detection occur under a very
stringent high vacuum. The ionization of proteins does
not cause fragmentation of the protein but generates a
series of positively charged ions the most common of
which occurs through the addition of a proton and is
often designated as the (M + H)+ ion. A second ion-
ized species with half the previous m/z ratio denoted as
(M + 2H)2+ is also commonly formed. If Na+ or K+
ions are present in samples then additional molecular

ions can form such as (M + Na)+ and (M + K)+ and
will be observed with characteristic m/z ratios. The
gaseous protein ions formed by laser irradiation are
rapidly accelerated to the same (high) kinetic energy
by the application of an electrostatic field and then
expelled into a field-free region (called the flight tube)
where they physically separate from each other accord-
ing to their m/z ratios. A detector at the end of the flight
tube records the arrival time and intensity of signals as
groups of mass-resolved ions exit the flight tube. Small
molecular ions will exit the flight tube first followed
by proteins with progressively greater m/z ratios. Com-
monly, the matrix ions will be the first ions to reach the
detector followed by low molecular weight impurities.
To estimate the size of each molecular ion samples of
known size are usually measured as part of an internal
calibration. By estimating the TOF for these standard
proteins the TOF and hence the mass for an unknown
protein can be estimated with very high accuracy.

The mass of the intact protein is one of the most
useful attributes in protein identification procedures.
Although SDS–PAGE can yield a reasonably accurate
mass for a protein such measurements are prone to
error. Some proteins run with anomalous mobility on
these gels leading to either over or under estimation
of mass that can range in error from 5 to 25 percent.
As a result, mass spectrometry has been used to
refine estimations of molecular weight by excision
of a protein from 1 or 2D gels. MALDI-TOF is
the mass spectrometry technique of choice for rapid
determination of molecular weights for gel ‘spots’ and
can be performed on samples directly from the gel,
from electroblotting membranes or from the protein
extracted into solution. In fast-atom bombardment
(FAB) a high-energy beam of neutral atoms, typically
Xe or Ar, strikes a solid sample causing desorption
and ionization. It is used for large biological molecules
that are difficult to get into the gas phase. FAB causes
little fragmentation of the protein and usually gives a
large molecular ion peak, making it ideal for molecular
weight determination. A third method of ion generation
is electrospray ionization (ESI) mass spectrometry and
involves a solution of protein molecules suspended in a
volatile solvent that are sprayed at atmospheric pressure
through a narrow channel (a capillary of diameter
∼0.1 mm) whose outlet is maintained within an electric
field operating at voltages of ∼3–4 kV. This field
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causes the liquid to disperse into fine droplets that can
pass down a potential and pressure gradient towards
the mass analyser. Although the exact mechanism
of droplet and ion formation remains unclear further
desolvation occurs to release molecular ions into
the gas-phase. Like the MALDI-TOF procedure the
electrospray method is a ‘soft’ ionization technique
capable of ionizing and transferring large proteins
into the gas-phase for subsequent mass spectrometer
detection. In the previous discussion the mass analyser
has not been described in detail but three principal
designs exist: the magnetic and/or electrostatic sector
mass analyser, the time of flight (TOF) analyser and
the quadrupole analyser. Each analyser has advantages
and disadvantages (Table 9.5).

The principle of using mass spectrometry in protein
sequencing is shown for a 185 kDa protein derived
from SDS–PAGE and digested with a specific protease
(Figure 9.30). One peptide species is ‘selected’ for
collision (m/z 438) and the derived fragments of
this peptide are measured to give the product mass
spectrum. Some of these fragments differ in their
mass by values equivalent to individual amino acids.
The sequence is deduced with the exception that
leucine and isoleucine having identical masses are
not distinguished. This sequence information is used
together with the known specificity of the protease to
create a ‘peptide sequence tag’. Such tag sequences can
then be compared with databases of protein sequences
to identify either the protein itself or related proteins.

Mass spectrometry has very rapidly become an
essential tool for all well-funded protein biochemistry

Table 9.5 Different methods of detection employed
in mass spectrometry

Analyser Features of system

Quadrupole Unit mass resolution, fast
scan, low cost

Sector (magnetic and/or
electrostatic)

High resolution, exact mass

Time-of-flight (TOF) Theoretically, no limitation
for m/z maximum, high
flux systems

laboratories and the range of applications is increasing
steadily as the proteomics revolution continues.

How to purify a protein?
Armed with the knowledge described in preceding
sections it should be possible to attempt the isolation
of any protein with the expectation that a highly
enriched pure sample will be obtained. In practice,
numerous difficulties present themselves and often
render it difficult to achieve this objective. Assuming
a protein is soluble and found either in the cytoplasm
or a subcellular compartment then perhaps the major
problem likely to be encountered in isolation is the
potentially low concentration of some proteins in
tissues. The use of molecular biology avoids this
problem and allows soluble proteins to be over-
expressed in high yields in hosts such as E. coli
(Table 9.6). If cDNA encoding the protein of interest
has been cloned it is logical to start with an expression
system as the source of biological material.

The first step will involve disrupting the host cells
(E. coli ) using either lysozyme or mild sonication
followed by centrifugation to remove heavier compo-
nents such as membranes from the soluble cytoplasmic
fraction which is presumed to contain the protein of
interest. At this stage with the removal of substantial
amounts of protein it may be possible to assay for the
presence of the protein especially if it has an enzymatic
activity that can be readily measured.

Alternatively the protein may have a chromophore
with distinctive absorbance or fluorescence spectra
that can be quantified. However, it is worth noting
that at this stage the protein is just one of many
hundreds of soluble proteins found in E. coli. These
measurements remain important in any purification
because they define the initial concentration of protein.
All subsequent steps are expected to increase the
concentration of protein at the expense of unwanted
proteins. Concurrently, most investigators would also
run SDS–PAGE gels of the initial starting material to
obtain a clearer picture of the number and size range of
proteins present in the cell lysate (Figure 9.31). Again,
successive steps in the purification would be expected
to remove many, if not all, of these proteins leaving
the protein of interest as a single homogeneous band
on a gel.



 

HOW TO PURIFY A PROTEIN? 343

Figure 9.30 Mass spectrometric identification of an unknown protein can be obtained from determining the
sequence of proteolytic fragments and comparing the sequence with available databases (reproduced and adapted
with permission from Rappsilber, J. and Mann, M. Trends Biochem. Sci. 2002, 27, 74–78. Elsevier)

Table 9.6 Example of the purification of an over-expressed enzyme from E. coli

Purification of the enzyme NADH-cytochrome b5 reductase

Purification step Activity (units) Protein
(mg)

Specific activity
(units/mg)

Recovery
(% total)

Enrichment
(over initial level)

Cell supernatant 26 247 320 82 100 1
Ammonium sulfate

precipitation (50 %)
19 340 93 208 74 3

Ammonium sulfate
precipitation (90 %)

18 627 72 259 71 3

Affinity 12 762 10 1276 49 16
Size exclusion 11 211 8 1400 43 17

The enzyme’s activity is measured at all stages along with the total protein concentration. The total protein falls during purification but
the specific activity increases significantly. Activity involved measurement of the rate of oxidation of NADH (Data adapted from Barber,
M. and Quinn, G.B. Prot. Expr. Purif. 1996, 8, 41–47). The enzyme binds NAD and can therefore be purified by affinity chromatography
using agarose containing covalently bound ADP
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Figure 9.31 Progressive purification of a protein
monitored by SDS–PAGE. Analysis was carried out on
12 % acrylamide gels with molecular mass markers
shown in the first lane. The lanes contain from
left to right total extract; polypeptide composition
of supernatant after centrifugation at 14 000 g;
polypeptide composition of pellet fraction after
centrifugation at 14 000 g; material obtained after
elution from an anion-exchange column and finally
material obtained after gel filtration. The final protein
is nearly pure, although a few impurities can still be
seen (reproduced with permission from Karwaski, M.F.
et al. Protein Expression and Purification. 2002, 25,
237–240. Academic Press)

It is rare to achieve purification in one step using a
single technique. More frequently the strategy involves
‘capture’ of the material from a crude lysate or
mixture of proteins followed by one or more steps
designed to enrich the protein of interest followed by
a final ‘polishing’ stage that removes the last traces of
contaminants.

It is not unreasonable to ask which method should
be used first? In the absence of any preliminary
information there are no set rules and the purifica-
tion must be attempted in an empirical fashion by
assaying for protein presence via enzyme activity, bio-
logical function or other biophysical properties at each
step of the purification procedure. However, it is rare
that purifications are attempted without some ancillary

information obtained from other sources. Such infor-
mation should generally be used to guide the procedure
in the direction of a possible purification strategy. So,
for example, if a sequentially homologous protein has
been previously purified using anion exchange chro-
matography and size exclusion to homogeneity it is
almost certain to prove successful again.

Membrane proteins present major difficulties in
isolation. Removing the protein from the lipid bilayer
will invariably lead to a loss of structure and func-
tion whilst attempting many of the isolation procedures
described above with hydrophobic proteins is more dif-
ficult as a result of the conflicting solvent requirements
of such proteins. However, it is by no means impossible
to overcome these difficulties and many hydrophobic
proteins have been purified to homogeneity by com-
bining procedures described in the above sections with
the judicious use of detergents. In many instances
detergents allow hydrophobic proteins to remain in
solution without aggregating and to be amenable to
chromatographic procedures that are applicable to sol-
uble proteins.

Summary

Purification requires the isolation of a protein from
a complex mixture frequently derived from cell
disruption. The aim of a purification strategy is the
isolation of a single protein retaining most, if not
all, biological activity and the absence of contaminat-
ing proteins.

Purification methods have been helped enormously
by the advances in cloning and recombinant DNA
technology that allow protein over-expression in for-
eign host cells. This allows proteins that were diffi-
cult to isolate to be studied where previously this had
been impossible.

Methods of purification rely on the biophysical prop-
erties of proteins with the properties of mass, charge,
hydrophobicity, and hydrodynamic radius being fre-
quently used as the basis of separation techniques.
Chromatographic methods form the most common
group of preparative techniques used in protein
purification.

In all cases chromatography involves the use of
a mobile, usually aqueous, phase that interact with
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an inert support (resin) containing functional groups
that enhance interactions with some proteins. In
ion exchange chromatography the supporting matrix
contains negatively or positively charged groups.
Similar methods allow protein separation on the
basis of hydrodynamic radius (size exclusion), ligand
binding (affinity), and non-polar interactions (HIC and
RPC).

Alongside preparative techniques are analytical
methods that establish the purity and mass of the prod-
uct. SDS–PAGE involves the separation of polypep-
tides under the influence of an electric field solely
on the basis of mass. This technique has proved of
widespread value in ascertaining subunit molecular
mass as well as overall protein purity.

An extension of the basic SDS–PAGE technique is
Western blotting. This method allows the identification
of an antigenic polypeptide within a mixture of
size-separated components by its reaction with a
specific antibody.

2D electrophoresis allows the separation of proteins
according to mass and overall charge. Consequently,
through the use of these methods for individual

cell types or organisms, it is proving possible to
identify large numbers of different proteins within
proteomes of single-celled organisms or individual
cells.

Of all analytical methods mass spectrometry has
expanded in importance as a result of technical
advances permitting accurate identification of the
mass/charge ratio of molecular ions. The most popular
methods are MALDI-TOF and electrospray spectrome-
try. Using modern instrumentation the mass of proteins
can be determined in favourable instances to within
1 a.m.u.

In combination with 1 and 2D gel methods mass
spectrometry is proving immensely valuable in charac-
terization of proteomes. The expansion of proteomics
in the post-genomic revolution has placed greater
importance on preparative and analytical techniques.
When the methods described here are combined with
the techniques such as NMR spectroscopy, X-ray crys-
tallography or cryo-EM it is possible to go from gene
identification to protein structure within a compara-
tively short space of time.

Problems

1. Calculate the relative centrifugal force for a rotor spun
at 5000 r.p.m at distances of 9, 6 and 3 cm from the
centre of rotation. Calculate the forces if the rotor is
now rotating at 20 000 r.p.m.

2. Subunit A has a mass of 10 000, a pI of 4.7; subunit
B has a mass of 12 000, a pI of 10.2, subunit C has a
mass of 30 000, a pI of 7.5 and binds NAD; subunit D
has a mass of 30 000, a pI of 4.5 and subunit E has a
mass of 100 000, with a pI of 5.0. Subunits A, B and
E are monomeric, subunits C and D are heptameric. A
preliminary fractionation of a cell lysate reveals that
all proteins are present in approximately equivalent
quantities. Outline an efficient possible route towards
purifying each protein. How would you assess
effective homogeneity?

3. Why is it helpful to know amino acid composition
prior to Edman sequencing?

4. A colleague has failed to sequence using Edman
degradation an oligopeptide believed to be part

of a larger polypeptide chain. Provide reasonable
explanations why this might have happened. Suggest
alternative strategies that could work. After further
investigation a partial amino acid sequence Cys-
Trp-Ala-Trp-Ala-Cys-CONH2 is obtained. Does this
highlight additional problems. Describe the methods
you might employ to (i) identify this protein and (ii)
isolate the complete protein?

5. Discuss the underlying reasons for the use of
ammonium sulfate in protein purification.

6. It has been reported that some proteins retain residual
structure in the presence of SDS. What are the impli-
cations of this observation for SDS–PAGE. What
other properties of proteins might cause problems
when using this technique?

7. In gel filtration the addition of polyethylene glycol to
the running buffer has been observed to make proteins
elute at a later stage as if they were of smaller size.
Explain this observation. Suggest other co-solvents
that would have a similar effect.
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8. How would you confirm that a protein is normally
found as a multimer?

9. Four mutated forms of protein X have been expressed
and purified. Mutant 1 is believed to contain the
substitution Gly>Trp, Mutant 2 Glu>Asp, Mutant 3
Ala>Lys, and Mutant 4 Leu>Ile. How would you

confirm the presence of these substitutions in the
product protein?

10. Describe the equipment a well-equipped laboratory
would require to isolate and purify to homogeneity a
protein from bacteria.



 

10
Physical methods of determining
the three-dimensional structure

of proteins

Introduction

Advances in biochemistry in the 20th century included
the development of methods leading to protein structure
determination. Atomic level resolution requires that
the positions of, for example, carbon, nitrogen, and
oxygen atoms are known with precision and certainly
with respect to each other. By knowing the positions
of most, if not all, atoms sophisticated ‘pictures’ of
proteins were established as highlighted by many of
the diagrams shown in previous chapters.

The impact of structural methods on descriptions
of protein function includes understanding the mech-
anism of oxygen binding and allosteric activity in
haemoglobin as well as comprehending the catalytic
activity of simple enzymes such as lysozyme. It would
extend further to understanding large enzymes such as
cyclo-oxygenase, type II restriction endonucleases, and
amino acyl tRNA synthetases. Structural techniques
are also applied to membrane proteins such as photo-
synthetic reaction centres, together with complexes of
respiratory chains. More recently, the role of macro-
molecular systems such as the proteasome or ribosome
were elucidated by the generation of superbly refined

atomic structures. All of these advances stem from
understanding the arrangement of atoms within pro-
teins and how these topologies are uniquely suited to
their individual biological roles.

At the beginning of 2004 over 22 000 protein struc-
tures (22 348) were deposited in the Protein Data-
Bank. Over 86 percent of all experimentally derived
structures (∼19 400) were the result of crystallo-
graphic studies, with most of the remaining struc-
tures solved using nuclear magnetic resonance (NMR)
spectroscopy. Slowly a third technique, cryoelectron
microscopy (cryo-EM) is gaining ground on the estab-
lished techniques and is proving particularly suitable
for asymmetric macromolecular systems. Although this
chapter will focus principally on the experimental
basis behind the application of X-ray crystallogra-
phy and NMR spectroscopy to the determination of
protein structure the increasing impact of electron
crystallography warrants a discussion of this tech-
nique. This approach was originally used in deter-
mining the structure of bacteriorhodopsin and is
likely to expand in use in the forthcoming years as
structural methods are applied to increasingly com-
plex structures.

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 10.1 Bar showing the distribution of wavelengths associated different regions of the electromagnetic
spectrum used in the study of protein structure

These methods are the only experimental techniques
yielding ‘structures’ but other biophysical methods
provide information on specific regions of a protein.
Spectrophotometric methods such as circular dichroism
(CD) provide details on the helical content of proteins
or the asymmetric environment of aromatic residues.
UV-visible absorbance spectrophotometry assists in
identifying metal ions, aromatic groups or co-factors
attached to proteins whilst fluorescence methods indi-
cate local environment for tryptophan side chains.

The use of electromagnetic radiation
It is useful to appreciate the different regions of
the electromagnetic spectrum involved in each of the
experimental methods described in this chapter. The
electromagnetic spectrum extends over a wide range of
frequencies (or wavelengths) and includes radio waves,
microwaves, the infrared region, the familiar ultraviolet
and visible regions of the spectrum, eventually reaching
very short wavelength or high frequency X-rays. The
energy (E) associated with radiation is defined by
Planck’s law

E = hν where ν = c/λ (10.1)

where c is the velocity of light, and h, Planck’s
constant, has a magnitude of 6.6 × 10−34 Js, and ν

is the frequency of the radiation. The product of
frequency times wavelength (λ) yields the velocity – a
constant of ∼3 × 108 m s−1. From the relationship
c = νλ it is apparent that X-rays have very short
wavelengths of approximately 0.15 × 10−9 m or less.

At the opposite end of the frequency spectrum radio
waves have longer wavelengths, often in excess of
10 m (Figure 10.1). The frequency scale is significant
because each domain is exploited today in biochemistry
to examine different atomic properties or motions
present in proteins (Table 10.1).

Radio waves and microwaves cause changes to the
magnetic properties of atoms that are detected by sev-
eral techniques including NMR and electron spin reso-
nance (ESR). In the microwave and infrared regions
of the spectrum irradiation causes bond movements
and in particular motions about bonds such as ‘stretch-
ing’, ‘bending’ or rotation. The ultraviolet (UV) and
visible regions of the electromagnetic spectrum are of
higher energy and probe changes in electronic structure
through transitions occurring to electrons in the outer
shells of atoms. Fluorescence and absorbance meth-
ods are widely used in protein biochemistry and are
based on these transitions. Finally X-rays are used to
probe changes to the inner electron shells of atoms.
These techniques require high energies to ‘knock’ inner
electrons from their shells and this is reflected in the
frequency of such transitions (∼1018 Hz).

All branches of spectroscopy involve either absorp-
tion or emission of radiation and are governed by a
fundamental equation

�E = E2 − E1 = hν (10.2)

where E2 and E1 are the energies of the two quantized
states involved in the transition. Most branches of
spectroscopy involve the absorption of radiation with
the elevation of the atom or molecule from a ground
state to one or more excited states. All spectral
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Table 10.1 The frequency range and atomic parameters central to physical techniques used to study protein structure

Technique Frequency range (Hz) Measurement

NMR ∼0.6 – 60 × 107 Nucleus’ magnetic field
ESR ∼1–30 × 109 Electron’s magnetic field
Microwave ∼0.1–60 × 1010 Molecular rotation
Infrared ∼0.6–400 × 1012 Bond vibrations and bending
Ultraviolet/visible ∼7.5–300 × 1014 Outer core electron transitions
Mossbauer ∼3–300 × 1016 Inner core electron transitions
X-ray ∼1.5–15 × 1018 Inner core electron transitions

lines have a non-zero width usually defined by a
bandwidth measured at half-maximum amplitude. If
transitions occur between two discrete and well-defined
energy levels then one would expect a line of infinite
intensity and of zero width. This is never observed, and
Heisenberg’s uncertainty principle states that

�E�t ≈ h/2π (10.3)

where �E and �t are the uncertainties associated with
the energy and lifetimes of the transition. Transitions do
not occur between two absolutely defined energy levels
but involve a series of sub-states. Thus if the lifetime
is short (�t is small) it leads to a correspondingly
large value of �E, where �E defines the width of
the absorption line (Figure 10.2).

Figure 10.2 Theoretical absorption line of zero width
and a line of finite width (�E)

X-ray crystallography

X-ray crystallography is the pre-eminent technique
in the determination of protein structure progressing
from the first low-resolution structures of myoglobin to
highly refined structures of macromolecular complexes.
X-rays, discovered by Willem Röentgen, were shown
to be diffracted by crystals in 1912 by Max von
Laue. Of perhaps greater significance was the research
of Lawrence Bragg, working with his father William
Bragg, who interpreted the patterns of spots obtained
on photographic plates located close to crystals exposed
to X-rays. Bragg realized ‘focusing effects’ arise
if X-rays are reflected by series of atomic planes
and he formulated a direct relationship between the
crystal structure and its diffraction pattern that is now
called Bragg’s law. All crystallography since Bragg
has centred around a basic arrangement of an X-
ray source incident on a crystal located close to a
detector (Figure 10.3). Historically, detection involved
sensitive photographic films but today’s detection
methods include charged coupled devices (CCD) and
are enhanced by synchrotron radiation, an intense
source of X-rays.

Bragg recognized that sets of parallel lattice planes
would ‘select’ from incident radiation those wave-
lengths corresponding to integral multiples of this
wavelength. Peaks of intensity for the scattered X-
rays are observed when the angle of incidence is equal
to the angle of scattering and the path length differ-
ence is equal to an integer number of wavelengths.
From diagrams such as Figure 10.4 it is relatively
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Figure 10.3 The basic crystallography ‘set-up’ used
in X-ray diffraction. Monochromatic X-rays of
wavelength 1.5418 Å, sometimes called Cu Kα X-rays,
denote the dislodging of an electron from the K shell
and the movement of an electron from the next
electronic shell (L). After passing through filters to
remove Kβ radiation the X-rays strike the crystal

Figure 10.4 X-rays scattered by a crystal lattice

straightforward to establish the path difference (nλ)

using geometric principles as

nλ = 2d sin θ (10.4)

This equality, a quantitative statement of Bragg’s
law, allows information about the crystal structure
to be determined since the wavelength of X-rays is

closely controlled. From the Bragg equation diffraction
maxima are observed when the path length difference
for the scattered X-rays is a whole number of
wavelengths. The arrangement of atoms can be re-
drawn to make this equality more clear. The path
difference is equivalent to

d cos θi − d cos θr = nλ (where n = 1, 2, 3, . . .)

(10.5)
This formulation is readily extended into three di-
mensions and is called the Laue set of equations
(Figure 10.5). The Laue equations must be satisfied
for diffraction to occur but are more cumbersome
to deal with and lack the elegant simplicity of the
Bragg equation. For each dimension Laue equations
are written as

a(cos αi − cos αr) = hλ (where h = 1, 2, 3, . . .) (10.6)

b(cos βi − cos βr) = kλ (where k = 1, 2, 3, . . .) (10.7)

c(cos γi − cos γr) = lλ (where l = 1, 2, 3, . . .) (10.8)

where a, b and c refers to the spacing in each of the
three dimensions (shown by d in Figure 10.5).

Within any crystal the basic repeating pattern is
the unit cell (Figure 10.6) and in some crystals more
than one unit cell is recognized. In these instances the
simplest unit cell is chosen governed by a series of
selection rules. The unit cell can be translated (moved
sideways but not rotated) in any direction within the
crystal to yield an identical arrangement (Figure 10.7).

The unit cell, the basic building block of a crystal,
is repeated infinitely in three dimensions but is
characterized by three vectors (a, b, c) that form
the edges of a paralleliped. The unit cell is also
defined by three angles between these vectors (α,
the angle between b and c; β, the angle between a

Figure 10.5 The Laue equations
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Figure 10.6 Possible unit cells in a two-dimensional
lattice

Figure 10.7 A unit cell for a simple molecule

and c; γ, the angle between a and b, Figure 10.8).
The recognition of different arrangements within a
unit cell was recognized by Auguste Bravais during
the 19th century.1 In two dimensions there are five
distinct Bravais lattices, whilst in three dimensions the
number extends to 14, usually classified into crystal
types. Any crystal will belong to one of seven possible
designs and the symmetry of these systems introduces

1First described by Frankenheim in 1835 who incorrectly assigned
15 different structures as opposed to the correct number of 14,
recognized by Bravais which to this day carries only his name.
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Figure 10.8 The angles and vectors defining any
unit cell

constraints on the possible values of the unit cell
parameters. The seven crystal systems are triclinic,
monoclinic, orthorhombic, tetragonal, rhombohedral,
hexagonal and cubic (Table 10.2). The description of
unit cells and lattice types owes much to the origins of
crystallography within the field of mineralogy.

In biological systems the unit cell may possess
internal symmetry containing more than one protein
molecule related to others via axes or planes of sym-
metry. A series of symmetry operations allows the
generation of coordinates for atoms in the next unit cell
and includes operations such as translations in a plane,
rotations around an axis, reflection (as in a mirror),
and simultaneous rotation and inversion. Collection of
symmetry operations that define a particular crystallo-
graphic arrangement are known as space groups, and
with 230 recognized space groups published by the
International Union of Crystallography crystals have
been found in most, but not all, arrangements.

Scattering depends on the properties of the crystal
lattice and is the result of interactions between the
incident X-rays and the electrons of atoms within
the crystal. As a result metal atoms such as iron or
copper and atoms such as sulfur are very effective
at scattering X-rays whilst smaller atoms such as
the proton are ineffective. The end result of X-ray
diffraction experiment is not a picture of atoms, but
rather a map of the distribution of electrons in the
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Table 10.2 The parameters (a, b, c and α, β, γ) governing the different crystal lattices together with some of their
simpler arrangements

Crystal system Representation Crystal system Representation

Number of Bravais lattices. Number of Bravais lattices.

Vector and angle properties. Vector and angle properties

Monoclinic Triclinic

2 1

α = γ = 90◦

β

No restrictions
β α

γ

Cubic Orthorhombic

3 4

a = b = c; α = β = γ = 90◦
α = β = γ = 90◦

Tetragonal Hexagonal

2 1

a = b; α = β = γ = 90◦ a = b; α = β = 90◦, γ = 120◦

Rhombohedral

1

a = b = c; α = β = γ

α

α
α

Several permutations are possible within groups and leads to descriptions of primitive unit cells, face-centred containing an additional point in the center of
each face, body-centred contains an additional point in the centre of the cell and centred, with an additional point in the centre of each end.
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molecule -it is an electron density map. However, since
electrons are tightly localized around the nucleus of
atoms the electron density map is a good approximation
of atomic positions within a molecule.

Diffraction of X-rays from a single molecule
perhaps containing only one or a few electron-dense
centres would be very difficult to measure and to
distinguish from ambient noise. One advantage of a
crystal is that there are huge numbers of molecules
orientated in an identical direction. The effect of
ordering is to enhance the intensity of the scattered
signals (reflections). The conditions for in phase
scattering can be viewed as the reflection of X-rays
from (or off) planes passing through the collections
of atoms in a crystal. A consideration of Bragg’s law
(nλ = 2d sin θ), i.e. the relationship between scattering
angle (θ) and the interplanar spacing (d) shows that
if the wavelength (λ) is increased the total diffracted
intensity becomes less sensitive to the spacing or to
changes in angle. The resulting diffraction pattern will
be less sensitive and fine detail will be obscured. At a
fixed wavelength (the normal or traditional condition)
a decrease in planar spacing will require higher angles
of diffraction to observe the first peak in the diffracted
intensity. This inverse relationship between spacing
within the object and the angle of diffraction leads to
the diffraction space being called ‘reciprocal space’.

Initial applications of X-ray crystallography were
limited to small biological molecules or repeating units
found in fibrous proteins like collagen. In 1934 J.
D. Bernal and Dorothy Hodgkin showed that pepsin
diffracted X-rays; observations consistent with the
presence of organized and repeating structure. Despite
this success structure determination of large proteins
seemed a long way away. In 1947 Dorothy Hodgkin
solved the structure of vitamin B12, at that time a major
experimental achievement, but further application of
these methods to proteins proved very difficult. The
partial success for smaller molecules relied on a ‘trial
and error’ approach.

Thus at the beginning of the 1950s it seemed
that X-ray crystallography was going to falter as a
structural technique until Max Perutz demolished this
barrier by introducing the method of isomorphous
heavy atom replacement. In a typical diffraction pattern
the irradiation of a protein crystal with monochromatic
X-rays results in the detection of thousands of spots

Figure 10.9 Protein diffraction patterns

or reflections. These ‘spots’ are the raw data of
crystallography and arise from all atoms within the
unit cell. A complete analysis of the diffraction
pattern (Figure 10.9) will allow the electron density
map, and by implication the position of atoms to
be deciphered.

Since all of the atoms within a unit cell contribute
to the observed diffraction pattern it is instructive to
consider how the properties of a wave lead to the
location of atoms within proteins in the unit cell of
crystals. A wave consists of two components – an
amplitude f and a phase angle ψ (Figure 10.10).
The wave can be further described as a vector
(f) of magnitude f and phase angle ψ, and using
the relationship between vector algebra and com-
plex numbers the vector becomes the product of
real and imaginary components in a complex num-
ber plane.

From Figure 10.11

f = f cos ψ + if sin ψ (10.9)

leads to

f = f (cos ψ + i sin ψ) = f eiψ (10.10)

This minor bit of algebra combined with trigonometry
becomes important when one considers that all atoms
contribute a scattered wave to the diffraction pattern.
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Figure 10.10 A wave described by its amplitude and phase angle. A cosine and sine wave are simply related by a
phase shift of 90◦ or π/2 radians

Figure 10.11 Vector representation of a wave and
its expression as a complex number

Diffracted waves of intensity (amplitude, f ) and phase
(ψ) are summed together and described by the vector
Fhkl known as the structure factor. Equation 10.10
becomes

Fhkl =
∑

f cos ψ +
∑

if sinψ (10.11)

and leads to

Fhkl = Fhkl(cos ϕhkl + i sin ϕhkl) = Fhkle
iϕhkl (10.12)

Fhkl is the square root of the intensity of the observed
(measured) diffraction spot often called Ihkl, whilst the

ϕhkl term represents the summation of all phase terms
contributing to this spot.

The next problem is to relate the structure factor
Fhkl to the three-dimensional distribution of electrons
in the crystal – the distribution of atoms. The structure
factor is the Fourier transform of the electron density
and is a vector defined by intensity Fhkl and phase ϕhkl.
The value of the electron density at a real-space lattice
point (x, y, z) denoted by ρ (x, y, z) is equivalent to

ρ(x, y, z) = 1/V

+∞∑
hkl=−∞

Fhkle
−2πi(hx+ky+lz) (10.13)

where ρ is the value of the electron density at the real-
space lattice point (x, y, z) and V is the total volume of
the unit cell. This is rearranged using Equation 10.12
to give

ρ(x, y, z) = 1/V

+∞∑
hkl=−∞

Fhkle
iϕhkle−2πi(hx+ky+lz)

(10.14)

where ϕhkl is the phase information.
To obtain ‘3D pictures’ of molecules the crystal is

rotated while a computer-controlled detector produces
two-dimensional electron density maps for each angle
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of rotation and establishes a third dimension. A rotating
Cu target is the source of X-rays and this generator
is normally cooled to avoid excessive heating. X-
rays pass via a series of slits (monochromators) to
the crystal mounted in a goniometer. The crystal is
held within a loop by surface tension or attached
by glue to a narrow fibre and can be rotated in
any direction. Nowadays crystals are flash cooled to
∼77 K (liquid nitrogen temperatures) with benefits
arising from reduced thermal vibrations leading to
lower conformational disorder and better signal/noise
ratios. Cryocooling also limits radiation damage of the
crystal and it is possible to collect complete data sets
from a single specimen. Finally, a detector records
the diffraction pattern where each spot represents a
reflection and has parameters of position, intensity
and phase. For a typical crystal there may be 40 000
reflections to analyse, and although this remains a time-
consuming task computers facilitate the process. In
general all of the diffraction apparatus is controlled
via computer interfaces. The data collected is a series
of frames containing crystal diffraction patterns as it
rotates in the X-ray beam. From these frames data
analysis yields a list of reflections (positions) and their
intensities (amplitudes) but what remains unknown are
the relative phases of the scattered X-rays.

A useful scheme with which to understand the
occurrence of reflections is the Ewald construction. If
a sphere of radius 1/λ centred around the crystal is
drawn then the origin of the reciprocal lattice lies where
the transmitted X-ray beam passes straight through
the crystal and is described as at the edge of the
Ewald sphere (Figure 10.12). Diffraction spots occur
only when the Laue or Bragg equations are satisfied
and this condition occurs when the reciprocal lattice
point lies exactly on the Ewald sphere. At any one
instant the likelihood of observing diffraction is small
unless the crystal is rotated to bring more points in the
reciprocal lattice to lie on the Ewald sphere by rotation
of the crystal (Figure 10.13).

A detection device perpendicular to the incoming
beam records diffraction on an arbitrary scale with the
most obvious attributes being position and intensity
of the ‘spots’. The intensity is proportional to the
square of the structure factor magnitude according to
the relationship

Ihkl = k|Fobs|2 (10.15)

Figure 10.12 Scattering of X-rays by atoms within
a crystal

where k is a constant that depends on several factors
such as the X-ray beam energy, the crystal volume,
the volume of the unit cell, the angular velocity of the
crystal rotation, etc.

From Equation 10.14 the relationship between inten-
sity, phase and the fractional coordinates of each atom
(x, y and z) is clearly emphasized and from this
equation it is clear that if we know the structure we can
generate Fhkl. However, in crystallography the aim is
to determine the position of atoms, i.e. x, y and z from
Fhkl – the inverse problem. A complete description of
each reflection – its position, intensity and phase – is
represented by the structure factor, Fhkl and if this
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Figure 10.13 Rotation of the crystal brings more
planes (collections of atoms) into the Ewald plane

Figure 10.14 A vector diagram showing intensity
and phases attributed to protein, heavy atom and
derivative. The Harker construction emphasizes two
possible phases for FP. Diffraction data from a second
derivative identify a unique solution. The diagram is
constructed by drawing a circle with a radius equal
to the amplitude of FP and centred at the origin
(shown by brown/green shading). The circle indicates
a vector obtained for all of the possible phase angles
for FP. A second circle with radius FPH centred at
a point defined by FH (pink in the figure above).
Where the two circles intersect represents possible
values for FP (magnitude and phase) that satisfy
the equation FPH = FH + FP while agreeing with the
measured amplitude FPH

parameter is determined accurately enough then suffi-
cient information exists to generate an atomic structure
for proteins.

The phase problem

When crystallographers worked on the structures of
simple molecules it was possible to make ‘guesses’
about the conformation of a molecule. By calculating
a diffraction pattern for the ‘guess’ the theoretical
and experimentally determined profiles were compared.
If the guess placed atoms in approximately the
right position then the calculated phases were almost
correct and a useful electron density map could
be computed by combining the observed amplitudes
with the calculated phases. In this empirical fashion
it was possible to successively refine the model
until a satisfactory structure was obtained. These
direct methods work well for small molecule crystal
structures but not proteins.

The solution to the phase problem determines the
value of ϕhkl and overcomes a major bottleneck in
the determination of protein structure by diffraction
methods. The achievement of Max Perutz in solving
the ‘phase problem’ in initial studies of myoglobin
was significant because it pointed the way towards
a generalized method for macromolecular structure
determination. Perutz irradiated crystals of myoglobin
soaked in the presence of different heavy metal ions.
Isomorphous replacement required that metal ions were
incorporated into a crystal without perturbing struc-
ture and is sometimes difficult to achieve. In 1954
Perutz and co-workers calculated a difference Patter-
son (FPH − FP)

2 using the amplitudes of a mercury
‘labelled’ haemoglobin crystal and the amplitudes of
a native, but isomorphous, haemoglobin crystal. The
scattering due to the ‘light’ atoms (from the protein)
was mathematically removed leaving a low level of
background noise with the residual peaks on the dif-
ference Patterson map showing the vectors existing
between heavy atoms. These maps define the positions
of the heavy atoms and allow structure factors to be
calculated. This assumes that scattering from protein
atoms is unchanged by complex formation with heavy
atoms. With the proviso that the heavy atom does not
alter the protein then the structure factor for the deriva-
tive crystal (FPH) is equal to the sum of the protein
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structure factor (FP) and the heavy atom structure fac-
tor (FH), or

FPH = FP + FH (10.16)

The structure factor is a vector and leads to a repre-
sentation called the Harker construction (Figure 10.14).
Since the length and orientation of one side (FH) is
known along with the magnitude of FPH and FP there
are two possible solutions for the phase of FP.

Heavy metal atom derivatives must give minimal
perturbations of protein structure and retain the lat-
tice structure of the unmodified crystal. The deriva-
tives must also perturb reflection intensities sufficiently
to allow calculation of phases. Protein crystals are
usually prepared with heavy metal atoms such as
uranium, platinum or mercury introduced at specific
points within the crystal with thiol groups representing
common high affinity sites. Amongst the compounds
that have been used are potassium tetrachloroplati-
nate(II), p-chloromercuribenzoate, potassium tetrani-
troplatinate(II), uranyl acetate and cis-platinum (II)
diamine dichloride.

Modern diffraction systems are highly specialized
exploiting advances in computing, material science,
semiconductor technology and quantum physics to
allow the generation of accurate and precise protein
structures. All of the originally tedious calculations
are performed computationally whilst all equipment is
controlled via microprocessors. A further enhancement
of X-ray diffraction has been the use of highly
intense or focused beams such as those obtained from
synchrotron sources. This has allowed new solutions
to the phase problem involving the use of synchrotron
radiation at multiple wavelengths. Today one of the
methods of choice in X-ray crystallography is called
multiple anomalous dispersion (MAD). Just as the use
of heavy metal derivatives allowed the extrapolation
of phase information and permitted the determination
of electron density from observed diffraction data the
use of multiple wavelengths near the absorption edge
of a heavy atom achieves a comparable effect. This
is commonly performed by replacing methionine with
selenomethionine during protein expression. Nowadays
crystallography centres are based around the location
of synchrotron sources and the speed and quality
of structure generation has improved dramatically
(Figure 10.15).

Figure 10.15 The arrangement of data collection
centres about a synchrotron storage ring (reproduced
with permission from Als-Nielsen, J. & McMorrow, D.
Elements of Modern X-ray Physics. John Wiley & Sons)

Fitting, refinement and validation
of crystal structures

The initial electron density map (Figure 10.16) does
not resolve individual atoms and in the early stages sev-
eral ‘structures’ are compatible with the data. Higher
resolution allows the structure to be assigned. Interpre-
tation of electron density maps requires knowledge of
the primary sequence since the arrangement of heavy
atoms for the side chains dictates the fitting process.
Resolution is not a constant even between similarly
sized proteins because crystal lattices have motion from
thermal fluctuations and mobility contributes to the
final overall resolution. One estimate of mobility within
a crystal is the B factor (Debye–Waller factor) that
reflects spreading or blurring of electron density. The
B factor represents the mean square displacement of
atoms and has units of Å2.

Structures before refinement are often at a resolu-
tion >4.5 Å where only α helices are observed and
the identification of side chains is unlikely. At higher
resolutions of 2.5–3.5 Å the polypeptide backbone is
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Figure 10.16 An electron density map

traced via electron density located primarily on car-
bonyl groups and helices, strands and aromatic side
chains such as tryptophan are defined. Around 2.0 Å
almost all of the structure will be identified including
the conformations associated with side chains. Spe-
cialized computer programs fit electron density maps
and the process is assisted by assuming standard bond
lengths and angles. Refining models in an iterative
fashion progressively improves the agreement with
experimental data. A structure is judged by the crys-
tallographic R-factor, defined as the average fractional
error in the sum of the differences between calculated
structural factors (Fcal) and observed structural factors
(Fobs) divided by the sum of the observed structural
factors.

R =
∑

|Fobs − Fcal|/
∑

Fobs (10.17)

A value of 0.20 is often represented as an R factor of
20 percent and ‘good’ structures have R-factors ranging
from 15 to 25 percent or approximately 1/10th the
resolution of the data. A structure of resolution 1.9 Å
is expected to yield an R factor of <0.19. One result
of protein structure determination is the generation
of a file that lists x, y, and z coordinates for all
heavy atoms whose locations are known. These files
are deposited in protein databanks and the PDB files
listed throughout this book represent the culmination
of this analysis.

Protein crystallization

One of the slowest steps in protein crystallography
is the production of protein crystals. The methods
employed in crystal production rely on the ordered pre-
cipitation of proteins. The first protein (urease) was
crystallized by James Sumner as long ago as 1926,
and was followed by the crystallization of pepsin
in 1930 by John Northrop. In the next 20 years
over 40 additional proteins were crystallized, includ-
ing lyzosyme, trypsin, chymotrypsin, catalase, papain,
ficin, enolase, carbonic anhydrase, carboxypeptidase,
hexokinase and ribonuclease, although structure deter-
mination had to wait until the advances of Perutz and
Kendrew (Figure 10.17).

Crystallization requires the ordered formation of
large (dimensions greater than 0.1 mm along each
axis), stable crystals with sufficient long-range order
to diffract X-rays. Structures produced by X-ray
diffraction are only as good as the crystals from which
they are derived.

To form a crystal protein molecules assemble into
a periodic lattice from super-saturated solutions. This
involves starting with solution of pure protein at a con-
centration between 0.5 and 200 mg ml−1 and adding
reagents that reduce protein solubility close to the
point of precipitation. These reagents perturb pro-
tein–solvent interactions so that the equilibrium shifts
in favour of protein–protein association. Further con-
centration of the solution results in the formation of
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Figure 10.17 Examples of protein crystals. Top row:
azurin from Pseudomonas aeruginosa, flavodoxin from
Desulfovibrio vulgaris, rubredoxin from Clostridium
pasteurianum. Bottom row: azidomethemerythrin from
the marine worm Siphonosoma funafatti, lamprey
haemoglobin and bacteriochlorophyll a protein from
Prosthecochloris aesturii. The beauty of the above
crystals is their colour arising from the presence of light
absorbing co-factors such as metal, heme, flavin or
chlorophyll (reproduced with permission from Voet, D.,
Voet, J.G. & Pratt, C.W. Fundamentals of Biochemistry
John Wiley & Sons Ltd. Chichester, 1999)

nucleation sites, a process critical to crystal forma-
tion and is the first of three basic stages of crys-
tallization common to all systems. It is followed by
expansion and then cessation as the crystal reaches a
limiting size.

Two experimental methods used to form crystals
from protein solutions are vapour diffusion and equilib-
rium dialysis. Vapour diffusion is the standard method
used for protein crystallization. It is suitable for use
with small volumes, easy to set-up and to monitor
reaction progress. A common format involves ‘hang-
ing drops’ containing protein solution plus ‘precipitant’
at a concentration insufficient to precipitate the pro-
tein (Figure 10.18). The drop is equilibrated against
a larger reservoir of solution containing precipitant
and after sealing the chamber equilibration leads to
supersaturating concentrations that induce protein crys-
tallization in the drop.

Figure 10.18 The ‘hanging drop’ or vapour diffusion
method of protein crystallization. As little as 5 µl
of concentrated solution (protein + solvent) may be
suspended on the coverslip

Figure 10.19 Equilibrium dialysis can be achieved
with many different ‘designs’ although the basic
principle involves the separation of protein solution
from the precipitant by a semipermeable membrane.
Diffusion across the membrane promotes ordered
crystallization

A second method is equilibrium dialysis and is used
for crystallization of proteins at low and high ionic
strengths (Figure 10.19). Small volumes of protein
solution are placed in a container separated from
precipitant by a semi-permeable membrane. Slowly the
precipitant causes crystal formation within the well
containing the protein solution.

To perform large numbers of crystallization trials
it is common to use robotic systems to automate the
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process and to eliminate labour-intensive manipulations
whilst crystallization is performed in temperature-
controlled rooms, free of vibration, leading to crystals
appearing over a period of 4–10 days. When the above
techniques work successfully X-ray diffraction yields
unparalleled resolution for protein structures. There is
little doubt that the technique will continue to represent
the main method of protein structure determination in
the exploration of new proteomes.

Nuclear magnetic resonance
spectroscopy

NMR spectroscopy as a tool for determining protein
structure arose more recently than X-ray crystallogra-
phy. With the origins of X-ray diffraction lying in the
discoveries of Röentgen, Laue and the Braggs at the
beginning of the 20th century it was not until 1945
that a description of the NMR phenomenon was given
by Felix Bloch and Edward Purcell. NMR spectra are
observed upon absorption of a photon of energy and
the transition of nuclear spins from ground to excited
states. The observation of signal associated with these
transitions and the use of radio frequency irradiation
to elicit the response marked the start of NMR spec-
troscopy.

This discovery would have remained insignifi-
cant except for subsequent observations showing that
nuclear transitions differed in frequency from one
nucleus to another but also showed subtle differences
according to the nature of the chemical group. So for
the proton this property meant that proteins exhibited
many signals with, for example, the methyl protons res-
onating at different frequencies to amide protons which
in turn are different to the protons attached to the α or
β carbons. In 1957 the first NMR spectrum of a protein
(ribonuclease) was recorded but progress as a structural
technique remained slow until Richard Ernst described
the use of transient techniques. Transient signals pro-
duced after a pulse of radio frequency radiation are con-
verted into a normal spectrum by the mathematical pro-
cess of Fourier transformation – this technique would
pave the way towards important advances, particularly
multi-dimensional NMR spectroscopy, that are now the
basis of all biomolecular structure determination.

Table 10.3 Spin properties and abundance of
important nuclei in protein NMR studies

Nuclei Spin Abundance

(% total)

Magnetogyric ratio

(γ) (×107 T−1s−1)

Ratio

(γn/γH)

1H 1/2 99.985 26.7520 1.00
2H 1 0.015 4.1066 0.15
13C 1/2 1.108 6.7283 0.25
14N 1 99.630 1.9338 0.07
15N 1/2 0.370 2.712 0.10
18O 5/2 0.037 3.6279 0.14
31P 1/2 100.000 10.841 0.41

NMR phenomena

Underlying the NMR phenomenon is a property of
all atomic nuclei called ‘spin’. Spin describes the
nature of a magnetic field surrounding a nucleus and is
characterized by a spin number, I, which is either zero
or a multiple of 1/2 (e.g. 1/2, 2/2, 3/2, etc.). Nuclei
whose spin number equals zero have no magnetic
field and from a NMR standpoint are uninteresting.
This occurs when the number of neutrons and the
number of protons are even. Nuclei with non-zero spin
numbers have magnetic fields that vary considerably
in complexity (Table 10.3). Spin 1/2 nuclei represent
the simplest situation and arise when the number of
neutrons plus the number of protons is an odd number.2

The most important spin 1/2 nucleus is the proton with
a high natural abundance (∼100 %) and its occurrence
in all biomolecules.

For nuclei such as 12C the most common isotope is
NMR ‘silent’ and the ‘active’ spin 1/2 nucleus (13C)
has a low natural abundance of ∼1.1 percent. Similarly
15N has a natural abundance of ∼0.37 percent.
However, advances in molecular biological techniques
enable proteins to be expressed in host cells grown on
media containing labelled substrates. Growing bacteria,
yeast or other cell cultures on substrates containing 15N
or 13C (ammonium sulfate and glucose are common
sources) allows uniform enrichment of proteins in

2A third possibility exists when the number of neutrons and the
number of protons are both odd and this leads to the nucleus having
an integer spin (i.e. I = 1, 2, 3, etc.).
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these nuclei. Biomolecular NMR spectroscopy requires
proteins enriched with 13C or 15N or ideally both nuclei.

Although the shape of the magnetic field of a
nucleus is described by the parameter I (spin number)
the magnitude is determined by the magnetogyric ratio
(γ). A nucleus with a large γ has a stronger magnetic
field than a nucleus with a small γ. The proton (1H)
has the largest magnetogyric ratio and coupled with its
high natural abundance this contributes to its popularity
as a common form of NMR spectroscopy.

When samples are placed in magnetic fields nuclear
spins become polarized in the direction of the field
resulting in a net longitudinal magnetization. In the
normal or macroscopic world two bar magnets can be
aligned in an infinite number of arrangements but at an
atomic level these alignments are governed by quantum
mechanics and the number of possible orientations is
2I + 1. For spin 1/2 nuclei this gives two orientations
that in the absence of an external magnetic field are of
equal energy. For spin 1/2 nuclei such as 1H, 13C, or
15N application of a magnetic field removes degeneracy
and the energy levels split into parallel and antiparallel
orientations (Figure 10.20).

Spins aligned parallel with external magnetic fields
are of slightly lower energy than those aligned in an
antiparallel orientation. The concept of two energy
levels allows one to envisage transitions between lower
and higher energy levels analogous to that seen in other
forms of spectroscopy. The difference in population
(nupper/nlower) between each level is governed by

Figure 10.20 An energy level diagram reflecting the
alignment of spin 1/2 nuclei in applied magnetic fields

Boltzmann’s distribution

nupper/nlower = e−(�E/kBT ) (10.18)

When �E ∼ kBT , as would occur with two closely
spaced energy levels, the ratio nupper/nlower approaches
1. At thermal equilibrium the number of nuclei in the
lower energy level slightly exceeds those in the higher
energy level. As a result of this small inequality it
is possible to elicit transitions between states by the
application of short, intense, radio frequency pulses.

Instead of considering a single spin it is more
useful to consider the magnetic ensemble of spins. In
the presence of the applied magnetic field (B0) spin
polarization occurs and a vector model of NMR views
the net magnetization lying in the direction of the z-
axis. Irradiation of the sample by a radiofrequency
(rf) field denoted as B1 along the x-axis rotates
the macroscopic magnetization into the xy plane
(Figure 10.21).

Most frequently the pulse length is calculated to
tip ‘magnetization’ through 90◦ (π/2 radians). The
xy plane lies perpendicular to the magnetic field and
causes transverse magnetization to precess under the
influence of the applied magnetic field. Precession
in the xy plane at the Larmor frequency of the
nuclei under investigation induces a current in the
detector coil that is the observable signal in all NMR
experiments.

Transverse magnetization decays exponentially with
time in the form of a signal called a free induction
decay (FID) eventually reaching zero. All NMR spectra
(such as the one shown in Figure 10.22) are derived
by converting the FID signal of intensity versus time
into a profile of intensity versus frequency via Fourier
transformation (FT).

Figure 10.21 Application of a radiofrequency pulse
(blue arrow) along the y-axis rotates macroscopic
magnetization (red arrow) into the xy plane
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Figure 10.22 A simple NMR spectrum for the
molecule ethanol

Simple NMR experiments involve repetitive appli-
cation of rf pulses with a suitable recovery period
between pulses allowing the return of magnetization
to equilibrium. Each FID is acquired, stored on com-
puter and added to the previous FID permitting signal
averaging. In this manner high signal to noise ratio
spectra are acquired on protein samples in a few min-
utes. Unlike most forms of spectroscopy where the
incident radiation is slowly scanned through the spec-
tral range FT-NMR involves the application of rf pulses
that excite all nuclear spins simultaneously.

In the construction of magnets for use in NMR
spectroscopy the magnetic field is achieved through the
use of superconducting materials operating at liquid
helium temperatures. Magnets are described in terms
of their field strength with designations such as 14.1 T
(where 1 T or Tesla is equivalent to 104 Gauss and
1 G is equivalent to the earth’s magnetic field). The
Larmor frequency is obtained from the relationship
ωo = −γB0 where ωo = 2πν0 and ν0 is the Larmor
frequency. A quick calculation of the Larmor frequency
of the proton (where B0, the field strength = 14.1 T; γ,
the magnetogyric ratio of 1H = 26.7520 × 107 T s−1)
shows that ν0 (1H) occurs at a frequency of ∼600 MHz.
As a result spectrometers are often referred to as 400,
600, 750, 800 or 900s reflecting the proton Larmor
frequency in MHz at a given magnetic field strength.

Parameters governing NMR signals

The use of NMR spectroscopy as a tool to determine
protein structure is based around several related param-
eters that influence the observation of signals. These
parameters include the chemical shift (δ), spin-spin

coupling constants (J ), the spin lattice or T1 relax-
ation time (sometimes denoted as R1 the spin lattice
relaxation rate = 1/T1), the spin–spin or T2 relaxation
time (R2 = 1/T2), the peak intensity and the nuclear
Overhauser effect (NOE). Since these effects are vital
to all aspects of NMR spectroscopy a brief description
is given to highlight their respective importance.

The peak intensity represented formally by the
integrated area reflects the number of nuclei involved in
the signal. The 1H NMR spectrum of ethanol illustrates
this by containing three resonances due to the hydroxyl
group, the methylene group and the methyl group.
The integrated areas under each line are in the ratio
of 1:2:3. Within proteins methyl resonances exhibit
intensities three times greater than the Hα proton.
Although the peak height is frequently used as an
indicator of intensity many parameters can modify peak
height so the integrated area is always the best indicator
of the number of protons forming each peak.

The chemical shift denotes the position of a
resonance along a frequency axis and is uniquely
sensitive to the environment in which a nucleus
is located. The chemical shift is defined relative
to a standard such as 2,2-dimethyl-2-silapentane-5-
sulfonate (DSS) and is quoted in p.p.m. units. Since
resonant frequencies are directly proportional to the
static field minor variations between instruments make
it very difficult to compare spectra obtained on different
spectrometers. To avoid this problem all resonances are
measured relative to a standard defined as having a
chemical shift of 0 p.p.m. For a resonance the chemical
shift (δ) is measured as

δ = (� − �ref)/ω0 × 106 (10.19)

where � and �ref are the offset frequencies of the
signals of interest and reference respectively. The
resonance attributable to the protons of water occurs
at ∼4.7 p.p.m. at ∼20 ◦C.

The fundamental equation of NMR, ω = −γBo,
suggests that all nuclei subjected to the same magnetic
field will resonate at the same frequency. This does not
occur – nuclei experience different fields due to their
local magnetic environment. This allows the equation
to be recast as

ω = γ(Bo − σBo) (10.20)
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where σ represents a screening or shielding constant
that reflects the different magnetic environments found
in molecules. Another way of envisaging this effect
is to use an effective field at the nucleus Beff that is
reduced by an amount proportional to the degree of
shielding.

Beff = B0(1 − σ) (10.21)

Spin–spin coupling constants or J values are
defined by interactions occurring through bonds. These
scalar interactions are field independent and occur as a
result of covalent bonds between nuclei linked by three
or less bonds. The scalar coupling constants contribute
to the fine structure observed for resonances in 1H
NMR spectra of small molecules although they are
rarely resolved in studies of proteins. Scalar coupling
leads to the splitting of the methylene signal of ethanol
into a quartet as a result of interactions with each
of the three protons of the methyl group. Similarly
the methyl proton resonance is seen as a triplet due
to its interactions with each methylene proton. As
the molecular weight increases this fine structure is
frequently obscured by line broadening effects.

A correlation exists between the magnitude of
the spin–spin coupling constant (3J ) and the torsion
angles found for vicinal protons in groups of the
polypeptide chain. The Karplus equation derived from
theoretical studies of 1H–C–C–1H couplings suggests
a relationship of the form

3J = A cos2 θ + B cos θ + C (10.22)

and in proteins the 3JNHα coupling constant and torsion
angle φ are related by

3JNHα = 6.51 cos2 θ − 1.76 cos θ + 1.60

(where θ = φ − 60) (10.23)

If the coupling constant 3JNHα is measured with
sufficient accuracy the torsion angle can be estimated
and used as a structural restraint. Many coupling con-
stants between nuclei are measured using heteronuclear
and homonuclear methods (Table 10.4).

The longitudinal relaxation time (T1) reflects the
rate at which magnetization returns to the longitudinal
axis after a pulse and has the units of seconds.
If Mo is the magnetization at thermal equilibrium
then at time t after a pulse the recovery of Mo is
expressed as

Mz = Mo(1 − e−t/T1) (10.24)

where T1 is the longitudinal relaxation time. In solu-
tion T1 is correlated with the overall rate of tumbling
of a macromolecule but is also modulated by internal
molecular motion arising from conformational flexibil-
ity. Both T1 and T2 depend on the correlation time τc

a factor closely linked with molecular mass, and esti-
mated assuming a spherical protein of hydrodynamic
radius r in a solution of viscosity, η, via the Stokes
equation as

τc = 4πηr3/3kBT (10.25)

Macromolecules such as proteins have longer correla-
tion times than small peptides. A typical value for a
100 residue spherical protein is 3–5 ns.

The transverse or spin–spin relaxation time (T2)

describes the decay rate of transverse magnetization
in the xy plane. T2 is always shorter than T1

and is correlated with dynamic processes occurring
within a protein. T2 governs resonance linewidth
and decreases with increasing molecular mass. For

Table 10.4 One, two and three bond coupling constants

Coupling Magnitude (Hz) Coupling Magnitude (Hz)

1H–13C (1J ) 110–130 13Cα –13CO (1J ) 55
1H–15N (1J ) 89–95 13Cα –Hα and 13Cβ –Hβ (1J ) 130–140
H–C–C–H vicinal (3J ) 2–14 HN–HA (3J ) 2–12
H–C–H geminal (3J ) −12–−15 13Cα –15N (1J ) 45
15N–13CO 15 13Cα –15N (2J ) 70
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Lorentzian lineshapes the linewidth at half maximum
amplitude is

�ν1/2 = 1/πT2 (10.26)

with decreases in T2 leading to broader lines. NMR
spectroscopy of large proteins is often described as
‘limited by the T2 problem’. Many factors influence
T2 and the most important are molecular mass, temper-
ature, solvent viscosity, and exchange processes.

Probably the most important measurable parameter
in NMR experiments for the determination of protein
structure is the nuclear Overhauser effect (NOE). This
is the fractional change in intensity of one resonance as
a result of irradiation of another resonance. As a result
of dipolar or ‘through space’ interactions the irradiation
of one resonance perturbs intensities of neighbouring
resonances. The NOE is expressed as

η = (I − Io)/Io (10.27)

where Io is the intensity without irradiation and I is
the intensity with irradiation. The NOE effect is rapidly
attenuated by distance and declines as the inverse sixth
power of the distance between two nuclei.

η ∝ r−6 (10.28)

The NOE phenomenon, like the relaxation times T1 and
T2, varies as a function of the product of the Larmor
frequency and the rotational correlation time. Armed
with an appreciation of these parameters it is possible to
extract much information on the structure and dynamics
of regions of the polypeptide chain in proteins.

Practical biomolecular NMR spectroscopy

NMR signals are obtained by placing samples into
strong, yet highly homogeneous, magnetic fields. These
magnetic fields arise from the use of superconducting
materials (niobium–tin and niobium–titanium alloy
wires) wound around a ‘drum’ maintained at tempera-
tures of ∼4 K. High field strengths (11.7–21.5 T) arise
from the influence of current flowing through the wires
and the constant temperature ensures the field strength
does not fluctuate. Samples contained within a quartz
tube are lowered via a cushion of compressed air into
the centre (bore) of the magnet where a ‘probe’ is main-
tained at a consistent temperature (±0.1 ◦C), usually

between 5 and 40 ◦C. Electronics located in the probe
allow excitation of nuclei and detection of signals and
are linked to computer-controlled devices that permit
the generation of rf pulses of defined timing, phase,
amplitude and duration whilst allowing the detected
signal (FID) to be amplified, filtered and subjected
to further processing (Figure 10.23). This processing
includes storage of the raw data as well as Fourier
transformation.

Experiments may continue for 3–4 days and require
protein stability for this period. To observe magneti-
zation involving exchangeable protons such as amides
(NH) in proteins it is necessary to perform experiments
in water. This brings additional problems of intense
signals due to the high concentration of water protons
(110 M) that far exceeds the concentration of ‘signals’
from the protein (∼10−3 M). Sophisticated methods of
solvent (water) suppression allied to post-acquisition
processing eliminate these signals effectively from pro-
tein spectra.

Chemical shifts reflect the magnetic microenviron-
ments of groups. The amide (NH) proton of a polypep-
tide backbone has a chemical shift between 8.0 and
9.0 p.p.m., methyl groups have chemical shifts between
0 and 2 p.p.m. whilst the Hα proton has a value
between 4.0 and 4.6 p.p.m. 1H chemical shifts were
derived from an analysis of short unstructured model
peptides of the form Gly-Gly-X-Ala, where X was each
of the 20 residues (Table 10.5).

Within folded proteins some chemical shifts deviate
from their expected values reflecting magnetic envi-
ronments that depend on conformation. This is seen
in the 1H NMR spectrum of ubiquitin where peaks
above 9.0 and below 0 p.p.m. reflect tertiary struc-
ture although many resonances are found close to
their ‘random coil’ conformations. The dispersion over
a much wider frequency range offers the possibil-
ity of identifying resonances in a protein – a process
called assignment.

The assignment problem in NMR spectroscopy

The assignment problem for a protein of ∼100 residues
and perhaps 700 protons requires identifying which res-
onance belongs to a particular proton. The assignment
problem remains the crux of determining protein
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Figure 10.23 A state-of-the-art NMR spectrometer operating at 900 MHz and a block diagram representing a NMR
spectrometer. The major components are the magnet containing the probe together with ‘shim’ or tuning coils to
maintain homogeneity and electronics to ‘lock’ the field at a given frequency. Outside of the magnet are radio
frequency transmitters with pulses designed via a pulse programmer and a frequency synthesizer together with a
detection system of numerous amplifiers, filters and analogue–digital converters. All systems are controlled via
a computer (Reproduced courtesy Varian Inc)

structure by NMR spectroscopy and is perhaps anal-
ogous to the phase problem of X-ray crystallogra-
phy. Without first ‘assigning’ the protein we cannot
move on to derive restraints important in the derivation
of molecular structure. The starting point involves
assigning a signal to a specific atom or group of atoms
(e.g. HA proton, CH3 protons, etc.). Spectral over-
lap in 1D spectra usually prevents complete assign-
ment even in small proteins and as shown in the 1H
NMR spectra of ubiquitin (Figure 10.24) – a protein
with 76 residues – many overlapping peaks preclude
absolute identification.

Historically the major advance in this area was to
spread conventional 1D spectra into a second dimen-
sion that reduces spectral overlap. In the last two
decades these methods have expanded dramatically and
almost all structural investigations of proteins start
with the acquisition of 2D spectra. A normal 1D
NMR spectrum involves a pulse followed by mea-
surement of the resulting FID. 2D NMR spectroscopy
involves the application of successive pulses that lead
to magnetization transfer between nuclei. The mech-
anism of transfer proceeds either by a through bond

(scalar mechanism) or by a through space (dipolar)
interaction. A 2D experiment consists of four time
periods; the preparation, evolution, mixing and acqui-
sition periods often preceeded by a relaxation delay.
The preparation period consists of a single pulse or
a series of pulses and delays and its purpose is to
create the magnetization terms that will make up the
indirect dimension. These terms evolve during the
evolution or t1 period. The evolution of magnetiza-
tion during the t1 period is followed by a second
pulse that initiates the mixing period and results in
magnetization transfer to other spins, normally via
through bond or through space interactions; transfer
can also occur via chemical exchange. The decay of
the FID is detected during the acquisition or t2 period.
The whole pulse scheme is repeated to allow for sig-
nal averaging and other instrumental factors includ-
ing relaxation. The experiment is then repeated by
incrementing the t1 period to build up a series of
FIDs recorded at different t1 intervals. A 2D exper-
iment contains two time variables, t1 and t2, and
Fourier transformation of this dataset, S(t1, t2) yields
a 2D contour plot, S(ω1, ω2), where the precession
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Table 10.5 The 1H chemical shifts of the amino acids residues in a random coil conformation

Chemical shift (p.p.m.)

Residue HN HA HB others

Ala 8.25 4.35 1.39 –

Asp 8.41 4.76 2.84, 2.75 –

Asn 8.75 4.75 2.83, 2.75 7.59, 6.91 (sc amide)

Arg 8.27 4.38 1.89, 1.79 1.70 (HG), 3.32 (HD), 7.17, 6.62 (sc NH)

Cys 8.31 4.69 3.28, 2.96 –

Gln 8.41 4.37 2.13, 2.01 2.38 (HG), 6.87,7.59 (sc NH2)

Glu 8.37 4.29 2.09, 1.97 2.31,2.28 (HG)

Gly 8.39 3.97 – –

His 8.41 4.63 3.26, 3.20 8.12 (2H), 7.14 (4H)

Ile 8.19 4.23 1.90 1.48, 1.19 (HG=CH2), 0.95 (HG=CH3), 0.89 (HD)

Leu 8.42 4.38 1.65 1.64 (HG), 0.94,0.90 (HD)

Lys 8.41 4.36 1.85, 1.76 1.45 (HG), 1.70 (HD), 3.02 (HE), 7.52 (sc NH3)

Met 8.42 4.52 2.15, 2.01 2.64 (HG), 2.13(HE)

Phe 8.23 4.66 3.22, 2.99 7.30 (2,6H), 7.39 (3,5H), 7.34 (4H)

Pro – 4.44 2.28, 2.02 2.03 (HG), 3.68,3.65 (HD)

Ser 8.38 4.50 3.88, 3.88 –

Thr 8.24 4.35 4.22 1.23

Trp 8.09 4.70 3.32, 3.19 7.24(2H), 7.65(4H), 7.17(5H), 7.24(6H), 7.50(7H),

10.22 (indole NH)

Tyr 8.18 4.60 3.13, 2.92 7.15 (2,6H), 6.86 (3,5H)

Val 8.44 4.18 2.13 0.97,0.94 (HG)

Adapted from NMR of Proteins and Nucleic Acids. Wuthrich, K. (ed.) Wiley Interscience, 1986.

frequencies occurring during the evolution and detec-
tion periods determine peak positions (ω1 and ω2) in
the 2D plot.

In general, three homonuclear 1H-NMR experiments
are used for assignment of proteins. The COSY (corre-
lated spectroscopy) and TOCSY3 (total correlated spec-
troscopy) describe magnetic interactions between scalar
coupled nuclei – resonances linked via ‘through bond’
interactions (Figure 10.25). When the COSY exper-
iments are performed on protein dissolved in H2O,

3The TOCSY experiment is sometimes called HOHAHA
(Homonuclear Hartmann-Hahn) after the discoverers of an origi-
nal solid state experiment demonstrating cross-polarization between
nuclei.

cross peaks are observed in 2D spectra reflecting, for
example, connectivity between NH and HA protons.

In 1H NMR through bond interactions (Figure 10.26)
as a result of coherence transfer are limited to two
or three bonds and are restricted to intra-residue
correlations. The four-bond interaction between the
HN(i+1),HA(i) is too weak to be observed. Cross peaks
can also occur between HA and HB protons via 3J
couplings and it is soon apparent that characteristic
patterns of connectivity are observed for different
residues (Figure 10.27).

Performing experiments in D2O (2H2O) removes
most HN signals since protons exchange for deuterons
leading to the loss of the left-hand side of the 2D
spectra. These protons are described as labile.
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Figure 10.24 The 1H NMR spectra of ubiquitin, a protein containing 76 residues. (Reproduced with permission from
Cavanagh, J. et al. Protein NMR Spectroscopy: principles and practice. Academic Press, 1996)

Figure 10.25 Schematic representing 1 and 2D
homonuclear pulse sequences used in protein NMR
spectroscopy. The pulse schemes have been given
names such as COSY (correlation spectroscopy), TOCSY
(total correlation spectroscopy) and NOESY (nuclear
Overhauser effect spectroscopy) that define the basic
mode of magnetization transfer

N
C

CO

CH
CH3CH3

CO
C

N

CH3

H

HH

H

i i + 1

Figure 10.26 Through bond interactions in residue i
and i + 1 of a polypeptide chain (. . . Ala-Val. . .). The
amide proton and HA proton of the same residue are
linked via a three-bond coupling

The TOCSY experiment relies on cross-polarization,
and during a complicated pulse sequence the applica-
tion of a ‘spin locking’ field leads to all spins becoming
temporarily equivalent. In a condition of “equivalence”
magnetization transfer occurs when the mixing time
is equivalent to 1/2 J . For proteins containing many
residues with different side chains there is no sin-
gle value for 1/2 J that allows all connectivities to
be observed. Instead TOCSY experiments are repeated
with different mixing times and the ideal situation
involves observing complete spin systems from the HN
to the HA and HB and on to the remaining resonances.
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Figure 10.27 Patterns of connectivity seen in 2D COSY and TOCSY spectra of eight of the 20 amino acid residues.
*The pattern shown by Cys is similar for all other residues in which the spin system involves a HN–HA and two
non-degenerate HB protons. This is likely to include the aromatic residues Phe, Tyr and Trp as well as Asp, Asn and
Ser. Similarly, the profile shown by Glu is shared by Gln and Met. The pattern does not take any account of peak fine
structure that occurs in COSY type experiments
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Figure 10.28 The pattern of sequential NOEs
expected within a polypeptide chain for three
successive residues

Connectivity patterns are sometimes diagnostic
for individual residues and having identified spin
system type it is necessary to establish its location
within the primary sequence (Figure 10.28). This
is achieved through NOESY experiments. The 2D
homonuclear NOESY experiment relies on through

space interactions between nuclei (1H) separated by
less than 6 Å. By establishing sequential connectivity
between resonances of a known spin system type it
is possible to identify clusters of residues that are
unique within the primary sequence. In Figure 10.28
valine and alanine exhibit sequential connectivity and
if these residues occur sequentially only once in the
primary sequence then these residues are identified
unambiguously. If the dipeptide Val-Ala occurs in
more than one region of the polypeptide chain then
the identity of residues i − 1 and i + 2 becomes
important in establishing conclusive sequence specific
assignments.

Some sequential NOEs are indicative of particular
units of secondary structure (Table 10.6). For example,
the regular periodicity of helices leads to the close
approach of HA and HN between residues (i,i + 2),
(i,i + 3) and (i,i + 4) that do not occur in antiparallel
or parallel β strands. More significantly the observation
of dαN (i,i + 4) is strongly indicative of a regular α
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Table 10.6 Regular secondary structure gives characteristic NOEs

Interaction α helix 310 helix Antiparallel
β strand

Parallel β

strand
Type I turn Type II

turn

dαN 2.7 2.7 2.8 2.8 2.8 2.7
dαβ 2.2–2.9 2.2–2.9 2.2–2.9 2.2–2.9 2.2–2.9 2.2–2.9
dβN 2.2–3.4 2.2–3.4 2.4–3.7 2.6–3.8 2.2–3.5 2.2–3.4
dαN(i,i + 1) 3.5 3.4 2.2 2.2 3.4 2.2
dNN(i,i + 1) 2.8 2.6 4.3 4.2 2.6 4.5
dβN(i,i + 1) 2.5–2.8 2.9–3.0 3.2–4.2 3.7–4.4 2.9–4.1 3.6–4.4
dαN(i,i + 2) 4.4 3.8 – – 3.6 3.3
dNN(i,i + 2) 4.2 4.1 – – 3.8 4.2
dαN(i,i + 3) 3.4 3.3 – – 3.1–4.2 3.8–4.7
dαβ (i,i + 3) 2.5–4.4 3.1–5.1 – – – –
dαN(i,i + 4) 4.2 – – – – –

Distances involving β protons vary due to the range of distances possible. The first three sets of distances refer to intra-residue connectivity.
All distances are in Å

helix whilst the presence of only dαN (i,i + 2) and dαN

(i,i + 3) may indicate more tightly packed 310 helices.
Similarly, intense NOEs between dβN (i,i + 1) indicates
a β strand. Since both strands and helices tend to
persist for several residues the observation of blocks
of sequential NOEs with these connectivities allows
secondary structure to be defined.

The NOESY spectrum not only resolves sequen-
tially connected residues but also represents the basis of
protein structure determination using NMR data. Inte-
grating the volumes associated with the cross peaks
in NOESY spectra quantifies this interaction and from
intra-residue and sequential NOEs allows the volumes
to be converted into distances, since regular secondary
structure is associated with relatively fixed separation
distances (see Table 10.6). Some NOE cross peaks
arise as a result of long-range interactions (i.e between
residues widely separated in the primary sequence)
and these cross peaks play a major role in determin-
ing the overall fold of a protein since by definition
they represent separation distances of less than 6 Å.
Using this approach Kurt Wuthrich pioneered protein
structure determination for BUSI IIA – a proteinase
inhibitor from bull seminal plasma in 1984 – and
it marked a landmark in the progression of NMR

Table 10.7 Some of the first proteins whose
structures were determined by homonuclear NMR
spectroscopy

Protein Date Mass

BUSI IIA 1985 6050
Lac repressor headpiece 1985 5500
BPTI 1987 6500
Tendamistat 1986 8000
BDS-I 1989 5000
Human complement protein C3a 1988 8900
Plastocyanin 1991 10 000
Thioredoxin 1990 11 700
Epidermal growth factor 1987 5800

spectroscopy from analytical tool to structural tech-
nique (Figure 10.29).

Between 1984 and 1990 structures for many small
(<10 kDa) proteins were determined via 2D NMR
techniques (Table 10.7). To compare the power of
crystallography and NMR spectroscopy Wuthrich and
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Figure 10.29 The structure of BUSI IIA – the first
protein structure determined using NMR spectroscopy.
Backbone atoms are shown in blue, side chains in
green

Robert Huber independently determined the struc-
ture of tendamistat, a protein inhibitor of α-amylase
with 74 residues (Figure 10.30). The results showed
emphatically that crystal and solution state structures

were comparable in almost every respect and testified
to the ability of NMR spectroscopy in deriving
3D structures.

However, larger proteins containing more than 100
residues presented new and increasingly difficult prob-
lems that arose from the greater number of reso-
nances. This resulted in spectral overlap with increased
correlation times producing broader linewidths. The
answer was heteronuclear NMR spectroscopy.

Heteronuclear NMR spectroscopy

Resonance assignment is vital to protein structure
determination. Additional spin 1/2 nuclei allow alter-
native assignment strategies and new pulse techniques
exploiting heteronuclear scalar couplings present in
13C/15N enriched proteins (Figure 10.31). Experiments
involved the transfer of magnetization from 1H to 13C
and/or 15N through large one-bond scalar couplings.
The magnitude of these couplings (30–140 Hz) is
much greater than the 1H–1H 3J couplings (2–10 Hz).

The simplest heteronuclear 2D experiments correlate
the chemical shift of the 15N nucleus with its attached
proton. In 2D 15N–1H heteronuclear spectra cross peaks
are spread out according to the nitrogen chemical shift

Figure 10.30 The structures of tendamistat derived by NMR and crystallography are superimposed for the
polypeptide backbone. The NMR structure is shown in red and the crystallographic structure is shown in blue.
(PDB files: 2AIT and 1HOE). With the minor exception of the N terminal region the two structures agree very closely.
Tendamistat is a protein based largely on β sheet (right)
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Figure 10.31 Heteronuclear coupling between 13C,
1H and 15N within proteins together with the
magnitude of these one bond coupling constants (1J)

as well as the proton chemical shift (Figure 10.32).
Many residues have characteristic 15N and 13C chem-
ical shifts (Tables 10.8 and 10.9). For example, Gly,
Ser and Thr residues show 15N chemical shifts below
115 p.p.m. along with the side chain amides of Gln
and Asn. Observation of a cross peak in heteronuclear
spectra in these regions is most probably attributed to
one of these residues.

Heteronuclear 2D versions of the NOESY, COSY
and TOCSY are often recorded but spectral overlap
can remain a problem especially in NOE spectra where
both intra- and inter-residue cross peaks are observed.
This problem was resolved by further pulse sequences
that involved three time variables (t3, t2 and t1) and
where Fourier transformation leads to a cube or 3D

Table 10.8 Nitrogen chemical shifts for the backbone
and side chain amides of residues found in proteins

Residue 15N Residue 15N

Ala 125.04 Leu 122.37
Arg 121.22 Lys 121.56
Asn sc 119.02 Met 120.29
Asp 119.07 Phe 120.69
Cys 118.84 Pro –
Glu 120.23 Ser 115.54
Gly 107.47 Thr 111.9
Gln sc 120.46 Trp indole 122.08
His 118.09 Tyr 120.87
Ile 120.35 Val 119.31

Determined from position in a sequence AcGGXGG-NH2 in 8 M urea.
Adapted from J. Biomol. NMR 2000, 18, 43–48.

plot. The major advantage of these techniques is that
2D spectra are extended into a third dimension usu-
ally the 15N or 13C chemical shift. A panoply of new
techniques based on heteronuclear J couplings mas-
sively enhanced NMR spectroscopy as a tool for ‘large’
protein structure determination. Ambiguities seen pre-
viously were eliminated by new pulse sequences that
identified spin systems with high sensitivity. These
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Figure 10.32 A 2D heteronuclear 15N–1H correlation spectra for a protein
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Table 10.9 13C chemical shifts for the backbone and side chain amides of residues found in proteins

Residue CO or C′ Cα Cβ Cγ Cδ Other

Ala 175.8 50.8 17.7
Arg 175.0 54.6 28.8 25.7 41.7
Asn 173.1 51.5 37.7 175.6 (amide)
Asp 174.2 52.7 39.8 178.4 (carboxylate)
Cys 175.7 57.9 26.0
Gln 174.0 54.1 28.1 32.2 179.0 (amide)
Glu 174.8 54.9 28.9 34.6 182.8 (carboxylate)
Gly 172.7 43.5
His 172.6 53.7 28.0 135.2 (C2), 118.7 (C4), 130.3 (C5)
Ile 174.8 59.6 36.9 25.4, 15.7 11.3
Leu 175.9 53.6 40.5 25.2 23.1, 21.6
Lys 174.7 54.4 27.5 23.1 31.8
Met 175.0 53.9 31.0 30.7 15.0 (Cε)
Phe 176.0 57.4 37.0 136.2 (C1), 130.3 (C2/C6), 130.3 (C3/C5),

128.6 (C4)
Pro 175.2 61.6 30.6 25.5 48.2 trans configuration,

61.3 33.1 23.2 48.8 cis shows small differences with exception of Cβ

Ser 172.6 56.6 62.3
Thr 172.7 60.2 68.3 20.0
Trp 176.7 56.7 27.4 C3 (108.4), 112.8 (C7), 137.3 (C8), 127.5 (C9)
Tyr 176.0 57.4 37.0 128.0 (C1), 130.0 (C2/C6), 117.0 (C3/C5),

156.0 (C4)
Val 174.9 60.7 30.8 19.3, 18.5

The chemical shifts were determined in linear pentapeptides of the form GGXGG. Data adapted from Wuthrich, K. NMR of Proteins and
Nucleic Acids. John Wiley & Sons, 1986.

techniques carry names that highlight the different cor-
relation made during experiments. For example a 3D
HNCO correlates the NH of residue i with the CO of
the proceeding residue (i − 1). Triple resonance exper-
iments (Table 10.10) greatly increase the number of
assignments, and armed with a larger number of assign-
ments comes the possibility of deriving greater num-
bers of structural restraints from NOEs and coupling
constant data.

The use of multi-dimensional NMR methods has
seen larger proteins assigned and it is now feasible
to attempt to completely assign proteins of molecular

mass in excess of 30 kDa. As of 2003 the NMR
derived structures (coordinates) of over 2500 proteins
have been deposited in the Protein Databank. Of these
proteins the vast majority have masses below 15 000
and a search of databases suggests that structures for
proteins with more than 150 residues are increasingly
steadily. In 2002 a backbone assignment for a 723-
residue protein (malate synthase) was reported and
bears testament to the effectiveness of these new multi-
dimensional NMR methods. Assignment is, however,
only the first step in structure determination and for
any protein (large or small) it is necessary to obtain
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Table 10.10 A small selection of common triple resonance experiments used for sequential assignment in proteins

Experiment Observed correlation Magnetization transfer J couplings

HNCA 1HN
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i

N C

H

C

C

H O

N C C

H

C

O

H H H H

H

1JNH, 1JNC, 2JNCα

1HN
i–15Ni–13Cα

i−1

HNCO 1HN
i–15Ni–13COi−1

N C

H

C

C

H O

N C C

H

C

O

H H H H

H
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CBCANH 13Cβ
i/

13Cα
i–15N–1HN

I

N

H

C

C

C

H O
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H
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O
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H
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2JNCα, 1JNH

13Cβ
i/

13Cα
i–15Ni+1–1HN

I+1

CBCA(CO)NH 13Cβ
i/

13Cα
i–15Ni+1–1HN

I+1

N C

H

C

C

H O

N C C

H

C

O

H H H H

H

1JCH, 1JCαCβ, 1JCαCO,
1JNC, 1JNH

a sufficient number of structurally significant NOEs or
other conformational restraints to define structure with
reasonable precision.

Generating protein structures
from NMR-derived constraints

The information derived from NMR spectroscopy
about protein conformation can be divided into two
major classes. One class of conformational restraints

reflect angular information whilst a second class
are distance dependent. It is self evident that if
sufficient angles and distances between atoms are
defined then, in theory at least, it is possible to define
overall conformation. The majority of conformational
restraints are obtained via homo- and heteronuclear
NOESY experiments and convert the NOE cross peak
volumes derived from the relationship

NOEij ∝ 1/rij
6 (10.29)
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into distances that represent the separation between two
nuclei i and j. Most schemes categorize NOE cross
peak volumes into three classes of restraints (strong,
medium and weak with sometimes a fourth group
termed very weak). Strong NOEs represent distances
between nuclei that are close together ranging from
1.9 to 2.9 Å; medium NOEs represent distances from
2.9–3.5 Å and weak NOEs represent distances from
3.5–5.0 Å. Very weak NOEs are generally assumed
to include separation distances in a range 5.0–6.5 Å.
In effect these distances represent upper and lower
limits for the separation distances. Until recently
NOEs were the only experimental restraints used to
determine protein structure since the number of torsion
angles measurable with accuracy was often limited.
However, heteronuclear NMR methods have permitted
increased numbers of restraints based on torsion
angles derived from the measurement of coupling
constants between backbone atoms as well as some
side chains.

Most approaches (see Figure 10.33) derive protein
structures from NMR data using distance geometry and
simulated annealing. In all cases the methods satisfy
the conformational data yielding a structure consistent
with experimental data and parameters governing bond
lengths and angles. Unfortunately almost all NMR
restraints include a range of possible values. So for
example, an NOE cross peak volume may be consistent
with distances ranging between 3.5 and 5.0 Å whilst a
3JHNHA coupling constant of <5 Hz is consistent with
a torsion angle (φ) between 0 and −120◦. When this is
repeated for every NOE and torsion angle many protein
conformations are consistent with the data and there is
no uniquely defined structure.

The approach used to calculate structures from NMR
data involves the generation of an ensemble of ‘low
energy’ conformations all consistent with the data that
are progressively refined during calculation. Structure
calculations based on experimental data derived from
NMR spectroscopy yield a family of closely related
structures all of which are consistent with the input
data. The three-dimensional structures of interleukin-1β

and thioredoxin derived using NMR spectroscopy are
shown in Figure 10.34, and like their crystallographic
counterparts these structures are models of clarity
providing a detailed insight into the mechanism of
protein function.

Figure 10.33 The approach used to derive protein
structures from torsion angle and distance restraints
obtained via NMR spectroscopy

Structure calculations yield families of related
conformations all of low overall energy. Although a
mean structure calculated from a family of 20–50
closely related structures is often shown this structure
is of no more relevance than any of the other structures
of low energy generated via structure calculation. The
generation of a mean structure allows a root mean
square deviation to be calculated from differences in
the centre of mass of atoms in a standard (mean)
structure with that in family of molecules. A small
difference in position for each atom between the mean
and test structures leads to a low rmsd value and
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Figure 10.34 The solution structures of interleukin-1β and thioredoxin derived using NMR spectroscopy. The
structures show the 50 lowest energy structures for the polypeptide backbone together with the secondary structure
distribution of the lowest energy structure (bottom row) (PDB: 7I1B and 1TRU). Interleukin-1β contains ∼150
residues and has a mass of ∼17 500, whilst thioredoxin contains 105 residues and has a mass of ∼11 500.
Reproduced courtesy of FEI Company www.feicompany.com

implies structures are similar.

rmsd =
√√√√ 1

N

N∑
i=1

(rmean − rtest)2 (10.31)

The precision of NMR structures is ultimately
related to the number of experimental restraints
defining conformation. If there are no restraints
between side chains then structure is poorly defined.
Most frequently backbones are defined with highest
precision followed by the side chains. In high qual-
ity NMR derived structures as many as 50 restraints
per residue may be obtained leading to a backbone
rmsd of 0.3–0.5 Å. Advances in molecular biology,

instrumentation, heteronuclear pulse sequences and
computational methods are now permitting structures
to be determined using NMR spectroscopy of equal
precision to those obtained by X-ray diffraction. How-
ever, one group of proteins for which NMR and to
a lesser extent X-ray diffraction struggle to provide
detailed structures are large asymmetric complexes or
macromolecular assemblies.

Cryoelectron microscopy

Visualizing structure has provided enormous impetus
to understanding biological processes, and electron
microscopy has provided many views of cells and
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subcellular organelles through the use of a transmission
electron microscope (Figure 10.35; TEM).

Pioneering work using electron microscopy to study
viral organization in the tail assembly of bacteriophage
T4 by Aaron Klug laid the foundation for determining
3D structure from series of 2D images or projections
of an object’s electron density formed at an image
plane (Figure 10.35). Three-dimensional information
could be recovered if a number of views of the object
were recorded at different angles of observation. This is
usually done with a tilting stage that elevates specimens
to angles of ∼70◦. For structures of high rotational
symmetry such as helices it is possible to use just a
single or small number of orientations to reconstruct
a 3D model. The discovery had wider implications
since it was exploited in the field of medicine as a
medical imaging technique called computerized axial
tomography (CAT). This work also allowed Henderson
and Unwin to determine the orientation of helices in
bacteriorhodopsin and pointed the way forward towards

the use of electron microscopy to study proteins at
higher levels of atomic resolution. From continuous
development of instrumentation, improved specimen
preparation, massive advances in data processing and
increased computational power electron microscopy
has become a technique capable of providing structural
information. The technique is useful for proteins not
amenable to study by X-ray crystallography or NMR.

Early electron microscopy studies involved ‘fixing’
biological preparations using cross-linking agents fol-
lowed by staining with heavy metal (electron dense)
compounds; treatments that could distort structure
by introducing artifacts. This problem persisted until
Kenneth Taylor and Robert Glaeser reported electron
diffraction data recorded at a temperature of ∼100 K
from frozen thin films containing hydrated catalase
crystals. In one swoop the technique advanced allowing
biological ‘units’ to be imaged under representative
conditions. The technique became known as cryo-
electron microscopy (cryo-EM). Sample preparation

Figure 10.35 An electron diffraction pattern together with a picture of a modern TEM used for structural analysis.
(Reproduced by permission of FEI Company.)
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is important to cryo-EM and plunging a thin layer
supported on a carbon grid into a bath of ethane cooled
by liquid nitrogen leads to rapid and efficient cool-
ing. Liquid ethane, a very efficient cryogen, produces a
metastable form of water called the vitrified state. The
vitrified state is amorphous and lacks the crystalline
ice-like lattice. Although metastable the vitrified form
is maintained indefinitely at low temperatures (∼77 K)
and all cryo-EM methods use this approach. Images are
recorded at ∼100 K using ‘low dose’ techniques (0.1
electrons Å−2) to identify areas of interest and to limit
radiation damage. Areas of interest are then captured
at greater magnification with a higher dose of electrons
(5–10 Å−2). The data has a low signal/noise ratio and
requires extensive averaging and processing in deriving
structural information.

The early successes of cryo-EM centred mainly on
viral structure determination and many viral capsids
have been defined. One example involved determina-
tion of the hepatitis B capsid protein structure by the
groups of R.A. Crowther and A. Steven (Figure 10.36).
At a resolution of 7.6 Å this study identified elements
of secondary structure within subunits.

Figure 10.36 The reconstructed 3D structure of the
hepatitis B capsid (adapted with permission from
Baumeister, W. & Steven, A.C. Trends Biochem. Sci.
2000, 25, 625–631. Elsevier)

Single-particle analysis deals with large proteins or
protein complexes and is growing in its application
to biological problems largely through the efforts of
Joachim Frank in the study of ribosome structure. In
this method macromolecular complexes are trapped in
random orientations within vitreous ice and images
from all possible orientations are combined and
averaged to provide enhanced views.

From a sample preparation point of view single
particle analysis is straightforward – it requires a well-
dispersed, homogeneous complex frozen in amorphous
ice and aligned over the holes of a carbon grid.
Structure determination from differently oriented par-
ticles requires the combination of data from many
images using methods that distinguish ‘good’ from
‘bad’ particles, determine the orientation relative to
a reference point and evaluate the quality of the
resulting data. These methods are intensely computa-
tional and beyond the scope of this text. Although the
method has not produced data comparable in resolu-
tion to X-ray diffraction or NMR spectroscopy meth-
ods the technique has allowed ribosomal subunits to
be determined at resolutions approaching 7.0 Å. Sig-
nificantly, the results of crystallography and/or NMR
can often be assimilated into the cryo-EM data to
build models based on more than one structural tech-
nique.

The power of electron crystallography has been
demonstrated for bacteriorhodopsin but success has
also been achieved with a variety of proteins including
tubulin, light harvesting complexes associated with the
reaction centres of photosynthetic organisms, aquaporin
a transport protein of the red blood cell membrane and
the acetylcholine receptor of neurones.

Tubulin is a key protein of the microtubule assembly
regulating intracellular activity particularly cytoskeletal
function and eukaryotic cell division where it facilitates
the separation of chromatids as part of mitosis. In
this role the ability of microtubules to polymerize and
depolymerize is important. The microtubule contains
13 protofilaments arranged in parallel to form a
hollow structure approximately 24 nm in diameter.
The protofilaments are composed of alternating α-
and β-tubulin monomers each composed of a single
polypeptide chain (the α and β subunits) of ∼55 kDa.
Within the microfibril each protofilament is staggered
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Figure 10.37 The arrangement, assembly and dis-
assembly of tubulin dimers within a microtubule.
Assembly is primarily from a preformed microtubule
primer. The growing (+) end represents rapid addi-
tion of dimers when compared with rates of removal
whilst at the (−) end the converse is true. Assembly is
enhanced at 37 ◦C and by the presence of GTP whilst the
absence of nucleotide and lower temperatures drives
disassembly (adapted from Darnell et al. Molecular Cell
Biology, 2nd edn. Scientific American Books, 1990.)

with respect to the next to give a characteristic helical
pattern (Figure 10.37).

Assembly involves GTP binding to α and β

subunits. Subunit addition brings β -tubulin into
contact with the α subunit promoting GTP hydrolysis
on the interior β-tubulin with GTP bound to α-
tubulin unhydrolyzed during polymerization. In the
presence of Zn ions purified tubulin assembles into
a two-dimensional ordered sheet ideal for electron

Figure 10.38 The structure deduced for the αβ

tubulin dimer determined at a resolution of 0.37 nm by
electron crystallography (PDB: 1TUB reproduced with
permission from Nogales, E. et al. Nature 1998, 391,
199–203. Macmillan Publishers Ltd)

crystallography (Figure 10.38). In these sheets the
protofilaments are similar in appearance to those in
microtubules with the exception that they are associated
in an antiparallel array. The polymerization reactions
make studies using NMR spectroscopy unfeasible
whilst the inherent mobility of the filaments has
prevented crystallization suitable for X-ray diffraction.

The electron density profile determined directly
from cryo-EM studies for the αβ dimer allowed the
sequence of each subunit to be fitted directly with little
ambiguity. Each monomer was a compact structure
containing a core of β strands assembled into a sheet
surrounded by α helices. A conventional Rossmann
fold was found at the N-terminal region and contained
a nucleotide-binding region. An intermediate domain
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contained a four-stranded β sheet and three helices
along with a Taxol-binding site. A third domain of two
antiparallel helices crossing the N- and intermediate
regions represented a binding surface for additional
motor proteins. A Mg ion was bound near the GTP
binding site whilst a binding site for Zn ions was
identified at the interface between protofilaments.

Cryo-EM methods are now firmly established as
a third method for macromolecular structure determi-
nation. The list of successes is continuing to expand
with increasingly detailed pictures of the ribosome, the
thermosome, viral capsids, transport proteins, amyloid
fibres and receptors obtained using cryo-EM methods.
There is little doubt that cryo-EM will increase in
importance as a method of three-dimensional structure
determination for macromolecular complexes.

Neutron diffraction

Neutron diffraction requires the crystallization of
proteins followed by measurement of the diffraction of
neutrons. Neutron beams were traditionally generated
via atomic reactors but increasingly sources are derived
via synchrotron beam lines. Until the introduction of
synchrotron radiation a major problem was achieving
sufficiently high neutron fluxes to enable adequate
data collection times. Although less widely used the
technique has proved very useful for locating hydrogen
atoms within protein crystals something that is difficult
to achieve with X-rays.

The usefulness of neutron diffraction to biologi-
cal structure determination in the post-genomic era
involves its ability to probe dynamic properties involv-
ing protons. Hydrogen exchange underscores many
biological reactions and neutron diffraction is adept at
locating protons that exchange for deuterium within
enzyme active sites. Such observations help to establish
catalytic mechanisms and the exchange of hydrogen for
deuterium leads to a large change in neutron scatter-
ing factors.

Two noteworthy examples where neutron diffraction
has proved of value are the catalytic mechanisms of
serine proteases and lysozyme. In serine proteases such
as trypsin the catalytic mechanism revolves around the
catalytic triad of invariant Ser, His and Asp residues
(Figure 10.39). The nucleophilic Ser residue forms two
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Figure 10.39 The exchangeable proton in the
catalytic site of serine proteases was shown to remain
attached to His57 and was not transferred to Asp102

tetrahedral intermediates during bond cleavage and is
assisted by increased imidazole basicity caused by
hydrogen bonding to the aspartate. Hydrogen bonding
could arise from protonation of the imidazole group or
protonation of aspartyl side chains.

Neutron protein crystallography showed that the
proton remained attached to the imidazole ring of His
57 and not the carboxylate of Asp 102 and clarified
the reaction mechanism. Similarly in lysozyme, the
deuterium atom was found to reside on the carboxyl
side chain of Glu 35, rather than Asp 52, again
emphasizing a key aspect of the catalytic mechanism.

Optical spectroscopic techniques

Absorbance

Transitions between different electronic states occur
in the ultraviolet, visible and near infrared regions
of the electromagnetic spectrum and are widely used
for studying protein structure. Absorbance involves
transitions of outer shell electrons between various
electronic states and is governed by the rules of
quantum mechanics. The absorbance of light excites
an electron from the ground state to a higher excited
state (Figure 10.40).

Absorbance is governed by several rules; the
frequency of the incident radiation must match the
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Figure 10.40 Absorbance and fluorescence resulting
from excitation and emission between the ground and
first excited state

quantum of energy necessary for transition from ground
to excited states (i.e. hν = �E). When the resonance
condition is satisfied transitions can occur if further
complex selection rules are obeyed. Selection rules
are divided into high probability or allowed transitions
and forbidden transitions of much lower probability.
Within the latter set of transitions are spin-forbidden
and symmetry-forbidden transitions. Spin forbidden
transitions involve a change in spin multiplicity
defined as (2S + 1) where S is the electron spin
number (analogous to I , the nuclear spin quantum
number). Spin multiplicity reflects electron pairing (see
Table 10.11). For a favourable transition there is no
change in multiplicity (�S = 0).

Table 10.11 Spin multiplicity for atoms and molecules

No. of unpaired
electrons.

Electron
spin S

(2S + 1) Multiplicity

0 0 1 Singlet
1 1/2 2 Doublet
2 1 3 Triplet
3 3/2 4 Quartet

Symmetry-forbidden transitions reflect redistribu-
tion of charge during transitions in a quantity called
the transition dipole moment. Differences in dipole
moment arise from the different electron distributions
of ground and excited states and when these differ-
ences approximate to zero the transition is forbidden.
To express this slightly differently absorbance requires
a change in dipole moment.

Absorbance is normally observed by peaks of finite
intensity and definitive linewidth in plots against fre-
quency. The intensity is reflected by a Boltzmann dis-
tribution that describes the population of each energy
level. In molecules atomic interactions lead to the asso-
ciation of electrons with neighbouring nuclei whilst
the nuclei move relative to each other in the form
of quantized vibrational or rotational motion. As a
result molecules possess ground and excited states that
split into a variety of sub-states, each correspond-
ing to different vibrational modes, and then to fur-
ther rotational sub-states. Absorbance of light leads
to transitions from the lowest ground state to a vari-
ety of energy levels in the first excited state. In the
absence of chemical reactions or energy transfer the
electrons return to the ground state. Absorbance spec-
tra of proteins, when recorded at room temperature,
consist of several closely related transitions each of
similar, but non-identical, frequency leading to distinct
bandwidths, reflecting the statistical sum of all individ-
ual transitions. Despite broad bands absorbance spectra
are frequently characterized by maxima diagnostic of
a particular transition and chromophore (e.g. A280 for
proteins). In proteins transitions often involve aromatic
side chains (Figure 10.41) but in the near UV/visible
regions (350–750 nm) co-factors such as heme, flavin,
or chlorophyll will also give intense absorbance bands.
Using molecular orbital theory electrons are defined
according to the orbitals in which they reside as either
σ, π or n (non-bonding) with the corresponding anti-
bonding orbitals denoted as σ∗, π∗ or n∗. Transitions
between σ → σ∗ lie in the far UV region (large energy
difference) and are not normally observed by optical
methods, but transitions between π → π∗ and n → π∗
are frequently observed in the UV and visible region of
the electromagnetic spectrum. Physicists and chemists
plot the spectra of molecules in the form of intensity
versus frequency, where the frequency is expressed as
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Figure 10.41 Detailed absorbance spectra in the UV
visible region for the aromatic amino acids Tyr, Trp
and Phe. In proteins a summation of these profiles is
observed reflecting the number of residues (reproduced
and adapted with permission from Wetlaufer, D.B. Adv.
Prot. Chem. 1962, 17, 304–390. Academic Press)

a wavenumber. The wavenumber (ν) is defined as

ν = 1/λ = ν/c (10.31)

with molecular transition frequency (λ) expressed in
cm−1, and where c is the velocity of light. In contrast,
biochemists usually plot intensity versus wavelength,
although in view of the relationship c = νλ it is
straightforward to convert these equations.

Fluorescence

Fluorescence is the process by which electronically
excited molecules decay to the ground state via the
emission of a photon without any change in spin multi-
plicity. Emission is detected by spectrofluorimeters and
occurs at longer wavelengths than the corresponding
absorbance band (Figures 10.42 and 10.43).

The quantum yield of fluorescence emission is
defined as the ratio of photons emitted through

Figure 10.42 Absorbance and fluorescence spectra
for a chromophore. The difference between the peaks
of maximum intensity is called the Stokes shift

fluorescence to the number of photons absorbed.
Its maximum value is 1, although other processes
contribute to deactivation of excited molecules and
lower values are observed.

Figure 10.43 A basic instrumental arrangement for
detection of fluorescence. The light source is a
deuterium- or xenon-based lamp with the wavelength
created by the use of diffraction gratings. Light is
passed through one or more adjustable excitation
monochromators and strikes a sample cuvette.
Fluorescence, measured at right angles to the incident
beam, is recorded by a photomultiplier sensitive
between ∼200–1000 nm. Polarizers can be placed into
the light path of both excitation and emission beams
for measurement of fluorescence polarization
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In proteins the principal fluorophore is the indole
side chain of tryptophan with a contribution that
exceeds the other aromatic residues, and dominates
the fluorescence of proteins between 300 and 400 nm.
Folded states of proteins show different fluorescence
spectra to unfolded states due to the influence of
local environment and solvent. In the folded state
tryptophan emission shows a blue shift towards 330 nm
from a ‘free’ or unfolded value of ∼350 nm. Changes
in intensity and wavelength reflect the influence
of local environment on emission. Other aromatics
side chains or molecules such as heme may quench
fluorescence whilst collisional quenching by small
molecules such as oxygen, iodide and acrylamide is
an important effect.

Collisional quenching leads to excited state deac-
tivation and is a nanosecond process occurring via
diffusion-controlled encounters. Aromatic molecules
on protein surfaces are quenched more effectively than
buried groups with the fluorescence intensity decaying
exponentially with time. The intensity at time t is
given by

I = Ioe−t/τ (10.33)

where Io is the intensity at time t = 0 and τ is the
mean lifetime of the excited state. The mean lifetime
is therefore the time decay for the fluorescence intensity
to fall to 1/e. Measurement of fluorescent lifetimes
is possible with sensitive photon-counting fluorimeters
and is reflected by time constants ranging from a
few picoseconds to hundreds of nanoseconds. These
measurements shed light on molecular motion and
fluorophore environments.

Collisional quenching can determine the accessibil-
ity of fluorophores in proteins via the Stern–Volmer
analysis. It is modelled as an additional process
deactivating the excited state. Collisional quenching
depopulates the excited state leading to decreased fluo-
rescence lifetimes. The dependence of emission inten-
sity, F , on quencher concentration [Q] is given by the
Stern–Volmer equation

Fo/F = τo/τ = 1 + kqτo[Q] (10.34)

= 1 + KSV[Q] (10.35)

where τ and τo are the lifetime in the presence
and absence of quencher, kq is the bimolecular rate

constant for the dynamic reaction of the quencher with
the fluorophore and the product kqτo is called the
Stern–Volmer constant or KSV. A low value for KSV

indicates that residues (fluorophores) have low solvent
exposure and are buried within a protein.

In many proteins tyrosine fluorescence is effectively
quenched by tryptophan as a result of energy transfer
occurring primarily from dipole–dipole (acceptor–
donor) interactions where the magnitude is governed
by the distance, intervening media and orientation.
Semiquantitative models of fluorescence resonance
energy transfer allow estimation of distances between
donor and acceptor. Energy transfer involving a dipolar
(through space) coupling mechanism of the donor
excited state and the acceptor is known as Forster
energy transfer and varies as the inverse sixth power
of the intervening distance.

Fluorescence polarization measurement associated
with emission intensity and fluorescence anisotropy
provide insight into the mobility of fluorophores
in proteins. Fluorescence polarization occurs when
linearly polarized light is used to excite molecules.
Molecules oriented in parallel to the direction of
propagation are preferentially excited; for fixed or
rigid molecules arranged in parallel this will yield
maximum polarization whilst motion associated with
the fluorophore leads to randomized orientations and
depolarization. Depolarization is also sensitive to
the rotational motion or ‘tumbling’ of molecules.
This Brownian motion is described by a rotational
correlation time (τc) that to a first approximation is
estimated assuming spherical proteins of known radius.
The correlation time reflects a relaxation process and
if it is shorter than the fluorescence decay time
leads to molecular reorientation between the events of
absorbance and emission.

The degree of fluorescence polarization, P , is
defined as

P = (I|| − I−)/(I|| + I−) (10.37)

where I|| is the fluorescence intensity measured with
polarization parallel to the absorbed plane-polarized
radiation, and I− is the fluorescence intensity measured
perpendicular to the absorbed radiation. A rigid system
leads to a maximum value of 1.0 whilst a system
exhibiting complete depolarization due to molecular



 

OPTICAL SPECTROSCOPIC TECHNIQUES 383

tumbling has a value of −1. These values are
theoretical and are rarely, if ever, observed in solution.
Typical rotational correlation times for proteins in
solution are of the order of 1–100 ns.

Frequently, proteins show partial polarization or
are completely unpolarized as a result of tumbling.
In addition, internal motion, protein concentration,
solvent viscosity, temperature, as well as resonance
energy transfer can lead to substantial alterations in
polarization. The most common method of analysing
fluorescence polarization involves the Perrin equation

1/P − 1/3 = (1/Po − 1/3)(1 + 3τ/τc) (10.38)

where τ is the fluorescence lifetime, τc is a correlation
time reflecting the rotational relaxation rate due to
molecular tumbling and is equivalent to

τc = 4πηr3/kBT (10.39)

where η is the solvent viscosity and r is the hydro-
dynamic radius. P0 represents the intrinsic polarization
observed under conditions promoting least molecular
motion such as high solvent viscosity and low protein
concentration. For non-spherical proteins the equation
should be re-written as τc = 3ηV/RT where V is
the volume.

Fluorescence polarization depends on the rotational
correlation time and the fluorescence lifetime and is
difficult to use if there is no knowledge of the lifetime
(τ) or the limiting value of Po. Fluorescence anisotropy
decays as the sum of exponentials and is used in time
resolved measurements. Anisotropy is defined as the
ratio of the difference between the emission intensity
parallel to the polarization of the electric vector of the
exciting light (I||) and that perpendicular (I−) divided
by the total intensity (IT), where IT = I|| + 2I−

A = (I|| − I−)/(I|| + 2I−) (10.40)

The emission anisotropy (A) is related to the correlation
time of the fluorophore (τc) through the Perrin equation

Ao/A = 1 + τ/τc (10.41)

where Ao, is the limiting anisotropy of the fluorophore
and depends on the angle between the absorption and

emission transition dipoles, and τ is the fluorescence
lifetime. Fluorescence anisotropy is used to probe
tryptophan residues in proteins as well as motion of
covalently attached fluorophores. Measurement of tryp-
tophan anisotropy reveals that proteins often exhibit
additional motion associated with Trp residues and has
been attributed to rotation of the indole side chain about
the CA–CB bond with models involving precession of
the side chain within a cone.

Green fluorescent protein

The green fluorescent protein (GFP) is responsible for
the natural green ‘colour’ exhibited by the jellyfish,
Aequorea victoria and other coelenterates, where
it gives cells a characteristic glow visible on the
surface of sea at sunset. Details of the structure
of GFP (Figure 10.44) have revealed an 11-stranded
antiparallel β sheet forming a barrel-like structure
of diameter 3.0 nm and length 4.0 nm and that has
been likened to a ‘lantern’. GFP is a remarkably
stable protein, resistant to proteases and denatured
only under extreme conditions such as 6 M guanidine
hydrochloride at 90 ◦C. The lantern functions to protect
the ‘flame’ which is positioned in a single α helix
located towards the centre of the β barrel. The ‘flame’
responsible for the intrinsic fluorescence of GFP is
p-hydroxy-benzylideneimidazolinone and results from
cyclization of the tripeptide Ser65-Tyr66-Gly67 and
1,2-dehydrogenation of the Tyr.

GFP absorbs blue light around 395 nm preferen-
tially but also exhibits a smaller absorbance peak at
475 nm (ε of ∼30 000 and 7000 M−1cm−1 respec-
tively). In the coelenterate A. victoria GFP absorbs
blue light by fluorescence energy transfer from a sec-
ond protein aequorin converting the incident ‘blue’
light via energy transfer into green light. Aequorea
are luminescent jellyfish observed to glow around the
margins of their umbrellas as a result of light pro-
duced from photogenic cells in this region. Expo-
sure to physical stress causes the intracellular cal-
cium concentrations to increase leading to an excited
state of aequorin generated through Ca2+ binding
to the pigment coelenterazine. The light produced
by aequorin generates GFP fluorescence by energy
transfer, although the physiological basis of these reac-
tions is unclear (Figure 10.45).
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Figure 10.44 The structure of GFP showing 11-stranded β barrel (PDB:1EMA). The cyclic p-hydroxy-
benzylideneimidazolinone fluorophore

Figure 10.45 GFP fluorescence. In vitro mixing of aequorin and Ca2+ produces blue light (λmax ∼ 470 nm). The
blue fluorescent form of aequorin represents an excited state that decays to the ground state. In the presence of
GFP energy transfer occurs with a green luminescence observed comparable to that seen in the living animal (right)
(reproduced with permission from Yang F., Moss L.G. & Phillips G.N. Nat. Biotechnol. 1996, 14, 1246–1251)
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Figure 10.46 The structure at the active site of GFP associated with the 398 and 475 nm absorbance bands
(reproduced with permission from Brejc, K. et al. Proc. Natl Acad. Sci. 1997, 94, 2306–2311)

Absorbance of GFP around 398 nm leads to a
fluorescence emission peak at 509 nm with a quantum
yield between 0.72–0.85, and hence the green colour
observed in vivo and in vitro. The intensity ratio
between the absorbance peaks is sensitive to factors
such as pH, temperature, and ionic strength, suggesting
the presence of two different forms of the chromophore.
It has been shown that the two forms differ in their
protonation states with the 398 nm band reflecting a
protonated fluorophore whilst the 475 nm band reflects
deprotonation of this group (Figure 10.46).

The unique fluorescence of GFP allows the
expressed protein to be fused to other domains
creating a chimeric protein with a fluorescent tag
that can be measured and has been used in N-
and C-terminal fusions to follow gene expression,
protein–protein interactions, cell sorting pathways, and
intracellular signalling.

Circular dichroism

Circularly polarized light travels through optically
active media with different velocities due to different
indices of refraction for right (dextro) and left (laevo)
components (Figure 10.47). This is called optical
rotation and the variation of optical rotation with
wavelength is known as optical rotary dispersion
(ORD). ORD is normally measured at a specific
wavelength and temperature and is usually denoted

Figure 10.47 The resultant rotation of ε when εR and
εL make unequal angles with the x-axis. A levorotatory
chiral centre exists causing a rotation of angle α

by a parameter α, the angle of rotation of polarized
light.

The right and left circularly polarized components
are also absorbed differentially at some wavelengths
due to differences in extinction coefficients for the two
polarized components (Figure 10.48). The addition of
the left and right components yields ε at every point
from the relationship ε = εL + εR. When this light is
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Figure 10.48 The variation of ε for a circular dichroic
sample; the vector traces out an ellipse

passed through an optically active medium the left and
right circularly polarized waves are rotated at different
speeds due to small differences in molar absorptivity
for the left and right components. The differential
absorption of the left and right circularly polarized light
gives rise to the technique of circular dichroism (CD).

CD spectroscopy measures differences in absorbance
of right and left circularly polarized light. In proteins
the optically active absorption bands tend to be located
in the far-UV or near-UV regions of the spectrum
and involve π → π∗, n → π∗, and σ → σ∗ transitions.
The chromophores responsible for these transitions
are either intrinsically asymmetric or more frequently
asymmetric as a result of their interactions with the
protein. CD spectroscopy is of considerable impor-
tance to the study of proteins as a quantitative tool
in the estimation of secondary structure. This arises
because regularly repeating helix or sheet produce dif-
ferent CD signals. In a protein CD signals reflect the
sum of the secondary structure components and it has
proved possible to estimate the proportions of helix,
strand or turn in a protein of unknown structure with
remarkable precision.

Historically, ellipticity is the unit of CD and is
defined as the tangent of the ratio of the minor to major
elliptical axis. An axial ratio of 1:100 will therefore

result in an ellipticity of 0.57◦. In CD spectroscopy
the measured parameter is the rotation of polarized
light expressed with the units of millidegrees. Modern
CD instrumentation is capable of precision down to
thousandths of a degree (1 millidegree). There are a
number of ways of expressing the CD signal of a
sample although frequently many incorrect forms are
used in the literature. The observed CD signal (S) is
expressed in millidegrees and is normally converted
to �εm or �εmrw, where �εm is the molar CD
extinction coefficient and �εmrw is the mean residue
CD extinction coefficient, respectively. In any CD
experiment it is vital to know the protein concentration
extremely accurately to avoid significant error. It can
be shown that

�εm = S/(32980Cl) (10.42)

where C is the concentration in mol dm−3 (or M)
and l is the path length in cm. The light path is
usually a value between 0.1 and 1.0 cm. The units of
�εm are therefore M−1cm−1 and the analogy with the
molar extinction coefficient determined via absorbance
measurement is clear. Alternatively, expressing the
ellipticity as a mean residue CD extinction coefficient
leads to

�εmrw = Smrw/(32980Cl) (10.43)

where the mean residue weight (mrw ) is the molecular
weight divided by the number of residues. In this
instance C is expressed in mg ml−1. CD intensities are
sometimes reported as molar ellipticity ([θ]M) or mean
residue ellipticity ([θ]mrw). These terms are calculated
from the following equalities

[θ]M = S/(10Cl) (10.44)

where C is again the concentration in mol dm−3 or

[θ]mrw = Smrw/(10Cl) (10.45)

Both [θ]M and [θ]mrw have the units degrees cm2

dmol−1. [θ] and �ε may be inter-converted using the
relationship

[θ] = 3298�ε (10.46)
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CD extinction coefficients are the most logical unit
since they are direct analogs of extinction coefficient in
absorbance measurements and lead to values of �εmrw

in an approximate range ±20 whilst the corresponding
values for �ε range from ±3000. Using the above
relationships it will be apparent that values of [θ]mrw

values are in the range ±70 000.
In the determination of secondary structure content

one approach is to assume that spectra are linear com-
binations of each contributing secondary structure type
(‘pure’ α helix, ‘pure’ β strand, Figure 10.49) weighted
by its relative abundance in the polypeptide confor-
mation. Unfortunately the problem with this approach
is that there are no standard reference CD spectra for
‘pure’ secondary structure. More significantly synthetic
homopolypeptides are poor models of secondary struc-
ture and most homopolymers do not form helices nor is
there a good example of a ‘model’ β strand. An empir-
ical approach involved determining the experimental
CD spectra of proteins for which the structures are
already known. Using knowledge of the structure the
content of helix, turn and strand is defined accurately
and by using a database of reference proteins these
methods prove accurate and reliable when applied to
unknown samples. A number of different mathematical
procedures have been adopted using reference proteins
of varying size and secondary structure content and all
of these methods give similar results.

A variation of CD occurs when samples are placed
in magnetic fields maintained at low temperatures
(<77 K). Under these conditions all molecules exhibit
CD spectra and the technique is called magnetic
circular dichroism (MCD). In most cases the spec-
tra of proteins are too complex to interpret fully
but for metalloproteins the MCD technique provides
a powerful tool with which identify ligands and
metal ions.

Vibrational spectroscopy
The vibrational spectra of proteins are extremely
complex and lie at lower frequencies than electronic
spectra within the infrared (IR) region. It is useful
to divide the IR region into three sections, the
near, middle and far IR regions with the most
informative zone located at wavenumbers between
4000 and 600 cm−1 (Table 10.12). Historically, IR

Figure 10.49 CD spectra of proteins with diverse
secondary structure content. Top: extensively α helical
proteins; centre: proteins rich in β strands; bottom:
protein with (α + β) structure (reproduced with per-
mission from Circular Dichroism – the conformational
analysis of biomolecules, Fasman, G.D (ed) Kluwer
Academic 1996.)
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Table 10.12 The relationship between wavenumber
and wavelength for the near, middle and far IR regions

Region Wavelength
range (µm)

Wavenumber
range (cm−1)

Near 0.78–2.5 12 800–4000
Middle 2.5–50 4000–200
Far 50–1000 200–1000

It is worth noting that 750 nm is located at the far red end
of the visible spectrum. This is 0.75 µm or a wavenumber of
1/0.75 × 10−4 cm−1 or 13 333 cm−1.

spectroscopy uses wavenumbers to denote frequency.
In any molecule the atoms are not held in rigid or
fixed bonds but move in a manner that is reminiscent
of two bodies attached by a spring. Consequently all
bonds can either bend or stretch about an equilibrium
position that is defined by their standard bond lengths
(Figure 10.50).

Exposure to IR radiation with frequencies between
300 and 4000 cm−1 leads to the absorption of energy
and transition from the lowest vibrational state to a
higher excited state. In a simple diatomic molecule
there is only one direction of stretching or vibration
and this leads to a single band of IR absorption. Atoms
that are held by weak bonds require less energy to
reach excited vibrational modes and this is reflected
in the frequencies associated with IR absorbance.
As molecules increase in complexity more modes of
vibrations exist with the appearance of more complex
spectra. For a linear molecule with n atoms, there are

3n − 5 vibrational modes whilst if it is non-linear it
will have 3n − 6 modes. Water is a non-linear molecule
containing three atoms and has three modes of vibration
in IR spectra (Figure 10.51).

There is one more condition that must be met for a
vibration to be IR active and this requires changes to
the electric dipole moment during vibration (dµ/dr 	=
0). This arises when two oppositely charged atoms
move positions. By treating a diatomic molecule as a
simple harmonic oscillator Hooke’s law can be used
to calculate the frequency of radiation necessary to
cause a transition. For a simple harmonic oscillator the

Figure 10.51 The IR spectrum of water showing
three fundamental modes of vibration. At higher
resolution each peak will show fine structure as a
result of simultaneous transitions between different
rotational levels

Figure 10.50 Bond stretching and bending in a simple molecule (H2O). Ignoring fine structure arising from
simultaneous transitions the IR spectrum of water has three peaks at 3943, 3832 and 1648 cm−1
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frequency of vibration (ν) is given by

ν = 1

2π

√
k

µ
(10.47)

where k is the force constant determined by bond
strength, and µ is the reduced mass. The term µ, the
reduced mass is equivalent to (m1 + m2)/m1m2 and
leads to

ν = 1

2π

√
k m1m2

m1 + m2
(10.48)

From the above equation it can be seen that a strong
bond between atoms leads to bands at higher frequency;
IR spectra of C≡C bonds absorb between 2300 and
2000 cm−1, C=C bonds occur at 1900–1500 cm−1

whilst C–C occur below 1500 cm−1 and the spectral
region becomes crowded and complex. Despite com-
plexity it is called the fingerprint region and is diag-
nostic for small biomolecules.

Fourier transform IR spectroscopy measures the
vibrations associated with functional groups and highly
polar bonds within proteins. In proteins these groups
provide a biochemical ‘fingerprint’ made up of the
vibrational features of all contributing components.
Vibrational spectra associated with proteins are com-
plex but the common components contributing to the
IR spectrum include at least seven amide bands denoted
as amide I–amide VII representing different vibra-
tional modes associated with the peptide bond. For
most observation on proteins only the first three amide
bands denoted as amide I, amide II and amide III
are of significant interest. Of these the amide I band
is most widely used for secondary structure analy-
ses. Amide I is the result of C=O stretching of the
amide group coupled to the bending of the N–H bond
and the stretching of the C–N bond. These vibrational
modes give IR bands between 1600–1700 cm−1 and
are sensitive to hydrogen bonding and to the secondary
structure environment. Amide I bands centred around
1650 to 1658 cm−1 are usually believed to be char-
acteristic of groups located within α helices. Unfortu-
nately, disordered regions of polypeptides as well as
turns can also give amide I bands in this region and
this can complicate assignment. In contrast β strands
give highly diagnostic bands in the region located from
1620–1640 cm−1. Parallel and antiparallel β strands

are sometimes distinguishable with antiparallel regions
showing a large splitting of the amide I band due to
the interactions between strands.

Water (H2O) is a very strong infrared absorber
with prominent bands centred at wavenumbers of
∼3800–3900 cm−1 (H–O stretching band), 2125 cm−1

(water association band) and one at 1640 cm−1 (the
H–O–H bending vibration) lying in a major spectral
region of interest (the conformationally sensitive amide
I vibrations). Despite the high s/n ratios, accurate fre-
quency determination, speed and reproducibility of
modern instrumentation it is frequently necessary to
perform measurements in aqueous solution around
1640 cm−1 in D2O where no strong bands are close
to the amide I frequency. Measurements performed
on the amide I band in D2O and hence on deuterium
substituted proteins are often distinguished as amide
I′. One advantage IR spectroscopy shares with CD is
that the technique is readily performed on relatively
small amounts of material (often ∼100 µl) and repre-
sents a good starting point for new structural inves-
tigation of a protein. For both methods increasingly
successful attempts to extract quantitative information
on protein secondary structure have been made. In IR
spectroscopy analysis of the amide I bands has proved
successful and has permitted deconvolution of spectra
into components attributable to helical, strand and turn
elements of secondary structure. As a result IR like CD
provides a means of estimating the secondary structure
present in proteins.

Raman spectroscopy
Raman spectroscopy is concerned with a change of
frequency of light when it is scattered by molecules.
The Raman technique owes its name to Chandrasekhara
Venkata Raman who discovered in 1928 that light inter-
acts with molecules via absorbance, transmission or
scattering. Scattering can occur at the same wavelength
when it is known as Rayleigh scattering or it can occur
at altered frequency when it is the Raman effect (see
Figure 10.52).

Raman’s discovery was that when monochromatic
light is used to irradiate a sample the spectrum of
scattered light shows a pattern of lines of shifted
frequency known as the Raman spectrum. The shifts
are independent of the excitation wavelength and are
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Figure 10.52 Relationship between Raman, Rayleigh,
absorbance and fluorescence (adapted from Wang, Y. &
van Wart H.E. Methods Enzymol. 1993, 226, 319–373.
Academic Press)

characteristic for the molecule under investigation.
Collision of a photon with a molecule leads to
elastic and inelastic scattering; the former contributes
to the Rayleigh line whilst inelastic collisions cause
quantum transitions of lower and higher frequency and
are responsible for the negative and positive shifts
observed in Raman spectroscopy corresponding to
vibrational and rotational transitions within scattering
molecules. The two types of Raman transitions are
sometimes called Stokes lines. These changes are
normally observed directly in the IR region of the
spectrum but they can also be observed as frequency

shifts within the more accessible UV or visible
regions. Raman signals from aqueous protein samples
are easily measured with signals from water being
relatively weak. A much greater problem derives from
fluorescence associated with proteins that swamps
smaller Raman signals.

A variation on the basic technique of Raman
spectroscopy is called resonance Raman spectroscopy.
The technique is often applied to metalloproteins where
electronic transitions associated with chromophore
ligands to metal centres produce enhancements to the
basic Raman effect. Vibrational modes associated with
the ligand are dramatically enhanced often by factors
of 103 or more and have proved extremely useful in
examining the structural organization of metal centres
within proteins. Since these centres are often found
at the catalytic core of an enzyme resonance Raman
has facilitated understanding the chemistry occurring
within these sites. The techniques of fluorescence,
Raman and absorbance are related via excitation of an
electron to an excited state followed by its decay back
to the ground state (Figure 10.52).

ESR and ENDOR

Electron spin resonance (ESR) spectroscopy measures
a comparable process to NMR spectroscopy with the
exception that changes in electron magnetic moment
are measured as opposed to changes in nuclear
spin properties. Despite this difference much of the
basic theory of NMR applies to ESR spectroscopy.4

Electrons possess a property called spin that leads
to the generation of a magnetic moment when an
external magnetic field is applied. Spin is quantized
with an electron spin quantum number Ms = ±1/2. In
the presence of an applied magnetic field degeneracy
is removed and leads to transitions between the
two states (Figure 10.53). The resonance condition is
expressed as

�E = hν = gβH (10.49)

where g is a dimensionless constant (often called the
Lande g factor and is equal to 2.00023) and β is the

4The terms ESR and EPR are used interchangeably and both terms
are acceptable and used by authors in the subject literature. EPR =
electron paramagnetic resonance.
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Figure 10.53 The resonance condition for ESR
spectroscopy. Such a transition would give rise to
a single line. For instrumental reasons ESR spectra are
presented as first derivative spectra

Bohr magneton. The electron magnetic moment is 600
times greater than that of the proton. ESR experiments
are normally carried out at a field strength of 3400 G
(0.34 T) and a frequency of ∼9 GHz (known as the
X-band) that lies in the microwave region of the
electromagnetic spectrum. In ESR the frequency is
usually fixed and spectra are acquired by sweeping the
applied magnetic field whilst measuring concomitant
changes in resonance absorption.

A fundamental requirement for ESR is the pres-
ence of one or more unpaired electrons. In proteins this
occurs frequently for transition metals such as Fe, Co,
Mn, Ni and Cu with unpaired d electrons. Routinely
ESR spectra are recorded at low temperatures, usually
below 50 K, through the use of liquid helium cooled
probes. Rapid spin lattice relaxation rates at elevated
temperatures are slowed at lower temperatures leading
to increased signal intensity and less saturation. Aque-
ous samples absorb microwaves strongly and freez-
ing results in the formation of ice a less efficient
microwave absorber.

Iron exists in three different oxidation states in
biological systems. Usually the ferrous (d6) and fer-
ric (d5) configurations are encountered but occasionally
enzymes such as peroxidases or cytochromes P450

2.2

0.30 0.32 0.34 0.36 0.38

2.1 2.0

g factor

B (T)

2 [4Fe–4S]1+

[3Fe–4S]1+

[4Fe–4S]1+

[4Fe–4S]3+

[2Fe–2S]1+

1.9 1.8

Figure 10.54 Representative ESR spectra for iron–
sulfur clusters found in ferredoxins. From top to bottom
the spectra reveal the properties of the iron centres
in proteins from Clostridium pasteurianum, Desulfovibrio
gigas, Bacillus stearothermophilus, Chromatium vinosum
high potential protein and Mastogocladus laminosus.
All spectra were recorded at X-band frequencies at a
temperature between 10 and 20 K

have a ferryl (d4) state. The ferric iron form occurs
as an unpaired high spin (S = 5/2) state or a partially
paired low spin (S = 1/2) state that are distinguished
using ESR spectrometry. In ferredoxins, metallopro-
teins containing iron–sulfur clusters, ESR has revealed
a variety of different clusters {[Fe-Cys4], [2Fe-2S],
[3Fe-3S] and [4Fe-4S] centres}, interacting redox cen-
tres, redox state transitions, as well as ligand identity,
coordination and geometry (Figure 10.54).
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Table 10.13 International and national facilities for X-ray crystallography and NMR spectroscopy

Facility and role Web address

Synchrotron sources
Daresbury UK. Crystallography and CD http://www.srs.ac.uk/srs/
Cornell USA. Crystallography http://www.chess.cornell.edu/
European facility Grenoble France. X-ray and

Neutron diffraction
http://www.esrf.fr/

NMR facilities
Madison USA. Ultra high field NMR spectroscopy http://www.nmrfam.wisc.edu/
Frankfurt Germany. EU funded large scale facility

for NMR and ESR
http://www.biozentrum.uni-frankfurt.de/LSF/

Although ESR spectroscopy has been most widely
used to characterize iron-containing proteins it has
also been used to study: (i) the metal centre of
Ni2+ (d8) in enzymes like urease, hydrogenases
and carbon monoxide dehydrogenase; (ii) the wide
variety of Cu2+ (d9) centres such as those found in
superoxide dismutase, tyrosinase and haemocyanin;
(iii) Mo centres such as that found in enzymes like
xanthine oxidase; and (iv) Mn centres found within
photosynthetic systems involved in oxygen evolution.

Recent developments in ESR spectroscopy utilize
advantages of pulse methods for acquiring spectra as
opposed to sweeping the magnetic field. ESR spec-
troscopy has traditionally been a continuous wave
(CW) technique but techniques such as ESEEM (elec-
tron spin echo envelope modulation) or ENDOR
(electron-nuclear double resonance spectroscopy) probe
electron–nuclear interactions in metalloproteins unsuit-
able for study using crystallography or NMR. The tech-
niques can derive relaxation times and information on
metal–ligand mobility, distance and orientation.

Armed with several of the above spectroscopic
tools the structure of almost all proteins can be
gradually determined. The time scale from isolation
of a protein to determination of its three-dimensional
structure has decreased dramatically from several
years to perhaps a few months. In many cases
acquisition of experimental data takes only a few
days whilst analysis and interpretation of the raw data
is often a longer process. Unfortunately the cost of

instrumentation required to perform these studies at
the highest level has become extremely prohibitive.
Ultra high field NMR spectrometers, powerful electron
microscopes and synchrotron beam lines are beyond
the scope of most individual institutions, with a single
instrument costing millions of pounds. Increasingly
this instrumentation is being organized around core
national, and sometimes internationally coordinated
centres of excellence where these facilities serve many
research groups (Table 10.13).

Summary

By exploiting different regions of the electromagnetic
spectrum and the interaction of atoms with radiation
considerable information can be acquired on the
structure and dynamics of proteins.

The plethora of techniques available for studying
proteins means that if one technique is unsuitable there
is almost certainly another method that can be applied.

X-ray crystallography and multi-dimensional NMR
spectroscopy yield detailed pictures of protein structure
at an atomic level. X-ray crystallography relies on
the diffraction of X-rays by electron dense atoms
constrained within a crystal. Some proteins fail to
crystallize and this represents the major limitation of
the technique.

The ‘phase problem’ is overcome through the use
of isomorphous replacement but a basic requirement



 

PROBLEMS 393

is that addition of heavy metal atoms does not
alter protein structure. The structures derived for the
proteasome, the ribosome and viral capsids serve to
emphasize the success of the technique.

Membrane proteins or proteins with extensive
hydrophobic domains are notoriously difficult to crys-
tallize, although several structures now exist within the
Protein Databank.

NMR spectroscopy measures nuclear spin reorien-
tation in an applied magnetic field most frequently for
spin 1/2 nuclei. In proteins this centres around the 1H
but with isotopic labelling can also include 15N and
13C nuclei.

A major hurdle in NMR spectroscopy is the assign-
ment problem – identifying which resonances belong
to a given residue. Sophisticated multidimensional het-
eronuclear NMR methods have been developed to facil-
itate this process based around the interaction of nuclei
‘through bonds’ and ‘through space’.

Solution structure is defined from the use of a
combination of torsion angle and distance restraints.
The former are obtained from J coupling experiments
whilst the r−6 dependence of the NOE is the basis of
distance constraints.

NMR structures are usually presented as a family
or ensemble of closely related protein topologies.
Although most structures for proteins determined by
NMR spectroscopy have masses below ∼20 kDa the
size limit is increasing steadily with the introduction
of new methods.

The vast majority of structures deposited in the Pro-
tein Databank (>95 percent) have been determined
using crystallography or NMR spectroscopy, but
slowly a third technique of cryo-EM is gaining
prominence.

Cryo-EM methods have the advantage of requiring
little sample preparation and are particularly suitable to
very large protein complexes. The technique relies on
electron diffraction by particles immersed in a frozen

lattice. Single particle analysis is the current ‘hot’ area
and involves trapping macromolecular complexes in
random orientations within vitreous ice and combining
thousands of images to provide an enhanced picture of
the system.

Optical techniques based around electronic transi-
tions provide information on the absorbance and flu-
orescence of chromophores found in proteins usually
aromatic residues. Tryptophan exhibits a significantly
greater molar extinction coefficient when compared to
either tyrosine or phenylalanine with the result that
most of a protein’s absorbance or fluorescence reflects
the relative abundance of Trp within a polypeptide
chain.

Time-resolved measurements allow changes in flu-
orescence or absorbance to be followed on very short
time scales sometimes in the sub-nanosecond range.
This allows measurements of protein mobility such as
the motion of aromatic side chains.

CD involves the measurement of differential absorp-
tion of right and left circularly polarized light as a
function of wavelength. In proteins the far UV region
from 260–180 nm is dominated by the CD signals due
to elements of secondary structure such as helix, turns
and strands.

Proteins composed extensively of helical structure
have very different CD spectra to those containing
proportionally more β strands. CD spectra allow the
secondary structure content of unknown proteins to be
predicted with reasonable accuracy.

IR spectroscopy of proteins has been used to mea-
sure changes in the vibrational states associated with
the amide bond. Amide bonds in helices, turns and
strands show characteristic transitions in a region
known as the amide I band between 1600 and
1700 cm−1. Experimental spectra are fitted as combina-
tions of helices and strands and can be used to estimate
secondary structure content in a comparable manner to
CD spectroscopy.

Problems
1. Why are fluorescence maxima observed at longer

wavelengths than absorbance maxima?
2. Why do peaks in absorbance spectra become narrower

when the temperature is lowered to 77 K?
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3. What is the wavelength range of IR studies conducted
at 300–4000 cm−1.

4. Show that an axial ratio of 1:100 leads to an
observed rotation of circularly polarized light of
0.57◦.

5. The absorbance of a 10 µM solution of trypto-
phan in buffer at 280 nm is 0.06. The buffer alone
gives an absorbance of 0.004 at 280 nm. Assum-
ing a path length of 1 cm calculate the extinc-
tion coefficient of tryptophan. What are the expected
absorbance values for pathlengths of 1, 2 and
20 mm?

6. Using the data provided in Table 10.4 calculate the
Larmor frequency of the following nuclei 1H, 13C
and 15N at field strengths of 20, 18.1, 16, 11.7
and 8 T.

7. Sketch the high resolution 1D 1H-NMR spectra of
alanine, glycine and threonine.

8. Draw the expected pattern of connectivities in 2D
homonuclear TOCSY and COSY spectra for the
residues not included in Figure 10.27. (ignore fine
structure for cross peaks).

9. Explain how heavy metal derivatives of proteins
might be detected using non-denaturing electrophoretic
techniques. What might be the limitations to this
technique? Using Harker diagrams show how the use
of a second heavy metal derivative leads to a unique
solution for the intensity and phase.

10. The structure of cytochrome c′ from Chromatium
vinosum has been determined and the data has
been deposited in protein databanks. Locate the
relevant PDB file and from the primary citation
identify the methods used to determine the structure
together with the unit cell dimensions, the number
of molecules per unit cell, the resolution achieved.
Describe the structure determined and any new features
discovered.
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Protein folding In vivo and In vitro

Introduction

To address the mechanisms of protein folding it is
necessary to understand thermodynamic and kinetic
parameters governing the formation of the native state.
Folding is a reversible reaction defined most simply as

U
k1−−−⇀↽−−−
k2

N (11.1)

where the equilibrium lies to the right (Keq > 1 =
[N]/[U]) for the native state (N) to be defined as
more stable than the unfolded state (U). Quite clearly
the respective rates of the forward (k1) and reverse
(k−1) reactions are related to the value Keq and to
understand folding requires estimating the magnitude
of these rate constants.

Although many proteins fold in vitro at comparable
rates to those observed in vivo the environment and
the presence of ‘helper’ proteins play critical roles
in folding within the cell. The realization that some
proteins are assisted to find the correct folded structure
by molecular chaperones has expanded the area of
protein folding.

Protein misfolding is no longer viewed as an exper-
imental artefact. It results from gene mutation and
underpins diseases such as Alzheimer’s, collagen based
diseases such as osteogenesis imperfecta, cystic fibro-
sis, familial amyloidotic polyneuropathy – a compara-
tively rare disease arising from mutations in the protein

transthyretin – as well as more familiar diseases such
as emphysema.

Studies of protein folding have revolutionized
our ideas of disease transmission. Until recently
it was thought that nucleic acid uniquely carried
information ‘directing’ the transmission of a disease.
This occurred either through a mutation in the host
genome, integration of viral DNA into a genome or
by infection directed by a pathogen’s genome. Today
there is compelling evidence that some diseases arise
solely from a protein and a misfolded one at that!

Factors determining the protein fold

Globular proteins fold into conformations of ordered
secondary and tertiary structure where hydrophobic
side chains are buried on the inside of the protein and
the polar/charged side chains are solvent accessible.
Interactions governing the formation of secondary and
tertiary structure involve the formation of hydrogen
bonds, disulfide bridges, charge–pair interactions and
non-polar or hydrophobic effects. The cumulative
effect of these forces is that in any folded protein
the magnitude of favourable interactions outweighs the
sum of the unfavourable ones.

These interactions are disrupted by extremes of
temperature, immersing proteins in acidic or alkaline
solutions or adding solvents such as alcohol in a
process known as denaturation that results in a loss

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd



 

396 PROTEIN FOLDING IN VIVO AND IN VITRO

of activity and ordered structure. The disordered
state is often described as a ‘random coil’ although
this term should be used sparingly since unfolded
states lack truly randomized structure. Denaturation
results in a loss of compactness with the unfolded
‘state’ fluctuating between ensembles of iso-energetic,
disordered and extended conformations.

In vitro studies of folding subject proteins to
extreme conditions in the expectation that a progressive
loss of native structure will be observed. Measuring
parameters associated with the kinetics of folding or the
stability of the native state allows the process of denat-
uration to be quantified. Loss of folded structure is usu-
ally measured by changes in absorbance or fluorescence
although other techniques such as circular dichroism
and NMR spectroscopy are increasingly being applied.
In most cases folding is a cooperative process arising
from simultaneous formation of multiple interactions
within a polypeptide chain (Figure 11.1). Individually,
each interaction is weak but their cooperative formation
drives polypeptide chains towards folded states.

Denaturants like sodium dodecyl sulfate (SDS) are
very effective at disrupting protein structure at low
concentrations. This is useful for techniques such as
SDS–polyacrylamide gel electrophoresis (PAGE) but
less desirable in folding studies where a progressive
and reversible effect is required. Denaturants such
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Figure 11.1 The denaturation of a protein showing
a cooperative profile. The perturbant can be in-
creasing concentrations of denaturant or increasing
temperature
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Figure 11.2 Urea is neutral whilst the charged
guanidine is normally associated with chloride or
thiocyanate anions

as the neutral diamide urea and guanidine (most
commonly used as a chloride or thiocyanate salt) bind
weakly to protein surfaces with typical affinities of
∼100 mM−1 and cause progressive loss of structure.

Urea and guanidine hydrochloride (Figure 11.2) are
widely used as denaturants during studies of protein
folding with their action arising from disruption of a
large number of weak interactions. In view of their abil-
ity to unfold proteins there are more interactions with
the unfolded state than with native forms. Both reagents
are classified as chaotropes and in general effects are
based on increases in the solubility of polar and non-
polar regions of proteins. This effect can be measured
by an increase in the partitioning of individual amino
acids between water and denaturant. Studies with
model compounds initiated by Charles Tanford in the
1960s showed that solubility of amino acids increased
with elevated concentrations of urea and appeared to
correlate with the size (accessible surface area) of
a non-polar side chain. A linear correlation between
accessible side chain surface area (Figure 11.3, shown
in Å2) and the free energy of transfer was apparent from
model studies. However, the action of urea and guani-
dinium salts as denaturants is complex and preferential
solubility of non-polar side chains does not account for
all of the effects of these denaturants.

Denaturation caused by extremes of pH is better
understood and involves protonation of side chains
where these interactions underpin tertiary structure.
Below pH 5.0 and above pH 10.0 many proteins
denature as a result of a loss of stabilizing interactions.
A destabilizing effect will include ionization of a buried
side chain that is uncharged in the folded state. The
presence of a charged group on the inside of a protein
surrounded by hydrophobic residues is destabilizing
and shifts equilibria towards the unfolded protein.
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Figure 11.3 Denaturants such as urea and guani-
dinium chloride increase the solubility of amino acids
measured by an increased transfer of amino acid from
water to denaturant

Since Lys, Arg, Asp and Glu residues are frequently
charged and lie on the surface of proteins the above
effect is often exhibited by His and Tyr side chains as
they are frequently accommodated within the interior.

Protein folding is a thermodynamically favourable
process with a decrease in free energy from unfolded
to folded states. This is shown by free energy profiles
where the unfolded state (reactant) reaches the folded
state (product) via an activated or transition state in
a representation that is analogous to that seen for
unimolecular reactions. The reaction is described as a
two state system when only the folded and unfolded
states are identified at any point during the reaction
(Figure 11.4).

For a simple folding reaction (see Equation 11.1)
the equilibrium constant is defined as the ratio of the
concentration of products to reactants (unfolded). In a
two state process and with a means of estimating the
concentration of either products or reactant during the
course of the reaction the free energy associated with
unfolding is estimated from the equilibrium constant
(Keq) according to

�G = RT ln Keq (11.2)

where
Keq = [F]/[U] (11.3)

Figure 11.4 A simple reaction profile for two state
reaction. The reaction can be described in terms
entirely analogous to reaction kinetics where �G is
the conformational stability of the folded protein
(GU − GF). For folding to occur the change in free
energy must be negative

At any point along a cooperative folding curve the
concentration of [U] is determined and since the system
is two state the fraction of folded protein (fF) plus the
fraction of unfolded protein (fU) must be equal to unity
(fF + fU = 1). The observed quantity (yobs), usually
absorbance or fluorescence, is equivalent to

yobs = yF.fF + yU.fU (11.4)

where yU and yF are the values characteristic of
unfolded and folded states, respectively. Since fF =
1 − fU this leads to the following equality

fU = (yF − yobs)/(yF − yU) (11.5)

and a re-formulation of the equilibrium constant for
protein folding as

Keq = (yF − yobs)/(yobs − yU) (11.6)

�G = −RT ln (yF − yobs)/(yobs − yU) (11.7)

Transition midpoint temperatures, Tm, define ther-
mal unfolding curves but are not useful estimates of
conformational stability since they vary widely from
one protein to another (Figure 11.5). However, the Tm

remains useful for comparing closely related sequences
such as homologous proteins or single site mutants. The
unusually named ‘cold shock’ proteins from mesophilic
Bacillus subtilis (Bs-CspB) and its thermophilic coun-
terpart B. caldolyticus (Bc-Csp) contain 67 and 66
residues respectively with a high sequence homology
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Figure 11.5 Thermal stability curves. Left: Unfolding transitions of wild type Bc-Csp and three destabilized
variants. Right; Unfolding transitions of wild type Bs-CspB and three stabilized variants. The fractions of native
protein obtained after a two-state analysis of the data are shown as a function of temperature with the continuous
lines showing the results of the analysis (reproduced with permission from Perl, D. et al. Nat. Struct. Biol. 2000, 7,
380–383. Macmillan)

seen by a difference in only 12 residues. The proteins
have similar 3D structures and all of the different
residues are located on the molecular surface. These
residues contribute to a transition midpoint temperature
of nearly 77 ◦C for Bc-Csp, approximately 23◦ higher
than that observed in Bs-CspB. Using site directed
mutagenesis the 12 residues were replaced in Bc-Csp
by the corresponding residues found in Bs-CspB. Only
two out of the 12 residues made significant contribu-
tions to thermal stability. These residues were Arg3 and
Leu66, with each contributing to enhanced electrostatic
(Arg) and hydrophobic (Leu) interactions. A recurring
theme for elevated thermostability is increased num-
bers of charged residues and hydrophobic side chains
whilst the number of polar uncharged residues usu-
ally decreases.

Analysis of thermal induced unfolding curves cen-
tres around substitution of the equation

�GU = �HU − T �SU (11.8)

Since Keq = e−�G/RT this leads to

Keq = e−�HU/RT +�SU/R (11.9)

where �H and �S are the enthalpy and entropy
associated with unfolding. The van’t Hoff analysis of
the variation in equilibrium constant with temperature

ln Keq = −�H/RT + �S/R (11.10)

is widely used in chemistry to estimate reaction
enthalpy and entropy. Over a narrow temperature range
a straight line defines the enthalpy and entropy in plots
of ln Keq versus 1/T . These plots in protein unfolding
transitions are non-linear, indicating that �H is not
temperature independent. In proteins �H and �S are
temperature dependent with non-negligible variations
over a typical range of 70–100 K.

The heat capacity is defined as the change in
enthalpy with temperature

Cp = ∂H/∂T = T ∂S/∂T (11.11)

and during protein unfolding the product and reactants
have different heat capacities leading to significant
changes in enthalpy. Recasting Equation 11.11 leads to

∂H/∂T = Cp(U) − Cp(F ) = �Cp (11.12)

�H(T2) = �H(T1) + �Cp (T2 − T1) (11.13)

where Cp(U) and Cp(F ) are the heat capacities of the
unfolded and native states respectively and �Cp is the
change in heat capacity accompanying unfolding. From
these equations calculating �G at any temperature T

requires knowledge of �Cp and �H . The enthalpy is
best estimated at a single temperature, and Tm provides
the most convenient estimation point in the thermal
unfolding curve since at this point

�G(Tm) = 0 = �Hm − Tm�Sm (11.14)
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To calculate �G at any temperature T is given by

�G(T ) = �Hm (1 − T /Tm) − �Cp [(Tm − T )

+ T ln (T /Tm)] (11.15)

where Tm is estimated from the unfolding curve; �Hm

is estimated from the gradient of the straight line of
ln Keq versus 1/T around Tm – at this point �Hm =
Tm �S, since �G = 0, and this leaves �Cp as the
only parameter remaining to be estimated.

Although generally true that proteins with a high
Tm are more stable than those with lower Tm values
this parameter is not a definitive measure of stability.
Changes in protein stability reflected by small changes
in Tm are approximated through the relationship

��GU ≈ Tm �Sm ≈ �Hm �Tm/Tm (11.16)

If either the entropy or enthalpy associated with unfold-
ing is unknown an estimate of ��GU may be obtained
with reasonable precision from Equation 11.16. Intu-
itively it is clear that as the temperature increases a
protein unfolds. The basic equations of state relating to
protein folding reveal that as T increases the term T �S

dominates to such an extent that it becomes greater than
�H . At high temperatures the entropy of the unfolded
state dominates and favours unfolding.

The heat capacity change is most accurately mea-
sured by differential scanning calorimetry (DSC). DSC

enables direct measurement of Tm, �H and �Cp from
increases in heat transfer that occur with unfolding
as a function of temperature. The instrument is based
around an adiabatic chamber where one cell contains
the sample (protein plus solvent) at a concentration
of ∼1 mg ml−1 whilst another cell acts as a refer-
ence and is normally filled with an identical volume
of solvent (Figure 11.6). Both cells are heated with
the temperature difference between the two cells con-
stantly measured as a complex feedback loop increases
or decreases the sample cell’s power input via a heater
in an effort to keep the temperature difference close to
zero. Since the masses and volumes of the two cells
are matched the power added or subtracted by the sys-
tem is a direct measure of the difference between the
heat capacity of sample and reference solutions – in
other words the heat capacity of the protein. Despite
first impressions it is surprisingly difficult to achieve
perfect matching of sample and reference cells with
the result that experimental scans are observed with
a baseline offset. This ‘constant’ is usually subtracted
from the data to give a corrected profile and accurate
estimates of Cp (Figure 11.7).

Although �Cp can be estimated from a single
thermogram it is generally obtained from a series
of profiles obtained at different pH values. The Tm

decreases as the pH is lowered from small enthalpy
changes and a plot of �Hcal against Tm has a slope
of �Cp. From Equation 11.11 integration of the heat

Figure 11.6 In a differential scanning calorimeter the sample cell contains protein plus solvent whilst the reference
cell lacks protein. Volumes of ∼0.5 ml are used in each cell
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Figure 11.7 DSC profile for protein unfolding showing pre- and post-denaturational regions and baseline correction
to achieve accurate estimation of �Cp(U−F)

capacity curve yields the enthalpy (�H) and measures
the total heat absorbed by the protein during the process
of unfolding. Calorimetric studies of protein unfolding
show that the heat capacities associated with unfolded
states are larger than those of native states, although
both are positive values.

In small soluble domains the value of �Cp ranges
between 7000 and 10 000 J mol−1 K−1. Systematic
analysis of these values in many proteins suggests that
a rule of thumb can be constructed for ‘estimating’
�Cp – it involves multiplying the number of residues
in a protein by 50 J mol−1 K−1. It is common to com-
pare the enthalpy obtained from the van’t Hoff plot
(�Hvh) with that determined calorimetrically (�Hcal).
A ratio (�Hvh/�Hcal) of 1.0 confirms that the process
is two state whilst a value of less than 1 may be used
as evidence of an intermediate and departure from a
simple two-state analysis. A value of �Hvh/�Hcal > 1
often indicates polymerization at some point in the
heating process.

Over a wide temperature range the variation in
equilibrium constant is defined by a curve as opposed
to a straight line. This curve has two points where
the equilibrium constant is 1 and the concentrations
of folded and unfolded forms are equal (Figure 11.8).
The first point is the thermal denaturation temperature
(Tm) whilst the second point reflects a low temperature
denaturation point. The �G for unfolding is dominated
by the entropy component at high and low temperatures
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Figure 11.8 The temperature dependence of protein
unfolding. The two curves show the variation in �G
with temperature in two systems with different Tm, �H
and �Cp

although the cold denaturation point lies below the
freezing point of water and is not routinely accessible.

An alternative is to promote unfolding using
denaturants such as urea or guanidine hydrochloride
(GdnHCl) with the advantage that unfolding curves
are generally simpler to interpret. In direct analogy
to Tm a midpoint in the unfolding transition is given
the symbol Cm and can be determined with reason-
able accuracy (±0.05 M). For similar proteins such
as those involving single site-specific mutations this
approach offers a valid means of comparison but
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different proteins exhibit a wide range of Cm and
unfold under very different conditions. A logical step
is to extrapolate estimations of protein stability to zero
denaturant concentration. This allows conformational
stability of proteins to be compared in the absence of
denaturant (�Gu(H2O)).

In view of the correlation between denaturant con-
centration and accessible surface area changes in
free energy are related to denaturation via the ‘lin-
ear extrapolation method’ (Figures 11.9–11.11). This
model assumes without any strong theoretical basis
that �G changes linearly with denaturant concentra-
tion, according to the equation

�GU = �GU(H2O) − meq[D] (11.17)

where �GU is the energy of unfolding in the pres-
ence of denaturant, D is the molar concentration of
denaturant and meq is a constant reflecting the asso-
ciation between denaturant and protein. Values of
meq (see Table 11.1) reflect the shape of denaturation
curves, with high values leading to sharp transitions
between folded and unfolded states. Values for meq are

Table 11.1 Experimentally determined values of meq

and �Cp for selected proteins

Protein meq

(J mol−1 M−1)
�Cp

(J mol−1 K−1)

Ubiquitin 7 300 5 690
Cytochrome b5 8 950 6 000
Barnase 18 400 6 900
Thioredoxin 13 850 6 950
Lysozyme 14 480 6 610
Ribonuclease T1 10 700 5 300
Metmyoglobin 15 500 7 820
α-chymotrypsin 17 150 12 650
Phosphoglycerate

kinase
40 580 31 380

Staphylococcal
nuclease

28 580 9 700

All meq values were determined using GdnHCl as denaturant. Values of
m calculated with urea are most frequently observed to be smaller than
those obtained using GdnHCl.
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Figure 11.9 Four ideal denaturation curves repre-
senting a protein with a conformational stability
�G(H2O) = 20 kJ mol−1. The curve reflects different val-
ues of meq ranging from 10 000 (red) 8000 (blue), 6000
(black) and 3000 (green) (J mol−1 M−1)
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Figure 11.10 The denaturation of two proteins with
different stabilities but comparable meq values. The
first protein (red) has a stability of 30 kJ mol−1 whilst
the second (green) has a stability of 12 kJ mol−1.
Denaturation leads to Cm values of ∼1.8 M and 3.5 M.
The two systems represent a relatively unstable protein
and one of moderate stability

positive, with typical values ranging between 2000 and
15 000 J mol−1 M−1.

A plot of �G versus denaturant concentration
gives the conformational stability in the absence
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Figure 11.11 The linear extrapolation method
applied to the data of Figure 11.9

of denaturant and experimental studies suggest that
using either urea and guanidine hydrochloride and
the same ‘test’ protein yields a common intercept at
zero denaturant and a constant value of �GU(H2O)

(Figure 11.11).
A conclusion from many denaturation studies is

that overall stability of a protein (�G, GU − GF) is
small with the folded state being marginally more
stable than the unfolded state. This leads to values
for protein conformational stability ranging between 10
and 75 kJ mol−1, with most proteins exhibiting values
towards the lower end of this range (Table 11.2).

Table 11.2 The conformational stability of proteins

Protein Chain
length

Conformationally
stability

(kJ mol−1)

λ repressor 80 12.5
Cytochrome c 104 74.0
Cold shock protein CspB 67 12.6
SH3 domain of α spectrin 62 12.1
CI2 64 29.3
U1A spliceosomal protein 102 38.9
Ubiquitin 76 15.9
CD2 98 33.5

Ribonuclease defines the ‘outline’ of protein
folding in vitro

Ribonuclease has contributed much to our understanding
of protein folding in vitro through the landmark studies
of Christian Anfinsen who posed the question: ‘what
is the origin of the information necessary for folding?’
Ribonuclease, with 124 amino acid residues and four
disulfide bridges located between cysteines 26–84,
40–95, 58–110, and 65–72, catalyses the hydrolysis
of RNA. Reduction of the disulfide bridges to thiols by
mercaptoethanol in the presence of urea results in protein
unfolding and a concomitant loss of activity.

Anfinsen noticed that when ribonuclease was oxi-
dized (by standing in air) and the urea removed by dial-
ysis that enzyme activity slowly recovered as a result
of protein folding, the reformation of tertiary struc-
ture and most importantly the active site. Repeating
these reactions in the presence of denaturant (oxida-
tion of the thiols in 8 M urea) led to the regeneration
of less than 1 percent of the total enzyme activity.
Urea preventing correct disulfide pairings resulting in
a ‘scrambled’ ribonuclease whilst in its absence correct
disulfide bridge formation allowed the folded and ther-
modynamically most stable state to be reached. These
classic studies showed that all of the information nec-
essary for protein folding resides within the primary
sequence. The intervening years have demonstrated the
generality of Anfinsen’s results and although a few
caveats must be included the maxim ‘sequence defines
conformation’ remains relevant today.

One of the first caveats in this picture of protein
folding is the protease subtilisin E from B. amyloliq-
uefaciens. The enzyme is synthesized as a preproen-
zyme of ∼380 residues to permit secretion and to
avoid premature proteolysis. Folding studies involving
the removal of the pro sequence showed that its loss
was coupled to a lack of subsequent protein refold-
ing. In contrast unfolding the full length preproprotein
resulted in a folded enzyme. The results were inter-
preted along the lines that the pro-sequence partici-
pated in folding reactions guiding subtilisin towards
the native state. In its absence the native state could
not be reached and emphasized that it is not neces-
sarily the ‘final’ protein sequence that encodes fold-
ing information. The second caveat arose with the
observation that ‘helper’ proteins assist folding in vivo
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by preventing molecular aggregation. These helper
proteins, molecular chaperones, derive their name from
their ability to prevent unwanted interactions between
newly synthesized chains and other proteins.

Factors governing protein stability

The native state is the most stable form of a protein
but what factors contribute to this stability? From the
previous section it might be thought that disulfide
bridges or covalent bonds in general are major
determinants of conformational stability. However, in
the unfolded protein these bonds remain intact and
do not contribute to conformational stability. To put
this in a slightly different way the covalent bonds
contribute equally to the stability of the folded and

−T∆S

− +0

−T∆S

∆H

∆H

∆H

∆G

Sum

Folded
Unfolded

Figure 11.12 Contributions to the free energy of
folding of soluble proteins

unfolded proteins and it is necessary when addressing
this concept to focus on non-covalent interactions.

Non-covalent interactions include hydrogen bonds,
hydrophobic forces and interactions between charged
groups that cumulatively contribute to increased sta-
bility of the native state (Figure 11.12). The entropic
contribution to folding is generally unfavourable since
it involves transitions from large numbers of unstruc-
tured conformations to a single ordered structure. The
decrease in entropy works against protein folding and
this conformational entropy is largely responsible for
favouring the unfolded state. To fold proteins must
overcome conformational entropy from entropic and
enthalpic contributions that derive from interactions
between charged groups, hydrophobic effects, hydro-
gen bonding and van der Waals interactions.

A major contribution to thermodynamic stability
arises from the hydrophobic interaction. Protein folding
results in the burial of hydrophobic side chains away
from water and their interaction with similar side
chains on the inside of the molecule. In thermodynamic
terms ordered water molecules specifically arranged
in unfolded state are released from this state and
are free to move with the result that the entropy
increases and makes favourable contributions to the
overall free energy change. Favourable enthalpic terms
include the formation of stabilizing interactions in
the native state via charge interactions and hydrogen
bonding. The magnitude of �S and �H varies from
one protein to another but the result appears to be
largely compensatory with �G values confined to a
narrow range generally between 15 and 40 kJ mol−1.

Folding problem and Levinthal’s
paradox

The Ramachandran plot reveals that many dihedral
angle combinations are compatible with stable sec-
ondary structure with the result that in an average
protein of 100 residues the number of possible con-
formations is enormous. Some idea of the magnitude
of this value is obtained by assuming that only three
conformations exist for each residue in a protein of 100
residues and that each conformation can be sampled in
10−13 s or 0.1 ps. To sample all conformations would
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Figure 11.13 Schematic arrangement of a stopped flow system (lower figure reproduced with permission Applied
Photophysics Limited)

take 3100 × 10−13 s – an impossibly long period – that
emphasizes that proteins do not sample all possible
conformations.1 This problem commonly known as
Levinthal’s paradox has focussed attention on the kinet-
ics of protein folding.

Kinetics of protein folding

A consideration of Levinthal’s paradox quickly elimi-
nates random models of protein folding but a relevant

1There are far more than three conformations per residue, some pro-
teins contain more than 100 residues and 10−13 is an unrealistically
short period in which to sample each conformation.

question to ask is what is the time scale of protein
folding? Experimentally, these studies involve placing
unfolded protein into a buffer system that promotes
folding and by mixing rapidly the reaction can be
followed on time scales ranging from 1 ms to ∼10 min.
A common method is the stopped flow kinetic tech-
nique where reactants combine in a mixing cell in
a process followed using changes in fluorescence or
absorbance. In modern instrumentation it is possible
to measure changes in CD signals with time but these
experiments are technically difficult and less sensitive.
In stopped flow experiments (Figure 11.13) pressure-
driven syringes force reactants into a mixing cell where
the reactants mix displacing resident solution within
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a dead time of ∼1 ms. This initiates measurement of
folding reactions and kinetic profiles usually follow
single exponential decays that are fitted to obtain the
observed rate constant (kobs) and the maximum ampli-
tude (Ai)

kobs = Aie
−kt (11.15)

For a two-state unfolding system kinetic analysis is
straightforward since the equilibrium constant Keq is
simply the ratio of forward (kf) and reverse (ku)
rates defining the folding and unfolding reactions.
Combining Equations 11.2 (�GU(H2O) = −RT ln Keq)
and 11.14 (�GU = �GU(H2O) − meq[D]) with the
relationship

Keq = kfw/kuw (11.16)

allows the dependence of the folding and unfolding
rates on denaturant concentration to be expressed as

ln ku = ln kuw + mu[D] (11.17)

ln kf = ln kfw + mf[D] (11.18)

where D is the molar concentration of denaturant.2

Plotting the logarithm of the rate of folding against
denaturation concentration yields a linear relationship
that when combined with the dependence of unfolding
rates on denaturant concentration leads to a characteris-
tic profile known as a chevron plot (Figure 11.14). Cm

is defined by the point where ku = kf and the unfold-
ing and refolding rates in the absence of denaturant
are extrapolated by extending each limb of the plot
to zero denaturant. At any point the observed rate is
calculated from

kobs = ku + kf (11.19)

kobs = kuw exp(mu[D]) + kfw exp(mf[D]) (11.20)

where
meq = (mu − mf)/RT (11.21)

The parameters mu and mf are kinetic m values to
distinguish from the equilibrium m value (meq) and are
used to estimate the position occupied by the transition
state along the reaction coordinate from U to F often

2The parameters mku = RT mu and mkf = RT mf and kuw/kfw is the
rate of unfolding/folding in the absence of denaturant.
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Figure 11.14 A chevron plot describes kinetics of
protein folding for a simple soluble domain as a
function of denaturant concentration

given the symbol α and equal to mf/(mu + mf). A
value of 0.5 suggests a transition state midway between
folded and unfolded states.

Barnase and CI2 are two proteins that have been
actively studied by Alan Fersht to provide quantitative
insight into the mechanism of folding. CI2 is a 64-
residue inhibitor of chymotrypsin or subtilisin with
a structure based around a single α helix from
residues 12 to 24, and five β strands arranged in
parallel and antiparallel sheets (Figure 11.15). The α

helix lies between strands 2 and 3 and CI2 forms
a single folding unit that exhibits two state kinetics
and a t1/2 of 13 ms at room temperature for the
major phase of protein folding. Smaller contributions
attributed to cis– trans peptidyl proline isomerization
are observed but remain a minor element in the overall
folding pathway that lacks intermediates in kinetic
or equilibrium-based measurements. CI2 represents
the simplest kinetic pathway for folding and one
widely observed to occur in other small soluble
domains.

Barnase is a small, monomeric, soluble, extracel-
lular ribonuclease secreted by B. amyloliquefaciens
containing 110 residues and lacking disulfide bonds.
The protein exhibits reversible unfolding under a
wide variety of denaturing conditions. The structure
(Figure 11.16) shows a five-stranded β sheet with three
helices (α1 –α3) located between loops and outside of
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Figure 11.15 The structure of CI2 (PDB: 2CI2). Some
strands are poorly defined
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Figure 11.16 The structure of barnase showing
distribution of secondary structural elements. L1–L4
are loop regions whilst β strands extend from residues
50–55, 70–76, 85–91, 94–99 and 106–108

the sheet region. The major helix (α1) is located at the
N-terminal and extends from residues 6–18 where its
interaction with the β sheet forms the major hydropho-
bic core. A smaller core is formed from the interactions
between loop2, α2 and α3 helices and the first β strand.

As a system for studying folding and stability
barnase represents an excellent paradigm. With the α

and β structures in different regions of the molecule,

as opposed to a more mixed arrangement, it is
possible to study either fragments of the protein
or individual mutations confined to one secondary
structural element. To understand protein folding, and
in particular the pathway involved, it is necessary to
determine the structure and energetics of the initial
unfolded state, all intermediate states, the final folded
states and importantly the transition states occurring
along this pathway.

One approach that has shed considerable light on
the mechanism of protein folding as well as the
non-covalent interactions involved in these pathways
introduced small mutational changes to barnase that
removed specific interactions. By measuring changes
in stability (i.e. �G) alongside kinetic measurements
estimating the activation energy (�G‡) and other prop-
erties associated with the transition state it is possi-
ble to begin to describe the energetic consequences
of mutation.

The difference in conformational stability between
the folded states of the wild type and mutant forms
is difficult to measure directly but can be exploited
via relationships that invoke Hess’ law. The basis
of the method is a mutational cycle (Figure 11.17)
in which the introduction of specific mutations into
barnase is used to estimate kinetic and thermodynamic
parameters. The mutation acts as a sensitive reporter
of local events during the pathway of protein folding.
The mutational cycle measures the free energy of

N

NM UM

U

∆GN ∆GU

∆GM

∆G

Figure 11.17 Application of Hess’s law to the
unfolding free energy of wild type and mutant proteins
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unfolding for wild type (N) and mutant (M) proteins
in the horizontal reactions whilst the vertical reactions
represent experimentally indeterminable or ‘virtual’
free energy changes. They are the free energy changes
that arise in the folded or unfolded protein as a result
of mutation.

Hess’s Law states that the overall enthalpy change
for a chemical reaction is independent of the route by
which the reaction takes place as long as the initial
and final states are identical (Figure 11.17). It is simply
a statement of the law of energy conservation. Using
the mutational cycle approach it was shown that the
energetic effects of mutation in barnase are evaluated
from the relationship

�G + �GU = �GN + �GM (11.22)

Re-arranging leads to

�G − �GM = �GN − �GU (11.23)

where ��GN−U is the change in free energy due to
mutation (M) and the experimental quantity one would
wish to access directly.

Mutations do not have a single effect on one
‘folding’ parameter but can alter solvent exposure,
hydrophobic contacts, hydrogen bonding – the list is
almost endless. As a result of the large number of
parameters altered by a mutation it is very difficult
to ascribe the changes to a single energetic parameter.
One way to eliminate this problem is to borrow a trick
from physical organic chemistry and use the Brønsted
equation. The Brønsted equation relates changes in
rate constant k and equilibrium constant K to a
parameter β as a consequence of altering a non-reacting
functional group

log k = constant + β log K (11.24)

In physical organic chemistry this involves making
series of derivatives whilst in the area of protein folding
this involves the creation of mutants. In each case the
effect on rate and equilibrium constants for folding
are measured. For protein folding this equation was
modified to

�G‡ = constant + φU�GU (11.25)

in view of the relationship of free energy terms �G‡

and �GU to log k and log K respectively whilst the

parameter φ replaced β from the Brønsted relation.
This scheme allows two measurable reactions to be
compared since the constant can be cancelled by
subtraction to give

�G‡
U − �G‡

N = constant + φU �GU

− constant + φU �GN (11.26)

��G‡ = φU ��GU (11.27)

φU = ��G‡/��GU (11.28)

where ��GU is the difference in conformational
stability between folded and unfolded protein. A value
of φ of 0 (measured from the unfolded state and in the
direction of folding) implies that the structure at the
site of mutation in the transition state is comparable
to the structure in the unfolded state. Alternatively a
φ value of 1 suggests that the structure in the vicinity
of the mutation in the transition state is as folded as
that found in the native structure. Fractional values of
φ imply a mixture of states.

Kinetic analysis of the refolding of barnase was con-
sistent with one major intermediate and a linear scheme
U ⇀↽ I ⇀↽ N, where the rate-limiting step was conver-
sion of I to N. The t1/2 for the observable step of
refolding was ∼30 ms, although the kinetics of the step
preceding I occur within the dead time of stopped flow
studies. Since �GU and the forward and reverse rates
were measured a partial energy diagram for barnase
folding was constructed where kinetic and thermody-
namic analysis exposed the properties of the transition
state and major, late folding, intermediate in wild type
and mutant forms of the protein (Figure 11.18).

Residues mutated at the C-terminal end of the α1

helix show values of φ of ∼1.0 for the transition
and folded states. This implies that this region of the
helix-ordered structure is formed rapidly. Interestingly,
residues such as Thr6 at the beginning of the helix
show intermediate values suggesting disorder is present
before formation of native structure. In a similar
fashion residues in loop 3 rapidly form structure
comparable to the folded state whilst loops 1,2 and
4 remain disordered throughout the folding process
until the later stages. Residues at the centre of the
β sheet form rapidly but those located at the edges
do not fold until later. More significantly, residues
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Figure 11.18 Partial free energy diagram describing the folding of wild type and mutant forms of barnase.
Although not strictly necessary for simplicity the unfolded forms of the wild type and mutant barnase are shown as
iso-energetic. The remaining energy terms describe the differences between the intermediate, transition state and
folded forms of wild type and mutant barnase
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Figure 11.19 φ-values found for mutation of residues in the loop, β sheet and helix regions of barnase

located in the core region between the helix and sheet
showed φ values dependent on location. Residues at
the centre of the core exhibit φ values close to 1 in the
intermediate and subsequent states whilst those located
at the periphery of this core showed a gradation of
values (Figure 11.19). In this fashion an extraordinary
detailed picture of the pathway and energetics of
protein folding and its sensitivity to mutation was
established for barnase.

Models of protein folding

Exceptionally rates of protein folding are observed with
time constants less than 5 ms but most domains with
less than 100 residues fold over slower time scales
ranging from 10 ms to 1 s. In most small domains
folding is a cooperative process but for a smaller group
of proteins folding is characterized by the transient
population of detectable intermediates. These proteins
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offer the possibility of characterizing partially folded
states or sub-domains. Initial studies of protein folding
focused extensively on helical domains or domains
containing mixtures of helix and strand (α/β proteins).
Gradually, it has been shown that small β sheet proteins
also fold in a highly cooperative manner whilst larger β

sheet domains especially those with complex topology
frequently exhibit intermediates during folding. Thus,
models of protein folding must account for processes
spread over a wide range of time scales as well as the
presence in some cases of intermediates or partially
folded structures.

Helix formation
The formation of segments of helical structure occurs
with time constants around 1 µs. The reactions proceed
with a slow initial stage as the polypeptide chain
struggles to form hydrogen bonds between donor and
acceptor separated by three or four residues in a
disordered chain. This is followed by faster rates that
reflect progressively rapid extension of helices from an
ordered structure sometimes called a nucleation site.
Most experiments on helix formation have been derived
using synthetic homopolypeptides and a major problem
is that whilst considerable data has been accumulated
for helical regions the formation of β structure relies
on more than one element of secondary structure for
stabilization and there is no satisfactory model system.

Although helices have regular repeating hydrogen
bonds coupled with a uniformity of bond lengths and
angles this periodicity masks their marginal stability.
In an isolated state most helices will unfold and only
synthetic polyalanine helices are reasonably described
as stable. Initiation of helix formation is a slow and
unfavourable process. This arises because five residues
must be precisely positioned to define the first hydrogen
bond between residues 1 and 5. Hydrogen bonds
between residue i, i + 4 characterize regular α helices
whilst the intervening three residues must be arranged
to form a turn as well as arranged in a geometry
favouring the formation of future hydrogen bonds.
There is a large entropic penalty in forming the first
turn whilst addition of a subsequent residue to the helix
is far less severe in terms of energetic cost. At the same
time dipoles associated with the peptide bond in a helix
influence the energetics since for the first turn their
alignment lies in the same direction (parallel) and is

an unfavourable arrangement. With the completion of
the first turn subsequent formation of peptide dipoles
separated by 3 to 4 residues leads to a head to tail
arrangement that may assist helix propagation.

The molten globule

During studies of protein folding it was recognized that
intermediate states showing many of the properties of
the native fold could be identified. This state became
known as the molten globule and is characterized
by a compact structure, containing most elements
of secondary structure as helices, turns and strands,
although many long range or tertiary contacts are
lacking. The molten globule has a hydrophobic core
consistent with burial of non-polar side chains away
from the solvent.

Studies of α-lactalbumin using circular dichro-
ism (CD) under denaturing low pH (<4) conditions
revealed formation of a stable intermediate state that
was distinguishable from the native and unfolded states
by possessing far-UV CD spectra resembling the native
fold but an unfolded-like near-UV CD spectrum. In
other words it appeared to possess considerable sec-
ondary structure but no tertiary structure. This state was
given the name molten globule and similar forms have
been identified during the folding of other proteins.
Proteins showing molten globule-like states include
many familiar soluble proteins such as myoglobin, α-
lactalbumin, β-lactoglobulin, BPTI, cytochrome c and
azurin. These proteins differ considerably in their sec-
ondary structure content as well as tertiary folds. In
contrast, some proteins fold without evidence of molten
globule intermediates, and lysozyme is one interesting
example, especially since lysozyme and α-lactalbumin
are homologous proteins.

Although the molten globule state was identified by
its stability and presence at equilibrium under partially
denaturing conditions similar states have been detected
in kinetic experiments. In particular stopped-flow CD
studies appear to show kinetic intermediates populated
during folding possessing high levels of secondary
structure yet lacking complete side chain packing and
extensive tertiary structure. These studies have led to
the suggestion that molten-globule like intermediates
form as part of the overall process of reaching the
native state and have provided a picture in which the
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formation of elements of secondary structure occurs
prior to consolidation of the tertiary fold.

Hydrophobic interactions

Hydrophobic interactions are intrinsically weak forces
between non-polar side chains that lead to dramatic
ordering of water. In globular proteins these inter-
actions lead to charged/polar side chains residing on
the surface of a protein whilst non-polar side chains
are buried on the inside of the molecule. The flu-
orescence probe anthraquinone naphthalene sulfonate
(ANS) binds effectively to exposed hydrophobic sur-
faces and exhibits a characteristic λmax that changes
when the probe is placed in a polar environment. By
measuring changes in fluorescence of ANS during pro-
tein folding in a rapid mixing experiment it is possible
to monitor the formation of hydrophobic cores. From
many studies of folding involving proteins with dif-
ferent topologies it has been recognized that different
events can occur during the formation of the native
state. These events include some or all of the follow-
ing reactions:

1. Formation of all native contacts in a highly
cooperative transition;

2. Folding via a molten globule intermediate;

3. Folding via kinetic intermediates resembling molten
globules;

4. Condensation of hydrophobic cores prior to forma-
tion of secondary and tertiary structure.

A major problem for experimentalists and theoreticians
has been to reconcile all of these different views within
a single scheme of protein folding allowing formation
of the folded state on time scales between 10 ms and
1 s.

A hierarchic model has been proposed where struc-
ture is determined by local interactions with confor-
mational preferences among short sections of peptide
chain guiding the polypeptide towards forming larger
units of secondary structure. An obvious weakness
with this model is that few short peptides in iso-
lation form helices and none will form β strands.
Although at first these elements of secondary structure

are only metastable it is envisaged that interactions
with neighbouring units reinforce stability. Early stages
of protein folding are characterized by the interac-
tion of secondary structure via a purely diffusional
model in which elements collide to allowing favourable
interactions and stable association. These interactions
accumulate cooperatively to form larger collections of
secondary structure that can acquire stabilizing tertiary
structure and long-range order at longer time intervals.
The detection of intermediates or transition states con-
taining secondary but not tertiary structure is perhaps
supportive of a hierarchic model whilst the fact that
secondary structure can be predicated from sequence
is also used as a supportive line of evidence.

Recently, considerable attention has focused on a
concept called contact order. Although the length of a
protein does not show a simple correlation with rates
of protein folding the topology of a protein does seem
to influence this process. To reflect the concept of
topology the term contact order (CO) can be defined
as the average sequence distance between all pairs of
contacting residues normalized by the total sequence
length of the protein and is described as

CO = 1

LN

N∑
�Si,j (11.29)

where N is the total number of contacts, �Si,j is
the sequence separation in residues between contacting
residues i and j , and L is the total number of
residues within the protein. Providing the structure of
a protein has been determined at a reasonable level
of resolution the CO can be calculated. A correlation
exists between CO and observed rates of protein
folding. This leads, for example, to proteins that are
extensively α helical having low CO and folding more
quickly than proteins containing higher proportions of
β strand. These proteins are characterized by higher
CO. The observation that proteins with low CO tend
to fold rapidly could suggest that local contacts are
the most effective route towards rapidly reaching the
native state.

Irrespective of the precise details during the early
events of protein folding a common objective achieved
by all schemes is to restrict the conformational space
sampled by the protein and therefore to avoid the
worst excesses of Levinthal’s paradox. Restricting
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N

Figure 11.20 The route towards the folded con-
formation for protein A and B differ. Real energy
landscapes are undoubtedly much more complex in
profiles

the number of conformations leads to remarkably
rapid folding. A new picture of protein folding
represented by contoured energy landscapes directs
the unfolded protein towards the final (low energy)
conformation by a ‘funnel’ (Figure 11.20). A three-
dimensional plot suggests several routes may be used
in reaching the native fold with local energy minima
existing along pathways. The shape of the funnel
directs all conformations towards the native state
yet avoids the need to sample all of the possible
conformations.

A new view of protein folding is one of energy land-
scapes, multiple pathways and multiple intermediates
where folding leads towards the most stable state in a
process influenced by kinetic events.

Amide exchange and measurement
of protein folding

The measurement of amide exchange rates is a
powerful way of assessing the protection (resistance
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Figure 11.21 Rates of amide exchange for different
functional groups in proteins. Backbone amide groups
show minimum exchange at pH 3.5 with time constants
of ∼1 h whilst at pH 10 the rate is increased leading
to exchange on the ms time scale

to exchange) of these groups as a protein folds from
denatured to native states. Protection occurs because
the amide is involved a hydrogen bond or is buried
within the hydrophobic interior of a protein. In NMR
experiments based around the observation of a proton
the substitution of H by 2H (D) leads to a loss of
a signal. Exchange rates are dominated by pH and
proteins show profiles where the rate has a minimum
around pH 3.5 but increases either side of this
minimum due to acid and base catalysis (Figure 11.21).
The intrinsic rate of exchange (kex or kintr) reflects a
summation of acid- and base-catalysed rates and differs
according to the type of functional group.

kintr = kOH[OH−] + kH[H+] + kw (11.30)

The rates for each of the functional groups found
in proteins have different pH optima and are strongly
influenced by pH, local chemical environment, solvent,
side chain identity, neighbouring residues and temper-
ature. In proteins NH exchange can be extremely slow
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and may take months or years to reach completion. A
protection factor is described via a parameter, θp, where

θp = kintrinsic/kobs (11.31)

and a slow rate of exchange is seen by values of θp of
106 –107.

A theory of amide exchange in proteins developed
by Kai Linderström-Lang involves open conformations
where the protein is exposed to the solvent in
equilibrium with a closed structure.

closed
kop−−−⇀↽−−−
kclo

open
kintrinsic

−→ hydrogen exchange

The closed state is often equated with folded molecules
and the open state with denatured proteins. Protected
amide hydrogens are ‘closed’ to exchange but become
accessible to exchange through formation of the ‘open’
state at rates comparable to those observed for unstruc-
tured peptides. Two kinetic regimes are recognized
for hydrogen exchange in the above scheme. The first
regime is called the EX1 mechanism and occurs when
kintrinsic � kclo. The observed rate is therefore approx-
imated by the rate of protein ‘opening’ such that
kobs = kop. In contrast the more common mechanism
found in proteins occurs when kintrinsic � kclo and the
observed rate (kobs) is therefore equivalent to the prod-
uct kopkintrinsic. This is called the EX2 mechanism and
occurs when a protein is relatively stable and exchange
rates are comparatively slow.

In proteins the most important exchangeable proton
is attached to the secondary amide of the polypeptide
backbone. Amide exchange rates in proteins are readily
measured in protein uniformly enriched in 15N in a
‘pulse hydrogen’ exchange experiment. The principle
of the experiment involves transferring a protein from
water-supported buffers to those based on 2H2O (D2O)
and leads to a loss of cross-peak intensity in 2D NMR
spectra as a result of proton/deuteron (H/D) exchange
(Figure 11.22). By observing the rate of change in
the intensity of cross peaks amide exchange rates
are estimated.

Denatured protein in 6 M guanidinium HCl in
solutions of 2H2O is allowed to fold in solutions
containing 2H2O and leads to protein ‘labelled’ with
deuterium. Placing the samples at high pH favours
rapid exchange for accessible amides and is followed

by ‘quenching’ and a lowering of the solution pH.
Folding is allowed to continue to completion and the
method samples amides that are rapidly ‘removed’
from exchange reactions by forming hydrogen bonds,
or more probably from burial on the inside of the
protein. After folding has been completed the pattern
of NH and ND labels is analysed by 2D NMR
spectroscopy (Figure 11.23). Increasing the refolding
time (tf) allows a greater number of exchangeable sites
to be protected. Using this approach it was possible to
sample the protection of over 50 different amide groups
in the enzyme lysozyme. The results showed two
groups of amides existed; approximately 50 percent
were completely protected from exchange within about
200 ms whilst the remaining group remained accessible
even after 1 s. Further analysis of rapidly protected
amides revealed a location within a domain based
around four α helices whilst the more accessible amides
were contained in the β sheet rich domain.

This picture of amide protection provides a view
of protein folding in which each domain of lysozyme
acts as a separate folding unit (Figure 11.24). Studies
with other proteins reinforced this view and domains
are often defined as ‘folding units’. It might be argued
that the rates of protection simply reflect the units of
secondary structure but working against this idea is
the observation that 310 helices found in each domain
showed different rates of protection. The different
technique used in the study of the kinetics of protein
folding are listed in Table 11.3.

Kinetic barriers to refolding

Kinetic studies highlight the presence of transient
intermediates during folding that represent partially
folded forms along the pathway between denatured
and folded states (Figure 11.25). In ‘off’ pathway
intermediates it may be necessary to unfold before
completing a folding pathway. When this type of
reaction is performed in vitro the rate of reaction is
slow. In vivo a different picture emerges with specific
proteins catalysing the elimination of ‘unwanted’ folds.

Additional barriers to efficient protein folding exist.
One major kinetic barrier to protein folding involves
cis– trans isomerization of the amide bond preceding
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Figure 11.22 The principal of measuring H/D exchange by NMR spectroscopy. Initial cross-peaks are shown in
red. Those exhibiting altered intensities are shown in orange and eventually exchange leads to a complete loss
of intensity

Table 11.3 Techniques used to study kinetics of protein folding

Method Structural information

Intrinsic fluorescence Primarily environment of Trp and Tyr residues. Can also include environment of

co-factors such as heme or flavin

Absorbance Environment of aromatic groups or other conjugated systems

Near UV CD Asymmetry of aromatic residues within tertiary structure

Far UV CD Formation of secondary structure

H/D exchange NMR Formation of persistent hydrogen bonds or amide groups protected from solvent

H/D exchange MS Detection of folding intermediates and different populations

FTIR Formation of hydrogen bonds

ANS fluorescence Accessibility of hydrophobic residues
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Figure 11.23 The principle of pulsed H/D exchange in a protein during folding

proline residues. Proline has unique properties among
the 20 naturally occurring building blocks of proteins
stemming from the cyclic side chain and the absence of
an amide proton (NH). The peptide bond immediately
preceding proline is unlike other peptide bonds in that
the ratio of cis– trans isomers is ∼4. Unfolding removes
many of the constraints placed on peptide bonds and
leads to randomization of prolyl peptide bonds so that
in a protein containing five Pro residues it is expected
that on average one prolyl peptide bond will exist in
the less favourable cis conformation. The potential for
proline cis– trans isomerization to inhibit the rate of
protein folding arose from studies by Robert Baldwin
showing that kinetically heterogeneous mixtures of
molecules existed in refolding denatured ribonuclease.
An explanation for this observation provided by John

Brandts centred around the cis– trans isomeric state of
prolyl peptide bonds. The refolding of a proportion of
protein with prolyl peptide bonds in an unfavourable
conformation is characterized by slow rates of formation
of the native state superimposed on normal rates of
folding. Kinetic heterogeneity is observed and arises
because molecules with bonds arranged favourably
fold rapidly whilst a fraction with unfavourable cis
peptide bonds will fold more slowly. As a result
protein refolding involving cis– trans isomerization is
characterized by one or more slow refolding phases.

This view has been supported through the use
of model peptides containing proline residues and
the observation of slow refolding rates in proteins
including insulin, tryptophan synthase, T4 lysozyme,
staphylococcal nuclease, chymotrypsin inhibitor CI2,
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Figure 11.24 Structure of lysozyme showing the rapidly formed helix rich domain (blue) along with the slowly
‘protected’ sheet-rich region (green)

X1 X2

U I1 I2 F

Figure 11.25 On and off pathway intermediates
during protein folding. I1 and I2 represent on pathway
intermediates such as the molten globule like state
whilst X1 and X2 represent off pathway forms of
the protein

barnase, yeast iso-1 and iso-2 cytochromes c, pepsino-
gen, thioredoxin as well as calcium binding pro-
teins such as parvalbumin and calbindin. One direct
observation is the refolding of three homologous
parvalbumins (Ca binding proteins found in muscle).
Two of the parvalbumins contain a single proline
residue and exhibit refolding reactions with a slow
component whilst this phase is absent in a third par-
valbumin lacking proline.

Cis– trans proline isomerization is one of the major
causes of kinetic heterogeneity in protein refolding and
deviations away from a purely two-state system. The
presence of such effects during refolding are normally

confirmed by site directed mutagenesis, by kinetic
analysis using ‘double mixing’ stopped flow techniques
and from analysis of the temperature dependency
associated with each folding reaction. Those associated
with cis–trans isomerization of Xaa–Pro peptide bonds
are characterized by activation energies ranging 80 to
100 kJ/mol.

In vivo protein folding

Proteins fold to form the native state in vitro but
do similar pathways or mechanisms apply in vivo?
Translation occurs at rates of ∼20 residues per second,
yet many small soluble proteins fold completely within
100 ms. The disparity between optimal translation rates
and folding suggests that in vivo limitations exist in the
latter process.

Peptidyl prolyl isomerases (PPI) catalyse one of
two important but slow reactions associated with fold-
ing. The reaction is cis–trans isomerization of prolyl
peptide bonds. The first enzyme was isolated from
pig kidney in 1984 but during this period other stud-
ies looking at the binding of the immunosuppres-
sant drug cyclosporin A (a vital immunosuppressant
during transplant surgery preventing the rejection of
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donor organs) discovered its intracellular target and
named this protein cyclophilin. Subsequent protein
sequencing showed that PPI isolated from pig kidney
and cyclophilin were identical. The precise basis for
cyclosporin A binding to PPIs remains to be established
but it may be unrelated to the activity of the immuno-
suppressant in decreasing T-cell proliferation and activ-
ity. Peptidyl prolyl isomerase overcomes kinetic bar-
riers presented by incorrectly oriented peptide bonds
during protein folding.

Additional prolyl isomerases exist within cells and
are grouped within one of at least three major protein
families. Besides cyclophilins FK506-binding proteins
and parvulins represent different families that are not
homologous but share a common biochemical function.
A plethora of PPIs exist in the human genome with
at the last count 11 cyclophilins, 18 FK506 binding
proteins and two parvulins encoded.

The second ‘slow’ reaction of protein folding is the
formation of disulfide bonds. This reaction is catalysed
by the enzyme protein disulfide isomerase (PDI). Since
both reactions (cis–trans proline isomerization and
disulfide bond formation) were shown to inhibit rapid
protein folding in vitro the presence of enzymes within
cells to specifically catalyse these ‘slow’ reactions is
compelling evidence that similar mechanisms exist for
folding in vitro and in vivo. Protein disulfide isomerase
contains the conserved active site motif of Cys-Xaa-
Xaa-Cys found in thioredoxin and shares a similar
role to the Dsb family of proteins found in E. coli.
Together with molecular chaperones these systems
allow proteins to fold effectively in the cell.

Chaperones

The fundamental experiments of Anfinsen showed that
denatured ribonuclease folds in vitro with the pri-
mary sequence directing folding to the native state.
It was widely assumed that folding of all newly
synthesized proteins in vivo would proceed similarly.
Nascent polypeptide chains would not require addi-
tional assistance to fold efficiently. With hindsight this
assumption seems foolish, and gradually observations
established that specialized proteins within the cytosol
assist formation of native states.

One of the first observations was that E. coli
containing a defective operon called groE could not
assemble wild type bacteriophage λ. This was despite
the fact that all protein components of mature λ were
encoded by the viral genome. A second observation
was that in the mitochondrial matrix translocated
polypeptide associated with a protein (Hsp60). The
name reflected its mass and that production increased
approximately two-fold after heat shock. The name is
misleading because experiments showed that deletion
of the Hsp60 gene in yeast was lethal and the protein
was essential to the cell under all growth conditions.
This is expected for a protein playing an important role
in the folding of mitochondrial proteins.

The heat-shock or cell-stress response (i.e. changes
in the expression of intracellular proteins) is a common
event, with increased protein production an essential
survival strategy that allows responses to diverse stim-
uli, including heat or cold, osmotic imbalance, toxins
and heavy metals as well as pathophysiological signals.
The proteins synthesized in response to such envi-
ronmental stresses are collectively called heat-shock
proteins (or HSPs), stress proteins or, more commonly
today, molecular chaperones. The response of cells
to stress is a primitive mechanism that appears to
be evolutionarily ancient as well as essential to sur-
vival. The ancient nature is demonstrated by significant
sequence homology in molecular chaperones from a
wide range of organisms. Systematic work over the last
20 years has identified many proteins with chaperone-
like activity. Chaperonins refer to a sub-group of these
proteins that function as components of multimeric
systems.

Many newly synthesized proteins reach their folded
states in vivo spontaneously and without assistance,
in processes analogous to the folding of ribonuclease
in vitro. However, folding efficiency may be limited
by side-reactions such as aggregation (Figure 11.26)
promoted by transiently exposed hydrophobic surfaces.
In E. coli aggregation of proteins is readily detected
by SDS–PAGE after heat shock. Cells respond to
heat shock and the production of significant amounts
of unfolded protein by the synthesis of new systems
designed to promote refolding. These systems are the
molecular chaperones.



 

IN VIVO PROTEIN FOLDING 417

Aggregates

U I N

Figure 11.26 Possible routes of aggregation for
unfolded and partially-folded protein. Chaperones limit
the extent of aggregation reactions by binding to U
and I forms

Several molecular chaperone systems have been
characterized in E. coli including the GroES-GroEL,
DnaK-DnaJ-GrpE and ClpB molecular chaperone sys-
tems. The acronym Hsp (heat-shock protein) is still
used to describe these chaperones and the literature
is full of terms such as Hsp60, Hsp70 and Hsp100
for families of homologous proteins. Today these
terms are used interchangeably and the Hsp60 name
could refer to GroEL – one component of the best-
characterized chaperone.

Molecular chaperones are distributed in all cells
ranging from archaebacteria through to complex
eukaryotic cells. Although many chaperone systems
have not been structurally characterized the GroEL-
ES, the thermosome of Thermoplasma acidophilum
and small HSPs from Methanococcus jannaschii rep-
resent exceptions.

The GroEL-ES system

The GroEL-ES chaperone system is essential for E.
coli growth under all conditions with mutations in the
GroE operon proving lethal. The GroEL-ES complex
of E. coli has formed the basis of understanding
chaperone function as a result of detailed structural
studies using crystallography and electron microscopy.
In vivo GroES is composed of seven identical subunits
(Mr∼10 000) whilst GroEL is composed of 14 larger
subunits each with a mass of ∼60 000. This leads to
Gro-EL being called chaperonin60 (cpn60) and Gro-ES
chaperonin10 (cpn10).

A model for the organization of GroEL obtained
from negative staining EM studies showed a double
ring cylindrical structure with a diameter of ∼14 nm
and height ∼16 nm. The seven-fold symmetrical com-
plexes were of comparable size to the ribosome with a
central cavity of ∼6 nm that bound polypeptide prior
to ATP binding or GroES attachment. The first detailed
structure for GroEL was determined by Paul Sigler
and provided beautiful detail of the toroidal architec-
ture indicated from electron microscopy. GroEL had
a substantial central cavity in a cylindrical structure
composed of two stacked heptameric rings arranged
with seven-fold rotational symmetry. The rings are
arranged back to back, contacting each other through a
region known as the equatorial interface that is one of
three distinct domains found in each GroEL subunit.
The remaining domains are the apical and intermediate
domains; these zones are simply designated as E, I and
A domains (Figure 11.27).

GroEL contains a single polypeptide chain of 550
residues starting at the E domain extending to the
intermediate region before the central part of the
sequence makes up the A domain. The sequence then
returns to form part of the I domain before terminating
in the E domain. The E domain is a helical rich region
that provides the ATP/ADP binding site whilst the
apical domain shows greater mobility and has a lower
percentage of regular secondary structure. Schematically
the GroEL subunit is a tripartite structure (Figure 11.28).

The structure of GroES was determined indepen-
dently of GroEL to confirm seven-fold symmetry
arranged in a dome-shaped architecture. The dome
contained seven subunits each of 110 residues and
formed a core β barrel structure with two prominent
loop structures (Figure 11.29).

One remarkable feature of the GroEL structure is
a massive conformational change caused by binding
co-chaperonin (GroES) and nucleotides. Revealed by
cryo-EM studies of the ternary complex formed
between GroEL/ADP/GroES image reconstructions
showed a small elongation of the cylinder upon ATP
binding but a very substantial elongation at one end
of the GroEL complex upon GroES binding. This
was accompanied by increases in diameter at the
end cavities with the GroES ring observed as a
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Figure 11.27 The monomeric structure of GroEL
showing relative positions of E, I and A domains
(PDB: 1GRL)

E

Figure 11.28 The tripartite structure of a GroEL
subunit showing a schematic arrangement of apical
(A), intermediate (I) and equatorial domains

GroEL GroEL-ATP GroEL-GroES
-ATP

Figure 11.30 3D reconstructions of the surfaces of
GroEL, GroEL-ATP and GroEL-GroES-ATP from cryo-EM.
The GroES ring is seen as a disc above the GroEL
and contributes to the bullet-like shape. (Reproduced
with permission from Chen, S. et al. Nature 1994, 371,
261–264. Macmillan)

flat, disc-like object above the neighbouring GroEL
heptamer (Figure 11.30). In the presence of adenine
nucleotides GroES binds to the stacked rings of
GroEL forming a ‘bullet-like’ asymmetric structure
with GroES attached to only one of the heptameric
rings of GroEL (the cis ring).

The chaperonin-assisted catalysis of protein folding
proceeded through cycles of ATP binding and hydrol-
ysis. Nucleotide binding modulates the interaction
between GroEL and GroES binding. ATP binding to
GroEL occurs initially with low affinity (Kd ∼ 4 mM)

Figure 11.29 The structure of GroES within the heptameric ring seen in side and superior views. One subunit within
the ring is shown in red. The arrangement of secondary structure showing the β barrel core is shown from the side
in the centre for an individual subunit (PDB: 1G31)
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to one subunit but as a result of positive coopera-
tivity binding occurs with substantially higher affinity
to the remaining subunits (Kd∼10 µM). The cooper-
ative nature of ATP binding establishes GroEL as an
allosteric enzyme. In GroEL with a total of 14 sub-
units in two heptameric rings it is observed that tight
nucleotide binding occurs only to one of the two avail-
able rings. ATP binding to the remaining ring is inhib-
ited but promotes GroES association and a change in
conformation for the cis ring subunits. The change in
conformation is central to the switch in binding modes
from an allosteric T state with low affinity for ATP
and high affinity for non-native chains to an R state
that shows the opposite trends.

The molecular basis for some of the conformational
changes have been understood by comparing the
structures of Gro-EL complexes in the presence of
Gro-ES as well as ADP, ATP and AMP-PNP, using
cryo-EM methods. Although the resolution of these
studies was relatively low by crystallographic standards
the large size of the complex meant that levels of
resolution were sufficient to identify key catalytic
features. Nucleotide binding in the equatorial domain
pocket leads to substantial changes in the GroEL
heptameric ring structures and movement in particular
for the apical domain. The result of domain movement
is the existence of several distinct structures.

Crystallographic analysis of the GroEL-GroES-
(ADP)7 complex showed a similar bullet shape and by
comparing this structure with the un-liganded GroEL
structure the significant conformational perturbations
were shown to arise from ‘en bloc’ movements of
I and A domains with respect to the E domain
in the cis ring capped by GroES (Figure 11.31).
The overall architecture of GroEL and the GroEL-
GroES-(ADP)7 complex emphasized the bullet shape

E

Figure 11.31 Domain movement in GroEL as a result
of GroES and ATP binding

(Figure 11.32) and allowed insight into the mechanism
of binding partially folded proteins and preventing
protein aggregation.

The reorganization of the cis ring of GroEL results
from domain re-arrangement involving intermediate
and apical domains with the I domain swinging
downwards towards the E domain by approximately
25◦. One effect of this movement is to close the
occupied nucleotide (ATP) binding site located on
the top inner surface of the equatorial domain. The
A domain shows greater movements, swinging ∼60◦

upwards relative to the equator, but also twisting about
its long axis by ∼90◦ to form new interfaces with
neighbouring A domains. These movements lead to
interactions between the A domain of GroEL and
mobile loops on GroES. In comparison with the
A domain the cis equatorial (E) domains do not
show large conformational shifts, with smaller inward
movement of the cis assembly by ∼4◦. Since these
regions interact with the neighbouring heptameric ring
there is a complementary outwards tilt in the E
domains of the trans ring. These movements have
important functional consequences in the overall cycle
of catalysis. In contrast to the large conformational
changes occurring in GroEL, the structure of the GroES
ring within the complex is similar to that observed in
the standalone structure. A minor exception to this rule
would include mobile and disordered loops that become
structured within the complex as a result of interaction
with the A domain.

The chaperonin catalytic cycle

With the structure of the ‘inactive’ GroEL and ‘active’
GroEL-GroES-ATP complexes known it was possible
to attempt to understand how this macromolecular
complex assists in protein folding. At the simplest
level the complex catalyses cyclic binding and release
of target polypeptides. This process is divided into
four distinct stages or phases (Figure 11.33). Phase
I involves polypeptide binding; phase II the release
of the polypeptide into the central channel and the
initiation of folding; phase III involves hydrolysis of
ATP, reorganization of the cis heptameric ring and
the start of product (GroES, folded peptide and ADP)
release; finally, phase IV involves ATP binding to
GroEL subunits of the trans ring providing the trigger
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Figure 11.32 Structures of GroEL and GroEL-GroES-(ADP)7 complex derived by X-ray crystallography. Different
colours denote the individual subunits in the upper heptameric ring with the apical, intermediate and equatorial
regions show in progressively darker hues. In the lower ring all subunits are shown in yellow. GroES is shown in grey
(reproduced with permission Sigler, P.B. et al. Annu. Rev. Biochem. 1998, 67, 581–608. Annual Reviews Inc)

to discharge GroES and entrapped folded polypeptide
from the opposite side of the structure.

The cavity within GroEL provides a ‘reaction ves-
sel’ in which the polypeptide chain can be ‘incubated’
until folding is complete. This vessel is called the
‘Anfinsen cage’ and estimations of internal volume
place an upper limit of ∼ 85 000 Å3 which is consistent
with a spherical protein of 70 kDa.

In the first phase unfolded polypeptide binds to the
apical domain largely through hydrophobic interactions
and the direct involvement of at least nine residues
(determined by site-directed mutagenesis) on each
subunit. Eight of these residues have hydrophobic side
chains and point inwards into the cavity creating a
hydrophobic ring that binds target polypeptides. The
central channel of GroEL functions as two separate
cavities, one in each ring, as a result of a disordered
24 residue C-terminal region in each of the seven
ring subunits that effectively ‘blocks’ communication
between channels.

The second stage of the catalytic cycle involves
nucleotide binding. From observations of GroEL-
assisted refolding experiments it was noted that GroEL
alone inhibits refolding whilst in the presence of K+
ions, Mg-ATP and GroES efficient folding to the native
state was seen. This led to a proposal that at least
two distinct conformations of the complex existed;
one that binds unfolded polypeptides tightly and ATP
weakly and another in which the binding proper-
ties are reversed. Nucleotide-modulated conformational
changes of GroEL are inherent to the protein fold-
ing cycle. ATP binding preceded GroES binding with
the latter event occurring at near diffusion controlled
rates (4 × 107 M−1 s−1) in the presence of ATP, but
approximately 100 times more slowly in the presence
of ADP.

The third stage involves completion of polypeptide
folding coupled with its release into the cavity of
the cis ring of the GroEL-ES complex. Binding of
unfolded polypeptide to the A domain has suggested
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Figure 11.33 The chaperonin catalytic cycle (phases II–IV). ATP and GroES (purple subunits) bind to the GroEL
ring causing change in conformation. ATP is trapped inside complex. In this state non-native polypeptide chains will
no longer bind to apical domain but are released into central channel. ATP on cis ring is hydrolysed. Protein folds in
central cavity. ATP binds to trans ring causing conformational change in opposite ring that releases GroES, ADP and
folded peptide

the involvement of residues Leu234, Leu237, Val259,
Leu263, and Val264. Mutation of any of these residues
inhibits correct protein folding and in some instances
proves lethal to E. coli. ATP and GroES binding
cause ‘en bloc’ movements of the E, I and A
domains and lead to competition for these sites within
the complex and the rotation and displacement of
the heptameric rings in opposite directions. As a
result, unfolded chains are no longer bound and
are released into the cavity of the cis ring where
folding occurs. The non-polar side chains of residues
responsible for binding the non-native polypeptide
through hydrophobic interactions in the cavity of
the un-liganded ring are now buried in the cis ring
assembly. This leads to their replacement by polar
residues on the walls of the cavity. This change is
very significant because it now drives folding where
the released polypeptide chain is able to re-initiate
folding in an enlarged cavity whose lining is now
hydrophilic.

The fourth phase represents the dissociation of the
ligands (GroES and ADP) from the complex. The
disassembly of the cis ring complex is triggered by
hydrolysis of ATP to ADP with the latter forming
weaker interactions at the nucleotide binding site as
a result of the loss of a phosphate group. Weaker
interactions breakdown the GroEL–GroES complex
with the susceptibility to disassemble increased fur-
ther by binding ATP to the opposite ring. This event
also initiates the start of another cycle of bind-
ing of the non-native polypeptide chain and GroES
association.

In summary, the GroEL-ES complex represents
a remarkable molecular machine designed to ensure
protein folding occurs efficiently and without the
potential for complicating side reactions. As with many
important protein complexes it appears that nature has
seized the ‘design’ and used it in other chaperonin-
based systems. Whilst GroEL and GroES are respec-
tively the prototypical chaperonin and co-chaperonin
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there exist in other cells chaperonins that form similar
ring-shaped assemblies. The most convincing evidence
derives from the structure of the corresponding com-
plex from hyperthermophilic bacteria.

It is likely that only a fraction of all cytosolic
proteins found in E. coli , or indeed in other cells,
are processed via molecular chaperonins. Some pro-
teins will be too large to be accommodated within
the central cavity of chaperonins whilst other nascent
polypeptides, particular small soluble domains, can fold
‘safely’ without aggregating and without the interven-
tion of other proteins. Estimates of the number of
proteins acting as substrates for GroEL vary but at
least 300 translated polypeptides including essential
enzymes of the cell have been identified as using this
system. About one-third of these proteins unfold within
the cell and repeatedly return to GroEL for conforma-
tional maintenance. It appears that GroEL substrates
consist preferentially of two or more domains of the
α/β class containing mixtures of helices and buried β

sheets with extensive hydrophobic surfaces. Such pro-
teins are expected to fold slowly and to be aggregation-
prone whilst the hydrophobic binding regions of GroEL
are well suited to interaction with non-native states of
α/β proteins.

The thermosome of T. acidophilum

The characterization of the GroEL complex as a
toroidal structure based on two heptameric rings
capped by a dome like GroES ring defined a major
group of chaperonins found widely throughout cells.
Systems based on this design are called Type I
chaperonins. Sequence homology studies show that
eukaryotic cells have similar protein complexes. These
complexes are located within the mitochondria and
chloroplasts with Hsp60, and Cpn60 representing two
prominent systems. This similarity is not surprising in
view of the endosymbiont origin of these organelles
from eubacteria.

In T. acidophilum comparable reactions are
catalysed by thermosomes that show variations in
organization and are example of Type II chaperonins.
The structure of the thermosome from T. acidophilum
was the first Type II chaperonin to be described in

detail. It is a hexadecamer composed of two eight
membered rings. Each ring contained an alternating
series of two polypeptide chains denoted as (αβ)4(αβ)4.
Group II chaperonins in archaea and in the eukaryotic
cytosol have been shown to use the same mechanism
as type I chaperonins, with the binding of substrate to
a central cavity and ATP dependent substrate release.
The thermosome shares many of the properties of the
GroEL rings although the lid structure is derived from
the secondary structure elements of the apical domains
and does not involve GroES like subunits to cap a
central cavity.

Strands S12 and S13 and most of the N-terminal
part of helix H10 protrude toward the pseudo eight-
fold molecular axis at the ends of the particle to
block the entrance to the central cavity and form a
lid domain. The β strand (S13) from each A domain
forms a circularly closed β sheet of eight strands
and leaves a central pore of diameter ∼2.0 nm. The
triangle of structural elements, strands S12 and S13
and helix H10, pack against corresponding elements in
the neighbouring two subunits forming a hydrophobic
core with nine non-polar side chains and a threonine
residue from each subunit (Figure 11.34). The core
is hydrophobic with a third of all lid segment
residues buried completely and these interactions assist
in maintaining the lid structure in a conformation
comparable to that observed in the GroEL-ES complex.

Membrane protein folding

The preceding sections have dealt largely with the
folding of soluble proteins in vitro and the assistance
of macromolecular assemblies in governing folding
in vivo. As with much of biochemistry the details of
folding in soluble proteins has largely outpaced under-
standing of the same reactions in membrane bound
systems. A key observation made in 1982 by H. Gobind
Khorana was that bacteriorhodopsin could be dena-
tured and refolded in a similar fashion to ribonuclease.
This confirmed that membrane proteins possess all of
the information necessary for folding and formation of
the native state within their primary sequences. In the
case of bacteriorhodopsin this involved the formation
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Figure 11.34 The structural arrangement of the
thermosome E, I and A domains with the extended
helix–strand–strand regions of H10, S12 and S13
shown in red (PDB: 1AG6)

of seven transmembrane helices, but similar reactions
have not been demonstrated for all membrane proteins.
Most data currently available refers to the β-barrel
rich domains of porins and the helix-rich domains of
rhodopsin-like proteins.

Soluble proteins represent the minimum free energy
conformation, as defined in Anfinsen’s original experi-
ments, and membrane proteins are no exception. How-
ever, the mechanism of reaching this folded state
in vitro, and especially in vivo, is less obvious. In
soluble proteins thermodynamic studies of the fold-
ing process in response to denaturing agents provided
information on forces stabilizing tertiary structure. This
approach is not successful for membrane proteins
as they are very resistant to denaturation. Bacteri-
orhodopsin does not unfold completely in SDS, retain-
ing helical structure, and denaturation arises primarily
from subunit dissociation, loss of interactions between

secondary structure elements and from unfolding of
domains located either in the aqueous phase or
at interfaces.

As a membrane protein bacteriorhodopsin is rep-
resentative of proteins with seven transmembrane
helices – a very large family – with the added advan-
tage of a chromophore that is exquisitely sensitive to
changes in physical properties. In the purple membrane
bacteriorhodopsin is found as a two-dimensional crys-
talline lattice where the protein aggregates as collec-
tions of trimers. Two thermal transitions with enthalpies
of denaturation (�Hd) of ∼30 and ∼400 kJ/mol have
been linked to a dissociation of the lattice and disper-
sion into individual trimers at 80 ◦C followed by irre-
versible disruption of trimers via the loss of helix–helix
interactions between monomers at 100 ◦C.

One framework for describing membrane protein
folding is the two-stage model proposed by Donald
Engelman that involves in the first step the indepen-
dent formation of hydrophobic helices of ∼25 residues
upon insertion into the membrane. Stage II involves
the ordering of structure where interhelix interactions
drive proteins towards the native state. Insertion and
ordering are believed to be separate and indepen-
dent events. Supporting evidence for this model was
obtained using fragments of the polypeptide chain of
bacteriorhodopsin where five helices (A–E) assembled
in the absence of the rest of the protein. This confirmed
the ability of fragments to form stable secondary struc-
ture in membranes.

These studies emphasize the thermodynamics of
protein folding, but an equally relevant aspect of the
overall process is the kinetic parameters associated
with formation of the native state. Folding kinetics of
bacteriorhodopsin measured using CD and absorbance
spectrophotometry indicate a rate limiting step is
the formation of transmembrane helices with the
formation of one or more helices allowing helix–helix
packing and rapid completion of protein folding.
Completion occurs upon retinal binding and a pathway
defined by a series of intermediates with near native
secondary structure but lacking the tertiary organization
is observed (Figure 11.35).

Intermediate I1 is formed within a few hundred ms
whilst the transition from I1 to I2 is rate limiting and
equated with the formation of transmembrane helices.
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Figure 11.35 Sequential folding pathway for assembly of bacteriorhodopsin from co-factor (R) and apo-protein
(bacterio-opsin)

It occurs slowly on a time scale of 10–100 s. These
kinetics distinguish the process from those seen in
soluble proteins that are frequently complete within
1 s. It seems unlikely that these reactions could occur
so slowly in vivo, although data is lacking.

Fairly obviously, folding schemes derived from
studies of helical membrane proteins may not be
of great relevance to systems based around the β

barrel, such as porins. Despite different structures
experimental evidence suggests similarities extend to
the processes of insertion and assembly. Porin OmpA
is monomeric and this simplifies protein folding
since there is no assembly into trimers. OmpA is
synthesized with a signal sequence that is cleaved in
the periplasm to leave a mature protein that inserts into
membranes. In vitro OmpA can be completely refolded
in artificial lipid bilayers and because of the moderate
hydrophobicity of the individual strands of the β barrel
these proteins are easily extracted from membranes in
an unfolded state with urea or guanidinium chloride. In
this state OmpA has been shown by CD spectroscopy
to be unfolded at high denaturant concentrations.
Rapid denaturant dilution in the presence of lipid
leads to folded, membrane-inserted, conformations
with several ‘events’ identified during a folding
pathway distinguished by time constants of several
minutes in vitro. The formation of individual β strands
is unlikely and has not been described for any
isolated sequence, suggesting that insertion of OmpA
into the membrane may involve partial folding and
the interaction of several strands. Despite a slow
series of reactions the broad similarity to the folding
of bacteriorhodopsin – a protein with very different
topology – is reassuring and suggests that an outline
of the basic pathway of membrane protein folding has
been uncovered. Gradually, the folding of membrane
proteins is becoming understood and it is clear that
no new principles are involved in the formation of the
native state (see Table 11.4).

Translocons and in vivo membrane
protein folding

The details of membrane protein folding in vivo
involve co-translational insertion of nascent proteins
into the ER membrane at sites termed translocons.
Translocons consist of membrane proteins that form
a pore into which newly synthesized polypeptide
chains enter as part of the normal cell trafficking
pathways. Helical membrane proteins are targeted
to the ER membrane in eukaryotic cells and to
the plasma membrane in bacterial cells by a signal
sequence composed of approximately 20–25 residues.
Interaction between the signal sequence and the
signal recognition particle (SRP) arrests translation and
promotes binding to receptors with the direction of
polypeptide chains into the translocon followed by
integration into the membrane.

Uncovering the organizational structure of the
translocon relied on yeast genetic studies of protein
secretion (SEC ) genes. Using electron microscopy it
was possible to identify the cytological event perturbed
by lesions and one set of experiments identified
mutants (SEC61 ) defective in transport into the ER
with unprocessed proteins accumulating in the cytosol.
Subsequent cloning of the mammalian version of
SEC61 established a close homology with yeast and
between prokaryote and eukaryote. The SEC61 gene
encoded the main channel-forming subunits within
the translocon.

The translocon or Sec61 complex consists of
three integral membrane proteins Sec61α, Sec61β and
Sec61γ. Sec61α has many transmembrane helices
whilst Sec61β and γ contain only single helical seg-
ments crossing the bilayer. In 1993 elegant reconsti-
tution experiments by Tom Rapoport showed that it
was possible to mimic protein translocation in artificial
membranes containing the incorporated Sec61 complex
although the catalytic efficiency of the reconstituted
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Table 11.4 Some of the membrane proteins whose folding has been studied

Protein Structure and function Protein denaturation Formation of folded

protein

Bacteriorhodopsin 7 TM helices and retinal

co-factor; light-driven

protein pump

Apoprotein fully

denatured in

trifluoroacetic acid;

apoprotein partly

denatured in SDS,

leaving ∼55 % of

native helix

Transfer from organic acid

to SDS and then folded

by mixing with lipid

vesicles

LHC-II 3 TM α-helices and 1

short amphipathic helix

at membrane surface.

Photosynthetic

light-harvesting protein

Apoprotein partly

denatured in SDS,

leaving about 30 % of

native helix content

Reconstituted with

thylakoid membrane

extracts by freeze–thaw.

Reconstituted in

micelles containing

pigments, lipid and

detergent

E. coli DGK Unknown structure Apoprotein slightly

denatured by SDS,

leaving ∼85 % of

native helix content

Refolded in DM micelles

E. coli OmpA Membrane domain of 170

amino acids in

8-stranded β barrel.

Exact function

unknown, but likely

channel

Protein completely

denatured in urea

Folding in lipid vesicles by

mixing with

urea-denatured state

E. coli OmpF 16-stranded β barrel.

Trimer forms pore in

outer membrane

Completely denatured in

urea or GdnHCl

Poor folding in lipid

vesicles on mixing the

urea-denatured state.

Folding increased if

detergent used in mixed

micelles

Adapted from Booth, P. et al. Biochem. Soc. Trans. 2001, 29, 408–413. Abbreviations: TM, transmembrane; DM, dodecylmaltoside; GdnHCl, guanidine
hydrochloride; LDS, lithium dodecylsulphate; OG, octylglucoside; PG, phosphatidyl-D,L-glycerol; DGDG, digalactosyl diacylglycerol; LHC-II, light harvesting
complex of higher plants; DGK, diacylglycerol kinase

complex was low. With structural characterization
of the SRP and its receptor greater emphasis has
been placed on the organization of the translocon
(Figure 11.36). Electrophysiological studies emphasize

the presence of an ion channel in the translocon whilst
studies with fluorescent labels attached to residues
within a nascent polypeptide chain indicate changes in
environment and conformation. Much work remains to
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Figure 11.36 A model for the organization of
the translocon. The signal recognition particle
(SRP)–ribosome complex binds to receptor (α/β) in
the ER membrane. The translocon consists of the
Sec61 proteins (α, β, γ) and accessory proteins.
Translocation requires GTP hydrolysis and the growing
polypeptide chain is pushed across the membrane
towards the lumen

be done in the characterization of the translocon and
its role in membrane protein folding.

A key event in membrane protein folding is iden-
tification of a signal peptide by the SRP, but mem-
brane proteins may contain many blocks of 20–25
non-polar residues each reminiscent of such a peptide.
This could lead to unwanted transfer into the ER lumen
and therefore requires specific recognition mechanisms.
The translocon complex must also deal with inte-
gral proteins that differ considerably in topology. One
answer to this problem lies in the presence of sequences
within membrane proteins that control their assem-
bly within the ribosome–translocon complex. These
sequences are known as topogenic signals and include
conventional N-terminal signal peptides, signal-anchor
sequences, reverse signal-anchor sequences, and start-
transfer/stop-transfer sequences.

Proteins with more than one transmembrane seg-
ment are possibly threaded into membranes through the
effect of start- and stop-transfer sequences. In eukary-
otes the main features of these transfer sequences are
groupings of hydrophobic residues flanked by residues
with positively charged side chains. The effect of these
sequences is to promote and arrest the transfer of
residues through the translocon (Figure 11.37). This
process aids the formation of transmembrane helices

but is also vital to the formation of important loop
regions that frequently link such domains.

The mechanism by which transmembrane domains
exit the translocon pore to reach the bilayer remains
unclear. Evidence suggests that transmembrane helices
fold within this pore and then exit to the bilayer either
individually or in pairs. This scheme would lead to the
final helix packing reactions occurring in the membrane
bilayer after translocation.

Protein misfolding and the disease
state
With a greater understanding of folding in vivo and
in vitro has come the realization that diseases arise as
a consequence of protein misfolding. Mutation within
coding regions of genes can result in the insertion
of a stop codon and the failure to synthesize full-
length, folded, protein. Alternatively, mutations change
the identity of one or more residues leading to a
protein with altered folding properties. Ultimately, this
research is traced back to studies of sickle cell anaemia
identifying mutant haemoglobin as the basis for
disease. Similar origins for disease (Table 11.5) occur
in protein folding where mutations cause defective
folding, aberrant assembly and incomplete processing.

Intracellular sorting and the emergence
of defective protein trafficking

A key requirement for cellular function is that proteins
are targeted to the correct compartment. In eukaryotic
cells compartmentalization requires specialized sorting
pathways and the ER and Golgi apparatus form part of
the endocytic pathway where a key event is the budding
(endocytosis) of membranes as part of the trafficking
process. Defective protein folding often results in
an inability to transfer mutant domains through the
endocytic pathway.

One of the best examples described to date occurs
in cystic fibrosis. Cystic fibrosis is very common in
Caucasian populations with an incidence of approxi-
mately 1 in 20. In a homozygous state this results in
a defective CFTR protein and a disease characterized
by an inability to transport chloride across membranes
effectively and problems achieving correct ion balance.
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Figure 11.37 The function of topogenic sequences in membrane protein insertion. In the first mechanism TM1
functions as the signal sequence to initiate translocation of the carboxy-terminal region whilst TM2 functions as a
stop transfer sequence halting translocation until the next start signal. Alternative mechanisms appear to exist such
as that shown in the second pathway where TM2 initiates translocation of the N-terminal region and TM1 acts as
the stop transfer signal (Reproduced with permission from Dalbey, R.E, Chen, M.Y., Jiang, F. & Samuelson, J.C. Curr.
Opin. Cell Biol. 2000, 12, 435–442. Elsevier)

Over 600 different mutations have been identified in
the CFTR protein but the most common mutation
involves deletion of one residue (Phe508). This does
not lead to a truncated form of CFTR but instead
results in a full-length protein missing a single residue.
The mutant CFTR protein (�F508) is expressed and
the translated product is easily detected. However,
the protein is not processed further and is unable to
complete post-translational glycosylation and does not
transfer through the Golgi apparatus. Most of the pro-
tein becomes ubiquitinated and marked for destruction
by the proteasome but a small amount (∼1 percent)
reaches the surface where it retains anion selectivity
and conductance properties comparable to the wild type
protein but has a decreased probability of ion channel
opening. The result highlights how small ‘defects’ lead
to major physiological impairment.

Protein aggregation and amyloidosis

Enormous interest has focussed on the appearance
of large protein aggregates within tissues in diverse
disease states. The appearance of protein deposits in
close association with neurofibrillary networks in the
cells of brain tissue has long been known to occur in
Alzheimer’s disease. Protein aggregation also underlies
other diseases and may occur in tissues such as the liver
and spleen, besides the brain. The protein aggregates
are linked by formation of elongated fibrils (amyloid)
and diseases showing this property are collectively
grouped together by the term amyloidosis.3

3The term ‘amyloid’ was originally used to describe the resemblance
of protein aggregates associated with disease states to the appearance
of starch chains (amylose).
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Table 11.5 Diseases arising from ‘folding’ defects

Disease Protein or precursor

involved in disease

Cystic fibrosis CFTR

Primary systemic amyloidosis Immunoglobulin

light chain

Medullary carcinoma of the

thyroid

Calcitonin

Osteogenesis imperfecta Collagen (type I

procollagen)

Lung, colon and other forms of

cancer

p53 transcription

factor

Maple syrup disease α-ketoacid

dehydrogenase

complex

Amyotrophic lateral scoliosis Superoxide

dismutase

Creutzfeldt–Jakob disease, vCJD,

scrapie, fatal familial insomnia

Prion protein

Alzheimer’s disease β-amyloid protein

Cataracts Crystallins

Atrial amyloidosis Atrial natriuretic

factor (ANF)

Senile systemic amyloidosis,

Familial amyloidosis

Transthyretin

Tay–Sachs disease β-hexosaminidase

Hereditary emphysema α-antitrypsin

Retinitis pigmentosa Rhodopsin

Hereditary non-neuropathic

systemic amyloidosis

Lysozyme

Transmissible spongiform

encephalopathy (TSEs)

Prion protein

Huntington’s chorea Huntingtin

Familial hypercholesterolaemia LDL receptor

Amyloidosis is apparent in many clinical condi-
tions besides Alzheimer’s and includes familiar dis-
eases such as Parkinson’s disease, type II diabetes
together with less common conditions such as the
spongiform encephalopathies. Some of these diseases
are genetically determined (i.e. inherited) whilst others

are acquired (sporadic) and others may be infectiously
transmitted. In each amyloid disease a different pro-
tein or fragment aggregates, forming a fibril, and in
systemic forms of amyloidosis aggregation leads to the
deposition of kg quantities of protein. Ultimately, the
progressive deposition of fibrils will cause death, espe-
cially when it occurs in a vital organ.

The association between formation of protein fibrils
and irreversible protein aggregation was deduced from
a number of studies but particularly those giving
rise to a condition known as familial amyloidotic
polyneuropathy (FAP). The disease was recognized
accurately in the 1950s in a Portuguese family as
an inherited condition. This disease centres around
mutations in transthyretin, a protein involved in
binding the hormone thyroxine.4 Transthyretin is found
in a binary complex with retinol binding protein
(RBP) and acts as a soluble homotetrameric protein
(Figures 11.38 and 11.39).

Each subunit contains 127 residues and a series of
eight β strands that adopt a β barrel conformation.
Seven of the strands (A–H) are seven to eight residues
in length whilst the D strand is shorter and only three
residues long (Figure 11.40). The eight strands form
two sheets; the first is formed between strands DAGH
and the second between CBEF. Unsurprisingly, the
high content of β structure arranged in a barrel like
topology contributes to significant stability.

Analysis of the molecular defects occurring in the
transthyretin gene in individuals with FAP identified
over 80 different mutations. The clinical symptoms
of FAP usually begin from the third to fourth
decades and are characterized by local neurologic
impairment leading to wider autonomic dysfunction
and death within 10 years. A common mutation
noted in Portuguese, Japanese and Swedish kindreds
is the transition Val30>Met. The identification and
prevalence of this mutation led to an analysis of
the structural and functional properties of Val30Met
transthyretin especially since the mutant protein was
known to be amyloidogenic.

Residue 30 lies on the inside of the monomer and
the bulkier Met side chain displaces one set of four
β strands from the remaining set of four. However,
the mutant protein was folded with a conformation

4Transthyretin was formerly called prealbumin as a consequence of
its migration pattern on gels just ahead of albumin.
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Figure 11.38 Synthesis, distribution and uptake of transthyretin. Transthyretin tetramer circulates in plasma bound
to retinol-binding protein (RBP) providing a transport function for vitamin A and thyroxine with a small proportion
binding high-density lipoproteins (reproduced with permission from Saraiva, M.J.M. Expert Rev. Mol. Med. Cambridge
University Press, Cambridge, 2002)

Figure 11.39 The complex of transthyretin and
retinol binding protein. RBP is shown in yellow with
the tetramer of transthyretin shown in blue and green.
The larger RBP binds to a site formed by two of the
subunits (PDB: 1RLB)

very similar to the wild type. This initially puzzling
result was interpreted with the recognition that wild
type protein aggregates to form fibrils under some
conditions–an event associated with senile systemic
amyloidosis, where fibril deposition in the heart leads
to cardiomyopathy at the age of ∼80. The results
emphasized that amyloidosis is associated with all
forms of the protein.

Mutations are viewed as exacerbating disease
by promoting more active forms of amyloidosis.

Figure 11.40 Transthyretin structure showing strands
A–H and the sandwich formed between DAGH and CBEF
in each monomer. Strands H and H′ interact at the inter-
face (PDB: 1BMZ)

Structural studies of wild type protein at low pH
(∼4.5) show transthyretin dissociation to a monomeric
but amyloidogenic intermediate of different tertiary
structure involving rearrangement in the vicinity of
the C strand–loop–D strand region. Dissociation of
the tetramer is an unfavourable event under nor-
mal physiological conditions but these rates are
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Figure 11.41 Scheme for initial formation of transthyretin-based fibrils

enhanced at low pH and for the Val30Met mutant
a lower activation barrier increased the likelihood
of amyloidogenic intermediates. Other mutants such
as Leu55Pro confirmed this trend and led to the
conclusion that mutants associated with FAP are
less stable than wild type protein and form the
amyloidogenic intermediate more quickly.

Individuals with the FAP mutations are kinetically
and thermodynamically predisposed to amyloid fib-
ril formation. Mutation increases the steady-state con-
centration of the amyloidogenic intermediate with the
result that individuals with these defects are prone to
amyloid formation and disease. The biophysical data
mirrored the pathological outlook of the disease. Onset
of the disease in the eighth, third and second decades
correlated with the relative stabilities of wild-type,
V30M and L55P forms of the transthyretin with the
mutations shifting equilibria in favour of amyloido-
genic intermediates and decreasing the age of appear-
ance of FAP.

Fibril formation by the association of transthyretin
results in comparable aggregates to those observed in
other diseases and suggested a similar structure for
all amyloid fibrils (Figure 11.41). Alzheimer’s disease

represents aggregates of a short fragment known as
the Aβ peptide. Since the Aβ peptide and transthyretin
do not share any sequence homology and are not
related in any way the formation of similar fibril
structures was remarkable and significant. The structure
of amyloid fibrils examined using X-ray diffraction
and cryo-EM methods reveal a β helix structure. In
fibrils resulting from six precursor proteins present
in different diseases a common structure existed and
yet none of these proteins have sequence homology.5

The morphology and properties of amyloid fibrils
were based on a β scaffold with strands running
transversely across a helix axis. In the direction of
the helix axis the strands align to form β sheets.
Four discrete chains are wound into the β helix
(Figure 11.42).

5The systems studied were the Aβ peptide; the λ immunoglobulin
light chain (monoclonal protein systemic amyloidosis); lysozyme
(hereditary lysozyme amyloidosis); calcitonin (medulary carcinoma
of the thyroid); insulin (diabetes and insulin related amyloid disease);
β2 microglobulin (haemodialysis related amyloidosis), together with
synthetic peptides of transthyretin (FAP) and the prion protein
(transmissible spongiform encephalopathies).
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Figure 11.42 Model of a generic amyloid fibril
structure. The structure of the amyloid fibrils is made
up of four β sheets. Sheets run parallel to the axis of the
protofilament with component β strands perpendicular.
The twisting of β strands yields a series of parallel
strands around a common helical axis that coincides
with the axis of the protofilament and leads to a pitch
of 11.55 nm containing 24 β strands (reproduced with
permission from Sunde, M. et al., J. Mol. Biol. 1997,
273, 729–739. Academic Press)

These structures can be induced in protein not
known to form amyloid fibrils in any documented
disease phenotype. The SH3 domain (Figure 11.43)
of the p85α subunit of phosphatidylinositol-3′-kinase
was induced to form amyloid aggregates. The normal
structure of the 84 residue domain is based around
a β sandwich of five strands but under low pH
conditions this domain unfolds in a reaction promoting
fibril formation.

Mutating or ‘mistreating’ soluble proteins induces
aggregation and the formation of fibrils. Fibrils derived
from unfolded SH3 domains cannot form by simply
linking together several units of the native fold because
the diameter of the protein is too large to fit properly

into the fibril structure. The SH3 domain must unfold
to adopt a longer and thinner shape.

The assembly of β strands into a helix is a feature
of amyloid fibrils and, although unusual, is known to
occur in structural databases, with examples in folded
proteins including alkaline protease, pectate lyases and
the p22 tailspike protein. Collectively, these studies
point to protein misfolding leading to aggregation and
amyloid deposits.

As these studies progressed it became apparent that
an obscure collection of neurodegenerative conditions
resulted in a recognizable event, protein aggregation.
These diseases were to become known as the prion-
based diseases.

Prions and protein folding
Disease transmission requires the intervention of
genetic material (DNA or RNA) in order to estab-
lish an infection. Most commonly, this event centres
about bacterial or viral infections and the conversion
of genetic information into protein with unpleasant
consequences to the host. Gradually, convincing evi-
dence has been acquired that a non-nucleic acid based
agent is involved in transmission of a restricted number
of diseases. These ‘agents’ were called ‘proteinaceous
infectious particles’ or prions and were identified, after
exhaustive analysis, as the active components in com-
municable and inherited forms of disease.

These ideas met with considerable scepticism and
even hostility from some sections of the scientific and
medical communities but there is good evidence that
prions lie at the heart of neurodegenerative disorders
associated with a pathological collection of diseases
known as transmissible spongiform encephalopathies
(TSEs). The common link between these diseases is
development of gross morphological changes to tissue
within the brain characterized by the formation of
vacuoles and a sponge-like appearance (Figure 11.44).
Disease progression is accompanied by the appearance
of amyloid plaques within the tissue whilst in some states
structural changes occur to cells leading to a loss of
synaptic contacts. Three disease states showing these
properties are scrapie, Creutzfeldt–Jakob disease (CJD)
and Kuru.

Elucidation of the role of prions stems from attempts
to understand the biochemical basis of these three
obscure, and at first glance, unrelated diseases. Scrapie
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Figure 11.43 The normal fold of SH3 domains showing a sandwich based around five β strands (PDB:1PNJ) and
fibrils induced to form via denaturation of SH3 domains at low pH. The solid scale bar is of length 100 nm (reproduced
with permission from Guijarro, J.I. et al. Proc. Natl Acad. Sci. USA 1998, 95, 4224–4228)

Figure 11.44 Neuropathological features associated with transmissible spongiform encephalopathies. Histological
staining and immunohistochemical analysis of frontal cortex samples from a ‘control’ brain (top row) and of a patient
suffering from CJD (lower row). Brain sections were stained with haematoxylin–eosin (left panel), with antibodies
against glial fibrillary acidic protein (GFAP, middle) and with antibodies against the prion protein (PrP, right).
Neuronal loss and vacuoles are visible in the H-E stain, proliferation of cross reactive astrocytes and prion protein
deposits are detectable in the immunostains of the CJD brain samples (reproduced with permission from Aguzzi, A.,
Montrasio, F., & Kaeser, P.S. Nature Rev 2002, 2, 118–126. Macmillan)
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occurs in sheep and is defined by a progressive loss of
motor coordination that leads to an inability to stand
unsupported. Animals develop an intense itch that leads
to wool scraping from skin and gives the disease its
name. Scrapie has been recognized since the 17th century
in the United Kingdom, with similar conditions noted
more recently in animals such as mink, deer and elk.

CJD was first identified in the 1920s by H.G
Creutzfeldt and then independently by A. Jakob.
Patients exhibit dementia with poor motor coordina-
tion, poor perception and reasoning. The incidence of
CJD is low, probably less than 1 case in two million,
and typically occurs in individuals above 50 years of
age. It is found throughout the world with little obvious
association with economic, racial, or social patterns.
Most frequently the disease arises sporadically, but in
10–15 percent of cases the disease is inherited in an
autosomal dominant manner, and very rarely CJD is
spread by iatrogenic transmission where contamination
occurs most probably via donated tissue.

Kuru is an unusual disease confined to tribal people
of the highlands of Papua, New Guinea where it is
called the ‘laughing death’. It was comprehensively
described in 1957 as a fatal disease marked by ataxia
and progressive dementia. A link was made between
disease transmission and ritual cannibalism where
tribes people honoured their dead by eating body parts
including brain. A decline in cannibalism led to a
decline in Kuru although the precise causative agent
remained at that time unknown.

The three diseases are linked by the observation
that transmission occurs when diseased brain extracts
are injected into healthy animals. Of these diseases
scrapie is experimentally accessible and initial studies
attempted to identify the causative agent. Exhaustive
analysis of scrapie infected brain tissue purified a
single protein devoid of nuclei acid that was infectious
when injected into hamster brains. It was called the
prion protein (PrP) and the pioneering work in this
area was attributable to the work of Stanley Prusiner
and his extraordinary quest to define and characterize
these agents.

Prion purification and the demonstration of infectivity
raised a number of questions. How was PrP encoded?
Was undetected DNA lurking in the ‘pure’ protein
preparation? What is the origin of PrP? Major insight into
the molecular events underpinning the generation of PrP

Table 11.6 Structural differences between PrPC and PrPSc

Property PrPc (cellular) PrPSc (scrapie)

Polypeptide

chain

1–231 1–231

Protease

resistant

No Stable core residues

90–231

Disulfide

bridges

Yes (179–214) Yes

Solubility Soluble when

expressed -GPI

Very insoluble

except to all but

the strongest

‘solvents’

Aggregation

state

Monomeric Multimeric

Stability 25–40 kJ mol−1 More stable than

PrPc

Structure α helical Increase in

proportion of β

strands

Adapted from Cohen, F. & Prusiner, S.B. Annu. Rev. Biochem. 1998, 67,
793–819.

arose with N terminal sequencing of the isolated protein.
This sequence allowed the synthesis of degenerate
oligonucleotide probes that hybridized to chromosomes
found in a wide range of mammals including mice,
hamsters and most importantly humans. The probes
did not hybridize to the isolated PrP eliminating the
possibility of trace amounts of DNA associated with this
fraction. A gene encoding PrP was found on the short
arm of chromosome 20 in humans where it coded for a
glycoprotein of mass 33–35 kDa.

Most individuals never develop any form of the
disease yet the prion gene is found in the human
genome. Prusiner suggested one explanation. PrP
was produced in two forms – a normal form and
an abnormal one that generated disease. Immediate
support for this view came with the demonstration that
PrP found in infected brains was resistant to proteolysis
whilst the normal form remained sensitive to proteases.
The two forms are often called cellular PrP (normal)
and scrapie PrP (infectious) – abbreviated as PrPc and
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PrPSc (Table 11.6). The different proteolytic sensitivity
of PrPc and PrPSc suggested that each form of the
protein possessed a different conformation.

Protein expression studies from the Syrian hamster,
mice and humans showed monomeric species with
little tendency to form aggregates whilst the full-length
infectious conformer readily formed aggregates. PrP
is composed of ∼250 residues with a signal sequence
of 22 residues, and close to the C-terminal residue is
a GPI membrane anchor. Additional post-translational
modifications include two N-linked glycosylation sites
and a single disulfide bridge. In the absence of the GPI
anchor the protein is soluble and does not partition
in the membranes; this occurs when the protein is
expressed in prokaryotic systems. As a result of its
solubility it has been possible to subject the protein to
detailed structural analysis.

The solution structure of a fragment containing
residues 121–231 for the mouse PrPc protein showed
a folded domain with three α helices and two short
β-strands (Figure 11.45). Structures of the analogous
human protein (residues 23–231) and longer fragments
from the mouse and Syrian hamster indicated that
the prion protein consisted of a structured domain
from residues 121–231 and a less ordered N-terminal
domain. Very little secondary structure was detected
in the N-domain. One reason for the absence of
structure in the N-terminal region is seen in the primary
sequence of the prion protein (Figure 11.46) where
a series of five octapeptide repeats occur with the
sequence PHGGGWGQ. The presence of this repeat
is an unusual feature of the sequence.

Figure 11.45 The structure of 121–231 fragment of
the mouse PrPc determined using NMR spectroscopy
(PDB: 1AG2)

Prions become infectious particles capable of trans-
mitting disease (scrapie) by corrupting the conforma-
tion of other protein molecules and initiating a series
of events that lead to the formation of protein fibrils or
amyloid deposits within tissues.

Two additional TSEs, Gerstmann–Straussler–
Scheinker (GSS) disease and fatal familial insomonia
(FFI), also cause spongiform changes in the brain,
neuronal loss, astrocytosis and amyloid plaque for-
mation. GSS disease is an inherited neurodegenera-
tive condition that offered the possibility of identifying
mutations. Five different TSEs originate from different
mutation sites within the prion gene (Table 11.7).

10 20 30 40 50 60 70 80
PrPc : MANLGCWMLVLFVATWSDLGLCKKRPKPGGWNTGGSRYPGQGSPGGNRYPPQGGGGWGQPHGGGWGQPHGGGWGQPHGGG : 80

90 100 110 120 130 140 150 160
PrPc : WGQPHGGGWGQGGGTHSQWNKPSKPKTNMKHMAGAAAAGAVVGGLGGYMLGSAMSRPIIHFGSDYEDRYYRENMHRYPNQ : 160

170 180 190 200 210 220 230 240
PrPc : VYYRPMDEYSNQNNFVHDCVNITIKQHTVTTTTKGENFTETDVKMMERVVEQMCITQYERESQAYYQRGSSMVLFSSPPV : 240

250
PrPc : ILLISFLIFLIVG : 253

Figure 11.46 Primary sequence of the prion protein (PrPc). The N-terminal signal sequence is highlighted by the
green block whilst the blue block represents the structured domain of 5 helices and three strands. Shown in yellow
is the unstructured region and within this sequence are five octapeptide repeats highlighted by red text
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Table 11.7 Mutations of the PNRP gene associated
with inherited forms of transmissible spongiform
encephalopathy

Mutation Disease

plus phenotype

Insertion of 24, 48, 96, 120, 144,

168, 192, or 216 base pairs

between codons 51 and 91 of

PNRP gene leads to repeat of

octapeptide motif in PrP

CJD, GSS, or

atypical

dementias

Pro102Leu, Pro105Leu,

Ala117Val, Gly131Val,

His187Arg, Asp202Asn,

Phe198Ser, Gln212Pro,

Glu217Arg

GSS: classical

ataxic form plus

other

phenotypes

Tyr145stop, Thr183Ala Alzheimer-like

dementia

Asp178Asn CJD (where

residue 129 is V

on mutant

allele)

Asn178Asn FFI (where residue

129 is M on

mutant allele)

Val180Ile, Val203Ile, Arg208His,

Val210Ile, Glu211Gln,

Glu200Lys, Met232Arg

CJD

FFI = fatal familial insomnia; CJD = Creutzfeldt–Jakob disease; GSS =
Gerstmann–Straussler–Scheinker syndrome.

Most mutations (Figure 11.47) occur in the struc-
tured C-domain of PrP and GSS is caused primarily
by the substitution of Pro102>Leu, whilst in CJD the
prevalent mutation is at residue 178 and involves the
replacement of Asp by Asn. A slight complication to
this genetic pattern is the existence of polymorphisms
within the PNRP gene where Met or Val is found at
residue 129. By itself this change does not result in
disease but when combined with mutation at residue
178 the polymorphism contributes to either FFI (Met)
or CJD (Val).

The identification of all diseases as the pathological
consequence of mutations within the PNRP gene has
unified this area of study but still leaves the awkward
question of how does the prion cause a change in
conformation and spread the disease? A major problem
in this area has been the unambiguous demonstration
of conversion of PrPc into PrPsc.

Strong evidence that conversion of prion pro-
tein from normal to abnormal states was responsi-
ble for neurodegenerative disease was obtained using
‘knockout’ mice where the PNRP gene was deleted.
With the normal PNRP gene present the injec-
tion of mice with PrPSc resulted in the transmis-
sion of the disease; mice showed familiar symp-
toms of ataxia and cerebellar lesions within approx-
imately 150 days. When knockout mice were sub-
jected to the same experiment they did not develop
the disease. In other words the disease requires
native PrP protein encoded by the relevant gene to
propagate into the development of amyloid fibrils.
Two hypotheses known as the ‘refolding’ and ‘seed-
ing’ models attempt to explain prion propagation
(Figure 11.48).

Summary

The folding of individual polypeptide chains from
less structured states to highly organized topologies
is vital to biological function. All of the information
directing protein folding resides within the primary
sequence.

Thermodynamically the folded state is the global
energy minimum with the free energy decreasing in
the transition from unfolded to native protein. Native
proteins are marginally more stable than unfolded states
with estimates of conformational stability ranging from
10–70 kJ mol−1.

A number of quantifiable factors have been shown
to influence protein stability in globular proteins. These
factors include conformational entropy, enthalpic con-
tributions from non-covalent interactions and the
hydrophobic interaction. When the sum of all favoura-
ble interactions outweighs the sum of unfavourable
interactions a protein is stable.

Protein denaturation is the loss of ordered struc-
ture and occurs in response to elevated temperature,
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Figure 11.47 Schematic representing mutations and insertions in prion protein. Amplification of the number of
octapeptide repeats leads to CJD or GSS

PrPC

Conversion
prevented
by energy
barrier

Heterodimer

Seed
formation
(very slow)

Recruitment
of monomeric
PrPSC (fast)

Infectious
seed

Amyloid Fragmentation
into several
infectious seeds

Homodimer Amyloid; not essential
for replication

Equilibrium
between
both forms

PrPC

PrPSC

PrPSC

Figure 11.48 The ‘protein-only’ hypothesis and two popular models for the conformational conversion of PrPC

into PrPSc (reproduced with permission from Aguzzi, A., Montrasio, F., & Kaeser, P.S. Nat. Rev. 2002, 2,
118–126. Macmillan)
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extremes of pH or the addition of reagents such as urea
or guanidine hydrochloride. Denaturation involves the
disruption of interactions such as hydrophobic interac-
tions, salt bridges and hydrogen bonds that normally
stabilize tertiary structure.

Experimental measurements of protein stability
include differential scanning calorimetry, absorbance
and fluorescence optical methods, NMR spectroscopy
and circular dichroism.

Kinetic methods allow protein folding to be fol-
lowed as a function of time. Small soluble proteins
(<100 residues) fold within 1 s and the observation of
slower folding rates is normally associated with disul-
fide bond formation or cis-trans proline isomerization.
To overcome slow in vivo folding specific enzymes
catalyse reactions such as peptide prolyl isomerization
and protein disulfide isomerization.

Critical events in the formation of the native fold are
the acquisition of ordered stable secondary structure,
the formation of hydrophobic cores, and the exclusion
of water from the protein interior.

For proteins such as lysozyme, barnase and chy-
motrypsin inhibitor 2 the reaction pathway has been
defined to identify properties of intermediates and tran-
sition states. In barnase it has proved possible to quan-
tify the folding process in a pathway containing at
least one intermediate between denatured and ordered
states. A hydrophobic core and the formation of the
β sheet are two early events in the folding pathway.
In lysozyme each domain folds separately within the
observation of multiple kinetic pathways for each fold-
ing unit.

Chaperones are multimeric systems found in all
cells that prevent incorrect protein folding based

around a toroidal structure of seven, eight or nine
subunits. The toroidal structure is capped at either end
and forms a cavity binding unfolded polypeptide via
hydrophobic surfaces with ATP-driven conformational
changes propelling the peptide towards the native state.

The kinetics of membrane protein folding in vitro
are much slower than rates of folding for globular
domains but the principles governing formation of the
native state remain similar.

Incorrect folding leads to a loss of activity that is
the basis of many disease states. Misfolding leads to
incorrect protein trafficking within the cell and mutant
proteins of CFTR are a good example.

Incorrect protein folding is also a key event
in amyloidosis – the accumulation of long irre-
versibly aggregated protein within fibrils. Amyloido-
genic diseases include many neurodegenerative dis-
orders such as Alzheimer’s, transmissible spongiform
encephalopathies and hereditary forms of systemic
amyloidosis. Fibrils from a range of amyloid proteins
have a common structure based on collections of β

strands that align into parallel sheets twisted into heli-
cal conformations known as β helices.

Neurodegenerative disorders such as CJD, BSE
and scrapie are linked via the spongiform appearance
of neuronal tissue and the accumulation of amyloid
deposits. The disease arises from changes in the prion
protein generating conformations with different sec-
ondary and tertiary structure. The abnormal form pro-
motes amyloidosis by inducing other prion proteins
to change conformation. These events occur sponta-
neously at very low frequency leading to sporadic
occurrences of disease but are facilitated by mutations
within the PNRP gene.

Problems
1. Draw the cis and trans conformations associated with

a Xaa–Pro peptide bond.

2. The 310 helix is named because there are three residues
per turn and 10 atoms including hydrogen between
the donor and acceptor atoms forming an intra-chain
hydrogen bond. Describe the α helix using such

notation. How does the helix compare with the 310

helix? Repeat this analysis for the π helix.

3. Experimental studies of protein folding reveal the
following trends of denaturation.
Calculate the conformational stability and estimate any
other relevant parameters.
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Absorbance Denaturant
concentration

(M)

Absorbance Denaturant
concentration

(M)

0.985 0 0.375 1.8
0.985 0.1 0.325 1.9
0.985 0.2 0.285 2.0
0.980 0.3 0.220 2.1
0.975 0.4 0.175 2.2
0.970 0.5 0.140 2.4
0.960 0.6 0.120 2.5
0.945 0.8 0.115 2.6
0.890 1.0 0.110 2.7
0.760 1.2 0.105 2.8
0.625 1.4 0.105 2.9
0.510 1.6 0.100 3.0

4. Assume that in order to reach the native state a protein
needs to sample only 10 conformations per residue
with each conformation taking 0.1 ns. Estimate how
long it might take for a 100 residue protein to fold.

Now assume that the each block of 10 residues can
fold independently of the remaining residues and by
only sampling three conformations per residue. How
long does folding take to occur? Comment on the
two values?

5. Explain how disulfide bonds affect protein stability.
What would you expect to be the effect on protein
stability of introducing a disulfide bond using mutage-
nesis? What would be the effect of removing a disulfide
bond on protein stability?

6. What factors contribute to the observation of het-
erogeneous folding kinetics of proteins? How would
you attempt to evaluate the importance of these
factors.

7. ‘You cannot unscramble an egg’. Discuss this state-
ment in the light of protein denaturation, refolding,
modification and the known presence of chaper-
ones.

8. Explain what might be the consequence of deleting
the octapeptide repeats of PrP on prion infection in for
example a host such as the mouse.
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Protein structure and a molecular

approach to medicine

Introduction

The introduction to this book made clear that one
major reason for studying protein structure and function
is to obtain insight into diseases afflicting modern
civilizations. These diseases range in diversity from
cancer to cholera, from human immunodeficiency
virus (HIV) to hepatitis, from malaria to myocardial
infarction to name a few. One potential impact of
improved structural knowledge is the ability to treat
many diseases with highly specific drugs. For bacterial
and viral infections immunization has been refined to
allow the successful introduction of live, but attenuated,
biological samples or components of the active protein.
Inoculation elicits an immune reaction that confers
lifelong or substantial immunity and has played a
major role in improved health care. In this manner
diseases such as smallpox have been eradicated from
all parts of the world whilst polio and measles have
been drastically limited in distribution.

For diseases such as cholera treatments have been
devised that limit routes of infection. Cholera spreads
via a faecal–oral infection route and the presence of
the bacterium Vibrio cholerae. By establishing clean
water supplies infection routes via contaminated water
or food is limited. Infection leads to colonization of
the intestines and the production of toxin that results

in chronic diarrhea which will, if left untreated, result
in death as a result of fluid loss leading to shock and
acidosis. Victims die of dehydration unless water and
salts are replaced.

Cholera represents one example of how disease
origin is traced back to the action of one protein
in this case a toxin. By studying the structure and
function of the cholera toxin we gain insight into the
molecular events that underpin disease. The toxin is
a hexameric protein of 87 kDa (subunit composition
of AB5) that binds to a ganglioside known as GM1
via the B subunits and transfers the A subunit across
membranes via receptor mediated endocytosis. Inside
the cell reductive cleavage of a disulfide bond releases
a 195 residue fragment from the A subunit that is
responsible for pathogenesis.

The fragment catalyses the transfer of ADP-ribose
from NAD+ to the side chain of Arg187 in the Gα

subunit of the heterotrimeric Gs protein; a process
known as ADP-ribosylation (Figure 12.1). GTP bind-
ing leads to dissociation into Gα and Gβγ each of
which activates further cellular components. G pro-
tein activation is usually transitory because Gα is a
GTPase that hydrolyses GTP to GDP and promotes
G protein re-association. Gα-GTP activates adenylate
cyclase with the cAMP acting as a second messen-
ger and regulating the activity of cAMP dependent

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd
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Figure 12.1 Cholera toxin promotes ADP-ribosylation of the Gα subunit of heterotrimeric G proteins

protein kinase. ADP ribosylation of the Gα subunit
has a critical effect; it continues to activate adeny-
late cyclase whilst inhibiting the GTPase activity of
Gα. Adenylate cyclase remains in a permanently acti-
vated state along with Gα and cellular cAMP lev-
els increase dramatically. Intestinal cells respond to
increased cAMP levels by activating sodium pumps
and the secretion of Na+. To compensate chloride,
bicarbonate and water are also secreted but the net
effect is the loss of enormous quantities of fluid and
dehydration.

A molecular approach to the study of cholera eluci-
dated the basis of toxicity and showed that dehydration
is counteracted by replenishment of fluids containing

salts. Significantly, other bacterial toxins such as E. coli
heat stable enterotoxins and the pertussis toxin from the
bacterium Bordetella pertussis act via similar mecha-
nisms. Pertussis is responsible for whooping cough in
young babies and is effectively countered in econom-
ically advantaged countries by vaccination of young
babies around 6 months of age using an inactivated
fragment of the whole toxin.

The fundamental events contributing to two dis-
eases have been elucidated through their common
mode of action and effective therapeutic strategies have
been devised – rehydration and vaccination. How-
ever, this approach is not always possible. Increas-
ingly the techniques of molecular and cell biology
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are providing insights into the underlying causes
of disease giving rise to the new field of molec-
ular medicine. Molecular medicine became a pos-
sibility with the completion of genome sequencing
projects and the identification of many inherited dis-
eases arising from mutated genes. Gene screening
is now established as an important diagnostic tool
with DNA extracted from biological samples and
‘searched’ for defects. Defective genes can be as
small as a simple base change or may be larger
involving missing, duplicated or translocated segments
of genes.

The availability of ‘predictive’ gene tests has
increased dramatically in the last decade. Currently
genetic tests are available for the most common
diseases such as cystic fibrosis, neurodegenerative
disorders such amylotrophic lateral sclerosis (Lou
Gehrig’s disease), Tay–Sachs disease, Huntington’s
disease, familial hypercholesterolaemia (a disease caus-
ing catastrophically high cholesterol levels and myocar-
dial infarction), childhood eye cancer (retinoblastoma),
Wilms’ tumour (a kidney cancer), Li–Fraumeni syn-
drome, familial adenomatous polyposis (an inherited
predisposition to form pre-cancerous polyps and associ-
ated with colon cancer), and BRCA1 (a gene implicated
in familial breast cancer susceptibility). The list could
be extended for many more pages. Over 3000 mutated
genes are known to be involved in inherited disorders
or human disease.

Alongside molecular medicine there have been
major advances in biotechnology to produce protein-
based drugs for the treatment of disease. Today
human insulin is given as fast and slow acting forms
in the treatment of Type I diabetes arising from
damage to the β cells of the islets of Langerhans
found in the pancreas. Human insulin is produced by
recombinant DNA methods and avoids many problems
faced previously where insulin was extracted from the
pancreas of pigs or cows.

Molecular medicine will occupy a pivotal role in
clinical practice throughout the 21st century. This
chapter deals with a selective group of proteins
implicated in disease states where there is a growing
understanding of the biological problem. As such it
represents a series of case studies, by no means
complete, described to provide a flavour of modern
approaches to molecular medicine.

Sickle cell anaemia

The discovery of Ingram in 1956 that sickle cell
anaemia arose from the substitution of glutamate by
valine at position 6 of the β subunit of haemoglobin
was the first example of a molecular defect contributing
to human disease. It represents a key event, perhaps
even the origin, of molecular medicine. Mutations
in haemoglobin were identified because the protein
is obtained from individuals in sufficient quantities
for peptide sequencing; this situation rarely extends
to other diseases where samples are normally only
obtained via invasive biopsies or post-mortem.

Substitution of valine by glutamate alters the sur-
face properties of the β subunit leading to aggre-
gates of protein in the deoxy form of haemoglobin S

(HbS). The hydrophobic side chain of Val6 projects out
into solution fitting precisely into a small hydropho-
bic pocket on the surface of a neighbouring β sub-
unit formed by Phe85 and Leu88. The pocket favours
aggregation whilst oxygenation removes this pocket
by conformational change. In normal haemoglobin
the charged side chain of glutamate is not accom-
modated within a non-polar surface region. Sud-
denly the molecular basis of sickle cell anaemia
is clear.

Long polymers or fibres of deoxy HbS ∼20 nm in
diameter extend the length of the erythrocyte deforming
a normal biconcave cell into a sickle shape where
distortion leads to cell rupture (Figure 12.2). The
greatest danger of aggregation occurs in the capillaries
where oxygen is ‘off loaded’ to tissues and the
concentration of deoxy-HbS is higher. Precipitation
prevents blood flow through the capillaries causing
tissue necrosis and life threatening complications.

Sickle cell anaemia occurs when an individual car-
ries two mutated forms of the β subunit gene. A sin-
gle copy leads to the sickle cell trait and is gener-
ally asymptomatic. Generally, ‘harmful’ mutations are
present at very low frequency and it is unusual for
a mutant gene to be present at high frequency unless
it confers a specific evolutionary advantage. In cer-
tain regions of West and Central Africa approximately
25 percent of the population exhibit heterozygosity, or
the sickle cell trait. This is unexpected since harm-
ful mutations are normally selectively weeded out by
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Figure 12.2 Electron micrograph of deoxy-HbS fibres
spilling out from a ruptured erythrocyte

evolution. It is clear that the sickle cell trait corre-
lates closely with the prevalence of malaria. Malaria
kills over 1 million individuals each year mostly young
children – a staggering and regrettable statistic – and
is caused by the mosquito-borne protozoan parasite
Plasmodium falciparum. The parasite resides in the
erythrocyte during its life cycle and causes adhesion
of red blood cells to capillary walls. Individuals with
the sickle cell trait possess red blood cells containing
abnormal haemoglobin and these tend to sickle when
infected by the parasite. The result is that infected cells
flow through the spleen and are rapidly removed from
circulation. In other words individuals with sickle cell
trait deal with the parasite more effectively than normal
individuals – the consequence is that the mutant gene
persists in malaria-endemic regions.

The gene encoding the β subunit is located on chro-
mosome 11 – a region containing many other globin
genes and known as the β globin cluster. Polymorphisms
in this region are equated with disease severity and
several distinct haplotypes are identified in sickle cell

anaemia and given names reflecting their origins within
Africa, such as Senegal haplotype, the most benign form
of sickle cell disease, the Benin haplotype and the Cen-
tral African Republic haplotype–one of the severest
forms of sickle cell anaemia.

Screening of individuals is routinely performed using
electrophoresis, where the sickle cell haemoglobin
shows altered migration properties when compared
with the normal protein. Tests are cheap, quick and
reliable and a positive result points towards further
diagnostic investigation. Tests provide prospective
parents with realistic information on the inheritance
of the trait. When both parents carry the sickle cell
trait there is a 25 percent chance of the offspring
having sickle cell anemia, a 50 percent chance of
the sickle cell trait and a 25 percent chance of a
normal individual. Despite good screening procedures
the treatment of sickle cell anaemia is problematic and
highlights a major dilemma of molecular medicine.
Diseases can be identified but frequently there is no
simple ‘cure’. Before the introduction of antibiotics
individuals with sickle cell anemia frequently died
in childhood. Modern care involves treatment with
penicillins and significantly reduces infant mortality.

Viruses and their impact on health as
seen through structure and function

Viral infections are well known to all of us since
they are responsible for the common cold as well
as many more serious diseases. The term virus is
derived from the Latin word for poison and seems
entirely appropriate in view of the devastating illnesses
caused in humans from viral infections. The diseases
attributed to viruses are vast and include influenza
(flu), measles, mumps, smallpox, yellow fever, rabies,
poliomyelitis, as well as acquired immune deficiency
syndrome (AIDS), haemorrhagic fever and certain
forms of cancers.

The existence of sub-microscopic infectious agents
was suspected by the end of the 19th century when
the Russian botanist Dimitri Ivanovsky showed that
sap from tobacco plants infected with mosaic disease
contained an agent capable of infecting other tobacco
plants even after passing through filters known to
retain bacteria. Plant and animal cells are not the only
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living cells subject to viral attack. In 1915 Frederick
Twort isolated filterable entities that destroyed bacterial
cultures and produced cleared areas on bacterial lawns.
The entities were bacteriophages, often abbreviated to
phage, that attach to bacterial cell walls introducing
genetic material. The result is rapid replication of
new viral progeny with cell lysis releasing new
infectious particles.

Crystallization of tobacco mosaic virus (TMV) by
W.M. Stanley in 1934 represented one of the first
systems to be crystallized but also emphasized the
high inherent order present in viruses. Subsequently
TMV has been a popular experimental subject. One
important conclusion from studying TMV was that
viruses were constructed using identical subunits
packed efficiently around helical, cubic or icosahedral
patterns of symmetrical organization. To clarify the
terminology for virus components a number of terms
were introduced. The capsid denotes the protein shell
that encloses the nucleic acid and is based on a
subunit structure. The subunit is normally the smallest
functional unit making up the capsid. The capsid
together with its enclosed nucleic acid (either DNA
or RNA) constitutes the nucleocapsid. In some viruses
the nucleocapsid is coated with a lipid envelope
that can be derived from host cells. All of these
structures form part of the virion – the complete
infective virus particle.

Viruses lack normal cellular structure and do
not perform typical cell-based functions such as
respiration, growth and division. Instead they are
viewed as ‘parasites’ that at one stage of a life cycle
are free and infectious but once entered into a living
cell are able to sequester the host cell’s machinery for
replication. The conversion of viral genetic material
into new viruses or the incorporation of the viral
DNA into the host genome can occur via a variety
of different routes and depends on the organization of
the viral genome.

The Baltimore classification (Table 12.1) is based
on nuclei acid type and organization and uses the
relationship between viral mRNA and the nucleic acid
found in the virus particle. In this system viral mRNA
is designated as the plus (+) strand and a RNA or DNA
sequence complementary to this strand is designated as
the minus (−) strand. Production of mRNA requires the
use of either DNA or RNA (−) strands as templates

and viruses can exist as double-stranded DNA, single-
stranded + or − DNA, double-stranded RNA, and
either (−) or (+) single strands of RNA. Almost
all viruses can be classified in this scheme. RNA-
based viruses form DNA using the enzyme reverse
transcriptase and represent retroviruses. Retroviruses
are involved in many diseases, transforming cells
into cancerous states by the conversion of genetic
material (RNA) into DNA followed by integration
into the host cell genome (proviral state) and the
production of transcripts and translation products via
host cell machinery.

The two most important retroviruses in terms of their
effect on man are the human influenza virus (flu) and
HIV. These viruses are responsible for the two greatest
pandemics affecting humans over the last 100 years.

Viruses, like bacterial infective agents, act as
antigens in the body and elicit antibody formation
in infected individuals. As a result vaccines can be
developed against viruses most frequently based on a
component of the virus coat or an inactivated form
of the virus. Although diseases such as smallpox have
been effectively eliminated through the use of vaccines
this is not always an effective treatment route. For
influenza and HIV this is particularly difficult and
lies at the heart of the pandemics caused by these
agents. These retroviruses are of considerable relevance
to health care in the modern era and are described
as a result of their importance in two major diseases
affecting the world today.

HIV and AIDS

HIV has been the subject of intense research since 1983
when Luc Montagnier, Robert Gallo and colleagues
identified it as the causative agent contributing to
a complex series of illnesses grouped under the
term ‘acquired immune deficiency syndrome’ (AIDS).
The disease was originally recognized in the United
States at the beginning of the 1980s as one affecting
primarily homosexual men and led to a systematic
decrease in the ability of the body to fight infection
arising from a progressive loss of lymphocytes. The
decline in the immune response led to the name
AIDS. Lymphocyte loss rendered the body defenseless
against infection, with individuals succumbing to rare
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Table 12.1 A scheme of classifying viruses according to their mode of replication and genomic material sometimes
called Baltimore classification

Genome organization Examples Details of replication

ds DNA Adenoviruses

Herpesviruses

Adenoviruses replicate in the nucleus using cellular

proteins. Poxviruses replicate in the cytoplasm making

their own enzymes for replication

Poxviruses

ss (+) sense DNA Parvoviruses Replication occurs in the nucleus, involving the

formation of a (−) sense strand, which serves as a

template for (+) strand RNA and DNA synthesis

ds RNA Reoviruses Viruses have segmented genomes. Each genome segment

is transcribed separately to produce monocistronic

mRNAs

Birnaviruses

ss (+) sense RNA Picornaviruses

Togaviruses

(a) Polycistronic mRNA, e.g. picornaviruses means

naked RNA is infectious. Translation results in the

formation of a polyprotein product, which is cleaved

to make mature proteins

(b) Complex transcription, e.g. togaviruses. Two or more

rounds of translation are necessary to produce the

genomic RNA

ss (−) sense RNA Orthomyxoviruses

Rhabdoviruses

Must have a virion particle RNA directed RNA

polymerase

(a) Segmented, e.g. orthomyxoviruses. First step in

replication is transcription of the (−) sense RNA

genome by the virion RNA-dependent RNA

polymerase to produce monocistronic mRNAs, which

also serve as the template for genome replication

(b) Non-segmented, e.g. rhabdoviruses. Replication

occurs as above and monocistronic mRNAs are

produced

ss (+) sense RNA with DNA

intermediate in life-cycle

Retroviruses Genome is (+) sense but does not act as mRNA. Instead

acts as template for reverse transcription

ds DNA with RNA

intermediate

Hepadnaviruses Viruses also rely on reverse transcription. Unlike

retroviruses this occurs inside the mature virus

particle. On infection the first event to occur is repair

of gapped genome, followed by transcription

ds = double stranded, ss = single stranded.
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opportunistic infections or diseases such as pneumonia
and tuberculosis (TB). In some cases rare forms of
skin cancer (Kaposi’s sarcoma) were associated with
advanced HIV infection along with other cancers.

In the immune system a defining event in HIV-
mediated disease is a fall in the number of circulating
helper T cells and this feature is used as a marker for
immunodeficiency. Once the absolute T-cell count falls
below a threshold of 200 cells per mm3 in the peripheral
blood individuals are vulnerable to AIDS-defining
opportunistic infections. The virus preferentially infects
helper T cells, as well as other cells such as macrophages
and dendritic cells, because of the presence of CD4, a
cell surface protein that acts as a high affinity receptor
for the virus. The interaction between CD4 and virus
mediates entry of the virus into the host cell and is a
critical step in the overall process of HIV pathogenesis.

Subsequently, the disease was shown to exist in
other populations; it was not restricted to homosexuals
nor was it confined to the United States (Figure 12.3).
HIV infection is responsible for significant mortality
in all sexually active populations and is present
throughout the world. In many countries the absence
of good health care systems has meant that AIDS
has become the fourth leading cause of mortality
throughout the world and is responsible for major
decreases in life expectancy. Infection with HIV
also occurs from intravenous drug use and is also

Figure 12.3 The sites of key events in the
development of the HIV epidemic. This world map
highlights the first known cases of infection with
HIV-1 and HIV-2 in West and sub-Saharan Africa

observed as a result of blood transfusions using infected
(unscreened) donated samples.

The spectre of progressive HIV infection spread pre-
dominantly through sexual intercourse has dominated
health care issues in all areas of the world. In 2003
it was estimated by the World Health Organization
that over 40 million individuals were affected by HIV
infection – a sombre and immensely problematic issue.
There is little doubt that HIV infection and its sequelae
will be responsible for massive increases in mortal-
ity rates, especially in sexually active populations and
will also affect the young as a result of fetal or neona-
tal transmission. The pandemic nature of the disease
means that dealing with HIV-infected individuals is a
major health care issue in all areas of the world.

The HIV genome

HIV is a member of the lentivirus genus that includes
retroviruses with complex genomes. An early objective
in studying HIV was to sequence the genome to
understand the size, function and properties of the
virally encoded proteins. The HIV genome is small
(∼9.4 Kb) and encodes three structural proteins (MA,
CA, and NC), two envelope proteins (gp41, gp120),
three enzymes (RT, protease and integrase), and six
accessory proteins (Tat, Rev, Vif, Vpr, Nef & Vpu)
(Figures 12.4 and 12.5).

These viruses exhibit cone-shaped capsids covered
with a lipid envelope derived from the membrane
of the host cell. Puncturing the exposed surface are
glycoproteins called gp120 – a trimeric complex of
proteins anchored to the virus via interactions with a
transmembrane protein called gp41. Both gp120 and
gp41 are derived from the env gene product. Inside
this layer is a shell, often called the matrix, composed
of the matrix protein (MA). The matrix protein lines
the inner surface of the viral membrane and a conical
capsid core forms from the major capsid protein (CA).
This complex is at the centre of the virus and surrounds
two copies of the unspliced viral genome that are
stabilized by interaction with the nucleocapsid protein
(NC). One major region of the HIV genome is the pol
gene (Figure 12.5); its product is a polyprotein of three
essential enzymes. These enzymes are protease, reverse
transcriptase and integrase.
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Figure 12.4 A picture of the organization of protein and RNA within the intact human immunodeficiency virus

Figure 12.5 Organization of the HIV genome and the proteins derived from the genome

Of the accessory proteins three function within the
host cell by facilitating transcription (Tat), assisting
in transport of viral DNA to the cell nucleus (Rev),
and acting as a positive factor for viral expression
(Vif). These proteins are not found within the virion.
The other three proteins are packaged with the virus

and play important roles in regulating viral promoters
(Vpr), acting as a negative regulatory factor for viral
expression (Nef) and promoting viral release and CD4
degradation (Vpu) (Table 12.2).

The first phase of infection results in virus binding to
CD4+ lymphocytes. The helper T cells are the primary
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Table 12.2 Functional role of HIV encoded gene products

Protein Gene Role

MA (p17) Gag Matrix protein
CA (p24) Gag Matrix protein
NC (p7) Gag Nucleocapsid protein
gp120 Env Extracellular glycoprotein binds to CD4 receptor
gp41 Env Transmembrane protein
Reverse transcriptase (RT) Pol Conversion of RNA > DNA
Integrase Pol Insertion of DNA into host genome.
Protease Pol Processing of translated polyprotein
Rev Rev Regulate expression of HIV proteins
Nef Nef Negative regulatory factor
Vpr Vpr Viral (HIV) promoter regulator
Vpu Vpu Viral release and CD4 degradation
Vif Vif Viral infectivity factor
Tat Tat Transcriptional activator

The three viral encoded enzymes play a major role in the HIV replication cycle and the formation of new virions and
have formed the basis of most drug-based treatments of HIV infection. In part this has arisen from the highly resolved
structural models available for reverse transcriptase, the integrase and protease of HIV.

target and binding leads to a series of intracellular
events that causes their destruction with a half-life of
less than two days. During initial stages of infection the
viral genome becomes integrated into the chromosome
of the host cell and is followed by a later phase of
regulated expression of the proviral genome leading to
new virion production. The stages of viral infection
require the concerted involvement of viral proteins;
this includes, for example, gp120-mediated binding to
CD4+ cells, conversion of viral RNA into DNA by
reverse transcriptase, integration of viral DNA into the
host chromosome by integrase, nuclear localization of
viral DNA by Vpr, and processing of viral mRNAs by
Tat, Rev and Nef.

The structure and function of Rev, Nef
and Tat proteins

Nef is a single polypeptide chain of 206 residues
originally recognized as a ‘negative factor’ where its
absence caused low viral loads in cells. After viral

infection the protein is expressed in high concentrations
and inoculation of Rhesus monkeys with a Nef-
deletion strain in the closely related SIV (simian
immunodeficiency virus) did not lead to disease.
Nef has at least two distinct roles during infection;
it enhances viral replication, and by an unknown
mechanism it reduces the number of CD4 receptors
found on the surface of infected lymphocytes. The
protein is unusual in having a myristoylated N-terminal
residue indicating membrane association; removal of
this modification inhibits activity. The structure of
the core domain of Nef (residues 71–205) has been
determined by NMR and crystallographic methods,
with both techniques suggesting a fold containing a
helix-turn-helix (HTH) motif with three α helices,
a five-stranded antiparallel β sheet, an unusual left-
handed poly-L-proline type-II helix and a 310 helix.

The role of Rev is to regulate expression of HIV
proteins by controlling the export rate of mRNAs from
the nucleus to the cytoplasm where translation occurs.
The Rev protein contains 116 residues and within this
sequence are nuclear localization and export sequences



 

448 PROTEIN STRUCTURE AND A MOLECULAR APPROACH TO MEDICINE

(NLS and NES) consistent with its role in mRNA
export, but a structure has not been determined.

The final non-structural protein synthesized by
the virus and packaged within the core is Tat–a
transcriptional activator that enhances transcription of
integrated proviral DNA. Transcription starts at the
HIV promoter–a region of DNA located within the 5′
long terminal repeat region with the promoter binding
RNA polymerase II and other transcription factors.
Transcription frequently terminates prematurely due
to abortive elongation and the Tat protein overcomes
this problem by binding to stem–loop sites on the
nascent RNA transcript. Description of the Tat protein
is complicated by translation via two exons leading
to a protein containing between 86 and 101 residues;
the first exon encodes residues 1–72 and the second
exon translates as residues 73–101. Structural studies
have utilized an 86-residue fragment despite most
HIV strains containing full-length protein, but have
yet to yield a detailed picture for Tat. The protein
is divided into four distinct regions; an N-terminal
cysteine-rich domain, a core region, a glutamine-rich
segment and a basic zone. The basic region contains the
sequence R49KKRRQRRR57 essential for recognition
and binding to RNA.

The role of Vif, Vpr and Vpu

A similar lack of structural information pertains to Vif,
Vpr and Vpu. These three proteins range in size from
15 to 23 kDa and structures are unavailable, although
considerable functional data has been acquired. It
is known that Vpr, a 96-residue accessory protein
present early in the viral life cycle, plays an important
regulatory role during replication. Vpr localizes to the
nucleus and is implicated in cell cycle arrest at the
G2/M interface. Vpr also enhances transcription from
the HIV-1 promoter structure and cellular promoters.

Vif stands for viral infectivity factor and is a basic
protein (23 kDa) whose precise function is unknown.
Naturally occurring strains of HIV strains bearing
mutations in Vif are known to replicate at significantly
lower levels when compared with the wild-type virus.
In some instances this is associated with low viral
loads, high CD4 T-cell counts and slower progression
to advanced forms of the disease. These results
emphasize the importance of Vif and homologous

proteins have been recognized in other lentiviruses
from a highly conserved – SLQSLA motif located
between residues 144–149. Vif is required during later
stages of virus formation since virions produced in
the absence of Vif cannot complete proviral DNA
integration into host chromosomes. Unlike Vpr, Vif
is primarily found in the cytoplasm as a membrane-
associated protein.

Vpu is a small integral membrane protein that reg-
ulates virus release from the cell surface and degra-
dation of CD4 in the endoplasmic reticulum. These
two distinct biological activities represent independent
mechanisms attributed to the presence of distinct struc-
tural domains within Vpu. A transmembrane domain
is associated with virus release from the cell whereas
CD4 degradation involves interaction with the cyto-
plasmic domain.

In contrast to the above proteins considerable
understanding of HIV has come from structural studies
of the remaining components of the virion particularly
the enzymes and envelope proteins. Molecular biology
has allowed individual proteins, or more frequently
domains derived from whole proteins, to be cloned,
expressed and subjected to detailed structural analysis.
These studies assist in providing a picture of their
roles during the viral life cycle and understanding
the interdependence of structure and function in these
proteins represents a key effort in the attempts to
combat the disease. Alongside a large body of data for
the reverse transcriptase and protease there also exists
structural information for gp120, the integrase, domains
of the transmembrane protein gp41 (the TM domain)
and the matrix, capsid and nucleocapsid proteins.

Structural proteins of HIV

Structural proteins are derived from the Gag gene
product by proteolytic cleavage to yield the MA,
CA and NC proteins (Figure 12.6). With a combined
mass of ∼55 kDa the Gag polyprotein yields a matrix
(MA) protein of 17 kDa, the capsid protein (CA) of
24 kDa and the nucleocapsid protein (NC) of ∼7 kDa.
The structure of the MA protein consists of five α

helices, two short 310 elements and a three-stranded β

sheet. Although monomeric in solution several lines of
evidence indicate trimeric structures represent ‘building
blocks’ for the matrix shell within a mature virion.
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Figure 12.6 The structure of HIV. Drawing of
the mature HIV virion surrounded by ribbon
representations of the structurally characterized viral
proteins and fragments. The protein structures have
been drawn to approximately the same scale whilst
the TM ectodomain shown is that determined for the
closely related SIV (reproduced with permission from
Turner, B.G. & Summers, M.F. J. Mol. Biol. 1999, 285,
1–32. Academic Press)

The capsid protein occurs at ∼2000 copies per
mature virion forming a cone-shaped, dense, structure
at the virus centre that encapsulates RNA as well
as enzymes, NC protein and accessory proteins.
Two copies of unspliced RNA are packaged in
a ribonucleoprotein complex formed with the NC
protein. The CA protein has proved difficult to isolate
and no structure is available for the intact protein. In
an N-terminal domain seven helices, two β hairpins
and an exposed partially ordered loop are observed
with the domain forming an arrowhead shape. This
domain associates with similar regions as part of the
condensation of the capsid core.

The nucleocapsid or NC protein is involved in
recognition and packaging of the viral genome. Retro-
viral NC proteins contain the Cys-X2-Cys-X4-His-X4-
Cys array characteristic of Zn finger proteins, and in

HIV the NC protein contains two such elements. The
structure of this small protein is defined by these two
Zn finger elements where reverse turns form a metal
binding centre that leads via a loop to a C terminal 310

helix. In the NC protein the two metal-binding centres
may interact although this is thought to be a flexible,
dynamic interaction and both play a role in binding
RNA via conserved hydrophobic pockets.

Reverse transcriptase and viral protease

Two of the three enzymes, reverse transcriptase and
protease, are amenable targets for drug therapy largely
as a result of detailed structural analysis. Reverse
transcriptase is responsible for the conversion of RNA
to DNA whilst the protease catalyses processing of
the initial polyprotein (Gag-Pol) product into separate
functional proteins.

HIV protease The protease was the first HIV-1
protein to be structurally characterized and is translated
initially as a Gag-Pol fusion protein; its role involves
proteolytic cleavage of the polyprotein to release active
components. In an autocatalytic reaction analogous
to that seen in zymogen processing the protease
liberates subunits found in the mature virus. The
Gag precursor forms the structural proteins whilst Pol
produces enzymes – reverse transcriptase, integrase,
and protease.

As a protease the HIV enzyme is unique is catalysing
bond scission between a tyrosine/phenylalanine and
a proline residue with no human enzyme showing a
similar specificity. Despite unique specificity the HIV
protease is structurally similar to proteases of the
pepsin or aspartic protease family and this has assisted
characterization. Historically, pepsin was the second
enzyme to be crystallized (after urease) and structures
are available for pepsins from different sources. All
reveal bilobal structures with two aspartate residues
located close together in the active site. These residues
activate a bound water molecule for use in proteolytic
cleavage of substrate.

The bilobal structure of pepsin is based around a
single polypeptide chain of ∼330 residues where one
lobe contains the first 170 residues and the remaining
residues are located in a second lobe. Each lobe is
related by an approximate two-fold axis of symmetry
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Figure 12.7 The overall topology of pepsin showing
strand-rich secondary structure arranged within two
lobes. Secondary structure elements for residues 1–170
of the first lobe are shown in orange with the remaining
secondary structure shown for the second lobe in blue.
Asp32 and 215 of the active site are shown in red

and at the centre, between each lobe, is the active
site (Figure 12.7). It seems probable that this topology
arose by gene duplication because each lobe contributes
a single Asp side chain to the active site found
within an Asp-Thr/Ser-Gly- motif preceded by two
hydrophobic side chains. In pepsin the catalytic Asp
residues are at positions 32 and 215. Each side chain
interacts via a complex network of hydrogen bonds
(Figure 12.8) with at least one molecule of water. The
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Figure 12.8 The interaction between Asp32 and 215
in pepsin involves a bound water molecule and two
protonation states for the Asp side chain. A water
molecule bridges between two oxygen atoms, one on
each of the carboxyl groups of the side chain

side chains exhibit very different protonation profiles;
one aspartate has a low pK value around 1.5 whereas
the other exhibits a higher than expected value of 4.8.
These values vary from one enzyme to another but the
principle of two different pK values for aspartyl side
chains is conserved in all proteins.

Pepsin shows optimal activity around pH 2.0
and substrates bind to the active site of pepsin
with the C=O group of the scissile bond situated
between the Asp side chains with the oxygen atom
in a position comparable to that of the displaced
water molecule. The unionized side chain of Asp215
protonates the carbonyl group allowing the displaced
water molecule, hydrogen bonded to the side chain
of Asp32, to initiate a nucleophilic attack on the
carbonyl carbon atom by transferring a proton to Asp
32 (Figure 12.9). The resulting proton transfer forms a
tetrahedral intermediate that promptly decomposes with
protonation of the NH group.

HIV protease uses a slightly different trick to
achieve the same catalytic function. The protein is
not a single polypeptide chain but is a symmetrical
homodimer with each chain containing 99 residues
(Figure 12.10). In itself this organization supports a
picture of aspartyl proteases arising from duplication of
an ancestral gene. Crystallography shows the structure
of this dimer as two identical chains each subunit
containing a four-stranded β sheet formed by the N-
and C-terminal strands together with a small α helix.
The enzyme’s active site is unusual in that it is formed
at the interface of the two subunits. However, again the
active site is based around a group of three residues
in each subunit with the sequence Asp25-Thr26-Gly27
containing the catalytically relevant acidic side chain
that is responsible for bond cleavage. The residues in
the second subunit are often denoted as Asp25′, Thr
26′ and Gly27′.

The cavity region is characterized by two flexible
flaps at the top of each monomer formed by an
antiparallel pair of β strands linked by a four residue
β turn (49–52). These flaps are also seen in pepsin
and guard the top of the catalytic site with the active
site Asp residues located at the bottom of this cleft.
These ‘flap’ regions are flexible, and from studies
of HIV protease in the presence of inhibitors it
was observed that significant conformational changes
occur in this region. Some backbone Cα atoms show
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Figure 12.9 The catalytic activity of aspartyl
proteases such as pepsin. The reaction mechanism
involves the two aspartyl side chains interacting
directly with substrate and a bound water molecule.
Asp32 accepts a proton from water whilst Asp215
donates a proton to the substrate (1), a tetrahedral
intermediate formed breakdown via the donation and
acceptance of protons (2) with the resulting product
yielding a free amino group and a free carboxyl group
within the substrate (3). The dissociation of products
allows the pepsin to start the reaction cycle again (4)

displacements of ∼0.7 nm when the bound and free
states of the enzyme are compared around the active
site region.

Catalysis is mediated by twin Asp25 residues
characterized by pK values that deviate considerably
from a normal value around 4.3. One carboxyl group
exhibits an unusually low pK of 3.3 whilst the other
displays an unusually high pK of 5.3. The catalytic
diad interacts with the amide bond of the target
substrate in a manner analogous to that describe for
pepsin. Inhibiting the protease represents one potential

Figure 12.10 The HIV protease homodimer. The two
monomers are shown in orange and blue

method of fighting HIV infection since this will
prevent processing of the Gag-Pol polyprotein and
the generation of proteins necessary for new virus
formation. Many crystal structures of HIV-1 protease
together with inhibitor complexes are known as part of
drug development aimed at catalytic inhibition. In view
of the preference of HIV protease for Tyr-Pro and Phe-
Pro sequences within target substrates inhibitors have
been designed to mimic the transition state complex
and to prevent, by competitive inhibition, the turnover
of the protease with native substrate (Figure 12.11).

The protease inhibitors are known as peptidomimetic
drugs because of their imitation of natural peptide sub-
strates. These drugs mimic the enzyme’s transition
state tetrahedral complex and attempt to reproduce the
hydrophobic side chain of phenylalanine, the restricted
mobility of prolyl side chains and a carbonyl centre
that is not easily protonated.
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Figure 12.11 Ala-Phe-Pro sequence containing the
target peptide bond (substrate) for HIV protease. The
bond to be cleaved is shown in red
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Figure 12.12 The structure of saquinavir

Several drugs were rapidly brought from the labo-
ratory through clinical trials and into effective use in
1995 and included ritonavir, indinavir, nelfinavir and
saquinavir (Figure 12.12). The presence of additional
functional groups such as OH groups close to the target
peptide bond coupled with aromatic groups results in
inhibitors that bind with high affinity (KI < 1 nM) and
decrease viral protease activity by acting as compet-
itive inhibitors. Although these drugs are responsible
for remarkable increases in life expectancy they do not
eliminate virus from the body. In general, the protease
inhibitors are given when treatment with drugs aimed
against reverse transcriptase fails or may be given in
combination with other drug therapies. Unsurprisingly,
these drugs have side effects but have proved effective
at limiting viral proliferation. A major problem with
this approach is resistance due to mutations in HIV
protease that prevent the inhibitor from binding with
optimal efficiency. Mutations within HIV protease lead
to a loss of inhibitor binding but protein that retains cat-
alytic activity. The mutations arise from the high error
rate associated with activity of reverse transcriptase.

Reverse transcriptase The other major target for
antiviral drug therapy is reverse transcriptase. The viral
genome of RNA is transcribed into DNA by the action
of reverse transcriptase followed by the integration
of viral DNA into host cell chromosomes by the
integrase. Reverse transcriptase is derived from the
Gag-Pol precursor by proteolytic cleavage producing
two homodimers of mass 66 000 (p66). The p66 subunit
is bifunctional with a polymerase activity located in
the larger of two domains and RNase activity located
in a second smaller domain (called RNaseH). The
mature, i.e. active reverse transcriptase is unusual in

that it requires proteolytic removal of one of the RNase
domains from a p66 subunit to form a heterodimer of
p66 and p51 subunits. This heterodimer represents the
functional enzyme of HIV.

Inhibiting the action of reverse transcriptase should
slow down new virus production and by implication
disease progression. To understand how this might be
achieved it was necessary to understand the structure
and function of the enzyme, as well as its interac-
tion with substrates before effective inhibitors could
be designed. From the structure of p66 (Figure 12.13)
and p51 (Figure 12.14) subunits in the presence of
DNA and inhibitors as well as unliganded states
a number of important facts have emerged. The
polymerase domain is composed of ‘finger’, ‘palm’,
‘thumb’ and ‘connecting’ regions and this is rem-
iniscent of the organization of other RNA poly-
merases. Significantly the p66 subunit shows struc-
tural similarity to the Klenow fragment of E. coli
DNA polymerase I suggesting that conservative pat-
terns of structure and organization exist within this
class of enzymes.

Studies of both p66 and p51 subunits suggested
that binding DNA does not perturb complex structure
significantly, but that p51 and p66 differ in their

Figure 12.13 The organization of reverse transcrip-
tase p66 subunit is shown. The finger domain is shown
in red, the thumb in dark red, the palm in orange
and the connecting region in gold. The active site
aspartate residues lie at the base of the cleft between
thumb and fingers



 

HIV AND AIDS 453

Figure 12.14 The p51 subunit of reverse transcrip-
tase. The different conformations are clearly seen with
the relative orientations of sub-domains forming a
closed conformation in p51 and an open state in p66

structures largely as a result of the reorientation of
domains or sub-domains within each subunit. The
‘fingers’ sub-domain is composed of β strands and
three α helices whilst the ‘palm’ sub-domain possesses
five β strands hydrogen bonded to four β strands at
the base of the “thumb” region. The remainder of the
‘thumb’ region is predominantly α helical and links to a
‘connection’ sub-domain between the polymerase and
RNaseH domains. The ‘connection’ domain is based
around a large extended β sheet with two solitary
helices. In p66 subunits the sub-domains are arranged
in an open configuration exposing the active site
containing three critical Asp side chains at residues
110, 185 and 186. In contrast, structural analysis
of the p51 subunit reveals that, despite identical
sequences, the polymerase sub-domains are packed
differently with the fingers covering the palm and by
implication burying the catalytically important active
site residues. Unsurprisingly, functional studies reveal
the p51 domain to be catalytically inactive although it
interacts with the RNaseH domain of the p66 subunit
and is important to the enzyme’s overall conformation.

Inhibitors of reverse transcriptase fall into two
classes. The first group based around the natural
nucleotide substrate bind to the active site pocket
whilst the second group, generally described as non-
nucleoside inhibitors, function by binding at sites
remote from the catalytic centre. Taken together these

inhibitors represent two very different mechanisms of
action. The first, and archetypal, reverse transcriptase
inhibitor is 3′-azido-3′ deoxythymidine (AZT) and
was the first HIV antiretroviral to be licensed for
use. It contains an azido group in place of a 3′
OH group in the deoxyribose sugar. In a comparable
fashion to dideoxynucleotides AZT acts as a chain
terminator because it lacks a 3′ OH group. When the
drug enters cells it is phosphorylated at the 5′ end
and incorporated into growing DNA chains by the
action of reverse transcriptase on the RNA template
(HIV genome). The absence of a 3′ OH ensures that
polymerization cannot continue. Although it might
be expected that host DNA polymerases would be
inhibited with severe consequences it appears fortuitous
that host cell polymerases do not bind these inhibitors
with high affinity. As a result AZT is effective against
viral replication by inhibiting only reverse transcriptase
activity. Competitive inhibition has proved extremely
effective in the primary treatment of HIV with AZT,
introduced in 1987 and complemented by additional
nucleoside inhibitors, the accepted treatment option
(Figure 12.15).

The non-nucleoside inhibitors (Figure 12.16) bind
to a hydrophobic pocket remote from the active site.
The effect of binding is to shift three β strands
of the palm sub-domain containing the active site
aspartyl residues towards a conformation seen in the
p51 subunit. In other words, these inhibitors favour
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Figure 12.15 Active site (nucleoside inhibitors)
of reverse transcriptase. Besides AZT, 2′,3′-
dideoxycytidine (ddC) and 2′3′-dideoxyinosine (ddI)
are other commonly used nucleoside analogues for
fighting HIV infection



 

454 PROTEIN STRUCTURE AND A MOLECULAR APPROACH TO MEDICINE

NNN

O

N
H

Nevirapine

Figure 12.16 Nevirapine, a non-nucleoside inhibitor
of HIV reverse transcriptase

formation of inactive states by distorting the catalytic
site as the basis for pharmacological action.

To date these drugs represent the most effective
route of controlling HIV infection and are particu-
larly important in the continual fight against viral
proliferation. The combined use of nucleoside and
non-nucleoside inhibitors in a cocktail known as
highly active antiretroviral therapy (HAART) drasti-
cally reduces viral load (the number of copies of virus
found within blood) and is associated with improved
health. Unfortunately the spectre of drug resistance
means that additional drugs or alternative regimes are
needed to effectively combat the virus over a sustained
period of time.

The introduction of antiviral drugs has drastically
improved the quality of life and life expectancy of
individuals infected with HIV but the prohibitive cost
of providing these medicines has restricted treatment
to countries with advanced forms of health care. This
is particularly regrettable since HIV infection rates and
deaths attributable to advanced HIV disease are most
prevalent in the less economically advantaged areas
of the world. Currently, many millions of individuals
infected with HIV are unable to obtain effective life
extending treatment.

The surface glycoproteins of HIV
and alternative strategies to fighting HIV

An alternative approach to fighting HIV infection is to
counter the ability of the virus to enter cells via the
interaction between surface viral glycoproteins and the
host cell receptors. The surface of HIV is coated with

spikes that represent part of the envelope glycoprotein
gp120. This exposed surface glycoprotein is anchored
to the virus via interactions with the transmembrane
protein gp41. Both proteins are synthesized initially
as a precursor polyprotein – gp160. The envelope
proteins gp41 and gp120 have been characterized
as part of systematic attempts to understand the
mechanism of entry into cells.

Viral entry is initiated by gp120 binding to receptors
such as CD4, a protein containing immunoglobulin-like
folds, expressed on the surface of a subset of T cells
and primary macrophages. The gp120 protein binds
to CD4 with high affinity exhibiting a dissociation
constant (Kd) of ∼4 nM and is a major route of HIV
entry into cells although additional membrane proteins
(the chemokine receptors CXCR4 and CCR5) can also
operate in viral entry.

Structural studies of gp120 are aimed at understand-
ing the molecular basis of protein–protein interactions.
However, gp120 has proved a difficult subject because
extensive glycosylation has prevented crystallization.
Studies have therefore involved partially glycosylated
core domains containing N- and C-terminal deletions
and truncated loop regions. Immunoglobulin-like vari-
able domains exist within gp120 in the form of five
regions (V1–V5) and are found in all HIV strains.
These variable zones are interspersed with five con-
served regions. Four of these variable regions are
located as surface-exposed loops containing disulfide
links at their base. Despite substantial deletions the core
gp120 binds to CD4 and presents a credible version of
the native interaction.

The gp120 core structure has ‘inner’ and ‘outer’
domains linked by a four-stranded β sheet that acts as a
bridge. The inner domain contains two α helices, a five-
strand β sandwich and several loop regions, whilst the
larger outer domain comprises two β barrels of six and
seven strands, respectively. The core is often described
as heart shaped with the N- and C-terminals located at
the inner domain (top left-hand corner, Figure 12.17),
the V1 and V2 loop regions located at the base of the
inner domain and the V3 loop region located at the
base of the outer domain. The V4 and V5 loop regions
project from the opposite side of the outer domain.

The inner domain is directed towards the virus and
from mutagenesis studies the interaction site between
gp120 and CD4 is defined broadly at the interface
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Figure 12.17 The structure of the gp120 core
determined in a complex with a neutralizing antibody
and a two domain fragment of CD4. Only the gp120
is shown for clarity. The bridging sheet is probably in
contact with the cell surface with the N-terminus lying
closer to the virus envelope surface (PDB: 1G9N)

of all three domains. This region contains conserved
residues required for CD4 binding as well as variable
residues. CD4 interacts with the variable residues
through hydrogen bonds to main-chain atoms, but
in addition cavities exist within the binding surface
that are not in contact with CD4 (Figure 12.18).
Within these cavities are many conserved residues
and their mutation (as a result of error-prone RT
activity) perturbs the interaction between CD4 and
gp120 despite an absence of direct interactions in the
crystal structures. The binding of CD4 to gp120 also
results in interactions with chemokine co-receptors, and
this site of interaction is distinct from that involved
in CD4 binding. Current evidence suggests the co-
receptor binding site is based around the bridging sheet
between inner and outer domains, but on the opposite
side of the molecule.

Initial attempts to construct a vaccine against HIV
focused on raising specific antibodies against the gp120
component of the virus since this represents the first
step of molecular recognition. Unfortunately immune
recognition of the CD4 binding site is poor because
of the mix of conserved and variable regions forming
the binding site, the V1 and V2 regions mask the
CD4 binding site prior to binding, and the CD4-
bound state may represent a transient conformation of

Figure 12.18 Interactions between the core of
gp120 and the N-terminal immunoglobulin domain of
CD4. The side chain of Phe43 of CD4 is shown capping
a large hydrophobic cavity on gp120

gp120. Vaccine development based on gp120 has not
completed clinical trials.

The structure and function of gp41

The other major envelope protein is gp41, a transmem-
brane protein interacting with gp120, which consists
of an N-terminal ectodomain, a transmembrane region
and a C terminal intraviral segment within a single
polypeptide chain of 345 residues. gp41 interacts with
the matrix protein and its principal role is to mediate
fusion between the viral and cellular membrane follow-
ing gp120-based receptor binding.

At the N-terminal region a hydrophobic, glycine-
rich, ‘fusogenic’ peptide is found and all structures
presented to date have been of the ectodomain lacking
this region. The ectodomain is a symmetrical trimer
with each monomer consisting of two antiparallel α

helices connected by an extended loop (Figure 12.19).
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Figure 12.19 Part of the ectodomain region of gp41
is a coiled coil structure consisting of three pairs of
helical segments

The combined action of gp120 and gp41 is the first
contact point between virus and host cell. Unsurpris-
ingly, if this stage can be inhibited then infection by
HIV will be limited. Extensive proteolysis of a recom-
binant ectodomain revealed the existence of stable sub-
domains and a trimeric helical assembly composed of
two discontinuous peptides termed N36 and C34 that
are resistant to denaturation. The N- and C-peptides
originate from the N-terminal and C-terminal regions of
the gp41 ectodomain. The N-terminal derived peptides
form a central trimeric ‘coiled-coil’ with the helical C-
peptides surrounding the coiled coil in an antiparallel
arrangement. This structural model was confirmed by
X-ray crystallography for both HIV-1 and SIV peptides
and is described as a trimer of hairpins (Figure 12.20).

In the trimer the C-peptides bind to the outside of the
coiled-coil core interacting with a conserved hydropho-
bic groove formed by two helical N-terminal peptides.
Although the structure of the intervening sequence of
gp41 is unclear it would be required to loop around
from the base of the coiled coil to allow the C-peptide
to fold back to the same end of the molecule.

The mechanism of viral fusion to cells is slowly
being unraveled and it may be very similar to fusion

Figure 12.20 The trimer of hairpins exhibited by
gp41 core domains (Reproduced by with permission
from Eckert, D.E. & Kim, P.S. Annu. Rev. Biochem.
2001, 70, 771–810. Annual Reviews Inc)

Figure 12.21 The organization of haemaglutinnin and HIV gp41/gp120 based around interacting helical regions
or coiled coils
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processes exhibited by the influenza virus during host
cell infection. Some similarities exist between the
sequences of gp41 and haemagglutinin (Figure 12.21)
and may indicate potentially similar mechanisms exist
in vivo.

However, this analogy cannot be taken too far,
because HIV, unlike influenza virus fuses directly
with cell membranes in a pH-independent manner.
The trimer of hairpins is most probably the fusogenic
state and is supported by the observation that gp41-
derived peptides or synthetic peptides inhibit HIV-1
infection. Peptides derived from the C-terminal region
are much more effective than those derived from N-
peptides with inhibition noted at nM concentrations.
These peptides act by binding close to the N-
peptide region and preventing the hairpin structure.
The observed inhibition of HIV by these peptides
offers another route towards the development of
antiviral drugs. Drugs that target additional steps in
the viral life cycle, such as viral entry, are valuable
in providing alternative therapies that may prove less
toxic and less susceptible to viral resistance than
current regimes.

The influenza virus

Influenza (or ’flu) is often considered a harmless
disease causing symptoms slightly worse than a cold.
Common symptoms are pyrexia, myalgia, headache
and pharyngitis and the infection ranges in severity
from mild, asymptomatic forms to debilitating states
requiring several days of bed rest. The virus spreads
by contact specifically through small particle aerosols
that infiltrate the respiratory tract and with a short
incubation period of 18 to 72 hours virus particles
appear in body secretions soon after symptoms start
causing further infection. In the respiratory tract the
virus infects epithelial cells causing their destruction
and susceptibility to infections such as pneumonia.

Modern medicines alleviate the worse symptoms of
flu but this disease has killed millions in recent history
and continues to present a major health problem.
Periodically virulent outbreaks of influenza occur and
one of the worst events occurring around 1918 and
known as Spanish flu is conservatively estimated
to have killed 20 million people. This flu pandemic
resulted in more fatalities than all of the battles of
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Figure 12.22 The influenza A virus. Nucleoprotein (green) associates with each RNA segment to form RNP complexes
that contain PB1, PB2 and PA (red). The viral glycoproteins, haemagglutinin (blue) and neuraminidase (yellow),
are exposed as trimers and tetramers. Matrix protein (purple) forms the inner layer of the virion along with the
transmembrane M2 protein (orange). Non-structural proteins are also found (grey). (Reproduced with permission
from Ludwig, S. et al Trends Mol. Medicine 9, 46–52, 2003. Elsevier)
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Table 12.3 The coding of different viral proteins and their functions by the segmented RNA genome

Segment Size Name Function

1 2341 PB2 Transcriptase; Cap binding
2 2341 PB1 Transcriptase; Elongation
3 2233 PA Transcriptase; Protease activity?
4 1788 HA Haemagglutinin; membrane fusion
5 1565 NP Nucleoprotein RNA binding; part of transcriptase complex;

nuclear/cytoplasmic transport of vRNA
6 1413 NA Neuraminidase: release of virus
7 1027 M1 Matrix protein: major component of virion

M2 Integral membrane protein – ion channel
8 890 NS1 Non-structural: nucleus; role in on cellular RNA transport, splicing,

translation. Anti-interferon protein.
NS2 NS2 Non-structural: function unknown

World War I combined and emphasizes the serious
nature of influenza outbreaks. Despite drugs and the use
of vaccination influenza propagates around the world
at regular intervals. There remains genuine fear of
further major and lethal outbreaks striking again with
a severity comparable to the events of 1918. When
another pandemic occurs there is little doubt that we
are in a much better position to deal with influenza
than previous generations. This position of strength
arises because the influenza virus has been extensively
studied especially in relation to structural organization
and interaction with cells.

The virus is a member of the orthomyxovirus
family based around a (-) strand of RNA composed
of eight segments in a total genome size of ∼14 kb
flanked by short 5′ and 3′ terminal repeat sequences
(Figure 12.22). The segments bind to a nucleoprotein
(NP) and associate with a polymerase complex of
three proteins (PA, PB1 and PB2) that constitutes a
ribonucleoprotein particle (RNP) and is located inside
a shell. The shell is formed by the matrix (M1)
protein and is itself surrounded by a lipid membrane
that is derived from the host cell but contains two
important glycoproteins – haemagglutinin (HA) and
neuraminidase (NA) – together with a transmembrane-
channel protein (M2). Two non-structural components

(NS1 and NS2) are also encoded by the viral genome
to make a total of 10 proteins1 (Table 12.3).

Viral classification is based around the M and NP
antigens and is used to determine strain type – A,
B or C. Most major outbreaks of influenza are
associated with virus types A or B with type B
strain causing milder forms of the disease. The
external antigens haemagglutinin and neuraminidase
show greater sequence variation.

Viral infection and entry into the cell

The virus binds to sialic-acid-containing cell surface
receptors via interactions with haemagglutinin entering
the cell by endocytosis where fusion of the viral
and endosomal membranes allows the release of viral
RNA. After transfer to the nucleus the viral genome is
transcribed and amplified before translation of mRNA
in the cytoplasm. Late in the infection cycle the viral
genome is transported out of the nucleus in RNP
complexes and packaged with the structural proteins.
Subsequent release of new virions completes a cycle

1For many years this was thought to be the complete complement
of viral proteins but in 2002 further examination of the genome
revealed an alternate reading frame in PB1 that allowed production
of an eleventh protein (F2).
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Figure 12.23 The lifecycle of the influenza A virus and the pathway of viral entry and exit from host cells.
(Reproduced with permission from Ludwig, S. et al Trends Mol. Medicine 9, 46–52, 2003 Elsevier)

that occurs over a time span between 6 to 16 h
(Figure 12.23). Of critical importance to viral entry
are the characteristic “spikes” of haemagglutinin and
together with the second major envelope protein,
neuraminidase, these proteins have been the targets for
drug treatments to fight “flu”.

Haemagglutinin structure and function

Haemagglutinin was identified from the ability of flu
viruses to agglutinate red blood cells via the interaction
between HA and sialic acid groups present on cell
surface receptors. Haemagglutinin is anchored to the
membrane by a short tail but limited proteolysis
with enzymes such as bromelain or trypsin yield a
soluble domain (Figure 12.24). The soluble domain
was amenable to crystallographic analysis and in 1981
a structure of haemagglutinin determined by John
Skehel, Donald Wiley and Ian Wilson provided the first
detailed picture of any viral membrane protein.

Haemagglutinin is a cylindrically shaped homotrimer
approximately 135 Å in length. It is synthesized as a
precursor polypeptide (HA0) that associates to form
a trimer but is first cleaved by proteases to give
two disulfide linked subunits -HA1 and HA2. HA1
and HA2 are necessary for membrane fusion and
virus infectivity and generally the polypeptide chains
are separated by just one residue, a single arginine
residue, removed from the C terminus of HA1 by car-
boxypeptidase activity. It is the HA1/HA2 assembly
that is commonly, but slightly inaccurately, referred
to as a monomer and haemagglutinin contains three
HA1 and three HA2 chains. The membrane-anchoring
region is located at the C terminal region of HA2
but structural studies were performed on tail less
protein.

The crystallographic structure shows the free ends,
at the cleavage site between HA1 and HA2, are
separated by 20 Å and within the structure two distinct
regions were readily identified; a globular head region
responsible for binding sialic acid residues on host cell
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Figure 12.24 The membrane bound and protease treated form of haemagglutinin showing HA1 and HA2 regions.
BHA refers to bromelain (protease) treated haemagglutinin

Figure 12.25 The individual HA1 and HA2 units of haemagglutinin

receptors and a longer extended stem-like region that
contains a fusogenic sequence (Figure 12.25).

The three monomers assemble into a central α-
helical coiled-coil region that forms the stem-like

domain whilst at the top are three globular heads
containing sialic acid-binding sites and responsible for
cell adhesion or binding. The stem region consisting of
a triple helix extends for ∼76 Å from the membrane



 

THE INFLUENZA VIRUS 461

surface and is formed predominantly by the HA2
polypeptide. The globular region is based mainly
on the HA1 portion of the molecule and each
globular domain consists of a swiss roll (jelly roll)
motif of eight anti-parallel β-strands by residues
116–261. At the distal tips receptor (sialic acid)
binding pockets were identified. The binding sites
reside in small depressions on the surface and were
detected from crystallographic studies in the presence
of different sialic acid derivatives. Amongst the
residues forming the active sites are Tyr98, Ser136
Trp153, His183, Glu190, Leu194, Tyr195, Gly225 and
Leu226 with site directed mutagenesis suggesting that
Tyr98, His183, and Leu194 are particularly important
in forming critical hydrogen bonds with the substrate
(Figure 12.26).

Sialic acid groups bind with one side of the pyra-
nose ring facing the base of the site whilst the
axial carboxylate, the acetamido nitrogen, and the 8-
and 9-OH groups of the sugar form hydrogen bonds
with polar groups of conserved residues. Histidine
183 and glutamate 190 form hydrogen bonds with
the 9-OH group, tyrosine 98 forms hydrogen bonds

Globular head regions
of HA1 domain Active site

residues

Figure 12.26 The active site residues of haemagglu-
tinin are shown in the spacefilling representations of
the globular HA1 domain. The view is from above the
globular trimer

with the 8-OH group whilst the 5-acetamido nitro-
gen forms a hydrogen bond with the backbone car-
bonyl of residue 135 and the methyl group makes
van der Waals contact with the phenyl ring of tryp-
tophan 153. The 4-OH group projects out of the
site and does not appear to participate in binding
interactions.

A key observation in understanding the structure
and function of haemagglutinin was the demonstra-
tion that the molecule underwent a large conforma-
tional change when subjected to low pH. The HA
proteolytic fragment does not bind to membranes
and is functionally inactive but lowering the pH to
a value comparable to that occurring in endosomes
(∼pH 5–6) during viral entry caused haemagglutinin
to become a membrane protein. Electron microscopy
showed protein aggregation into “rosettes” with an
elongated and thinner structure. These observations
suggested major conformational changes and perform-
ing crystallography on the ‘low pH’ form resolved
the extent and location of structural perturbations
(Figures 12.27 & 12.28).

At low pH the fusion region or peptide was
located at the end of an elongated coiled-coil chain
with domains near the C-terminal interacting with
those at the N terminus. The low pH form is the
thermodynamically stable form of HA2 and the initial
state is best described as a metastable configuration.
Exposure to low pH converts this metastable form into
the thermodynamically stable form of HA2.

In total the structures of the ectodomain of haemag-
glutinin have been determined for the single-chain pre-
cursor (HA0), the metastable neutral-pH conformation
and the fusion active, low pH-induced conformation.
These structures provide a framework for interpreting
results of experiments on receptor binding, the cycli-
cal generation of new and re-emerging epidemics as
a result of HA sequence variation as the process of
membrane fusion during viral entry.

Neuraminidase structure and function

Neuraminidase is vital to viral proliferation. The
enzyme is a glycosyl hydrolase cleaving glycosidic
linkages between N-acetyl neuraminic acid and adja-
cent sugar residues by destroying oligosaccharides
units present on host cell receptors. Viral neuraminidase
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Figure 12.27 The structure of the HA1/HA2 ‘monomer’ and a complete assembly of trimeric haemagglu-
tinin (PDB:2HMG)

Figure 12.28 The changes in conformation associated with the coiled-coil regions of HA2 in the transition from
neutral pH form to active haemagglutinin. To ascertain the change in conformation calculate the number of turns
associated with the main helices
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Figure 12.29 The box-like arrangement of the tetrameric state of neuraminidase shown alongside a spacefilling
model of the same view

causes a loss of agglutination and allows subsequent
infection of other host cells.

The amphipathic protein is a single polypeptide
chain of ∼470 residues with a hydrophobic mem-
brane binding domain of ∼35 residues connected to
a larger polar domain of ∼380 residues via a hyper-
variable stalk of ∼50 residues. Limited proteolysis
removes the N terminal membrane anchor and facil-
itated crystallization. The structure of the large frag-
ment of neuraminidase revealed a homo-tetramer with
monomers consisting of six topologically related units
(Figure 12.29). Each unit contained a four-stranded
sheet arrayed like the petals of a flower or more fre-
quently described as one of the blades of a propeller
(Figure 12.30).

Neuraminidase is an example of the β pro-
peller motif. The four strands connect by reverse turns
with the first strand of one sheet interacting across the
top of the motif to the fourth strand of the adjacent
motif. Disulfide bonds between adjacent strands con-
tribute to a distortion of regular sheet conformation and
introduce a distinct twist to each blade.

Figure 12.30 The neuraminidase monomer. Whilst
the structure of the larger soluble fragment has been
determined the structure of the membrane spanning
region is unknown. The structure shows one monomer
with six topologically related units (blades) composed
of four β strands; each blade is shown in a different
colour. (PDB:2BAT)
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Figure 12.31 The structure of sialic acid (N-
acetylneuraminic acid, Neu5Ac)

The monomeric units assemble into a box-shaped
head with dimensions of ∼100 Å × 100 Å × 60 Å
attached to a slender stalk region. The tetrameric
enzyme has circular 4-fold symmetry stabilized in
part by metal ions bound on the symmetry axis with
each subunit interacting via an interface dominated by
hydrophobic interactions and hydrogen bonds.

Definition of the active site of neuraminidase proved
important in designing inhibitors that interfere with

neuraminidase activity and numerous crystal structures
exist for enzyme-inhibitor complexes. Initial studies
focused on a transition state analogue, 2-deoxy-2, 3-
dehydro-N -acetylneuraminic acid (Neu5Ac2en), that
inhibited the enzyme at micromolar concentrations
but further refinement yielded inhibitors effective at
nanomolar levels (Figures 12.31 & 12.32).

One of these compounds 4-guanidino-Neu5Ac2en
(Zanamivir) inhibits viral proliferation as a result of
significant numbers of hydrogen bonds formed between
drug and conserved residues in the active site of
neuraminidase (Figure 12.33).

Strategies to combat influenza pandemics

Influenza infection leads to a pronounced antibody
response against haemagglutinin and neuraminidase
based on the surface epitopes presented by the infect-
ing virus. Ordinarily individuals have protective immu-
nity but in the case of flu frequent changes in the
sequences of these two antigens compromises the nor-
mal immune response. Vaccines against flu viruses are

Arg371
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Trp178

His 274
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Sialic acid

Sialic acid

Figure 12.32 The active site of neuraminidase showing substrate bound to active site (PDB:1MWE). A second sialic
acid binding site was determined on the surface of neuraminidase
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Figure 12.33 The molecular structure of Zanamivir. A
potent inhibitor of neuraminidase that is now accepted
as clinical treatment for flu in most countries

recommended by the WHO2 to contain haemagglutinin
components from two A strains and a single B strain
and to be representative of viruses currently circulating
the world. Unfortunately although vaccines are devel-
oped from purified HA the virus alters the sequence of
residues around the epitopes without impairing protein
function. This occurs via point mutations and leads to
altered surface properties that eliminate cross-reaction
with antibodies developed against previous forms of the
virus. Two distinct mechanisms contribute to variation
in surface properties of the HA. Point mutations cause
antigenic drift whilst a second, potentially more seri-
ous, mechanism for variation is antigenic shift where
the exchange of genes between influenza viruses cre-
ates new strains.

Haemagglutinin has at least fifteen different anti-
genic sub-types (H1–H15) whilst neuraminidase has
nine antigenic subtypes (N1–N9). Most subtypes of
type A virus infect avian species with sub-types H1,
H2 and H3 infecting humans. The HA1 domains show
greater variability than HA2 consistent with their role
as binding sites for receptors and antibodies. With
the recognition of these sub-types viral outbreaks are
classified according to the virus class (usually A or
B), the species from which the virus was isolated, its
geographical region, the year of isolation and the H
and N sub-group. The 20th century witnessed three
influenza pandemics; Spanish influenza (defined as
an H1N1 virus) in 1918, Asian influenza (defined as

2WHO = World Health Organization.

an H2N2 virus) in 1957, and Hong Kong influenza
(H3N2 virus) in 1968. These global outbreaks caused
severe illness with high mortality rates. DNA sequenc-
ing showed that the HA and NA genes of the H1N1
viruses emerged from an avian reservoir with subtle
changes in primary sequence leading to altered anti-
genic properties. In contrast Asian and Hong Kong
outbreaks were attributed to hybrid viruses arising from
new combinations of avian and human viral genes.
Aquatic birds are believed to be the source of influenza
viruses affecting all other animal species. Recently
in 1997, a highly pathogenic avian H5N1 influenza
virus was transmitted directly from poultry to humans
in Hong Kong. Of the 18 people infected, six died
and this heightened worries about new pandemics in
the future.

Influenza and HIV represent two viruses with an
enormous impact on human health. They are not unique
in their mechanism of infection but in both cases they
have an unfortunate ability to mutate rapidly causing
changes in antigenicity or loss of drug activity. This
property creates pandemics and limits our ability to
fight infection through vaccines and drugs. It is very
unlikely that these viruses will remain the only threat
to human health. The next decades are likely to see
the emergence of new strains and new viruses, perhaps
involving those crossing the species boundary, whose
action will need to be countered through exploitation
of knowledge about the structure and function of their
constituent proteins.

Neurodegenerative disease

In comparison with influenza neurodegenerative dis-
eases are less common, less easily transmitted and
most of us will escape neurodegenerative disorders
entirely. Despite a low incidence in all population
groups there is evidence to suggest that these diseases
are of greater importance to human health than pre-
viously thought. Many of these diseases have clear
genetic links that enable insight into their molecu-
lar origin.

Prion based diseases are linked by the proliferative
formation of insoluble aggregates of protein arising
from mutations within the PrP gene. Creutzfeldt-
Jakob disease, fatal familial insomnia, kuru and
scrapie were linked to the PrP gene and lead to
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neurodegenerative conditions. All of these conditions
lead to abnormal brain tissue and the presence of
amyloid deposits. Collectively the term amyloidogenic
disease stressed the link between protein misfolding
and the development of neurodegenerative disorders.

BSE and new variant CJD

Scrapie was first reported in 1732 as a disease
infecting sheep in England and has been present
continuously since this time. It did not appear to
effect bovine livestock. However, in the 1980s a
new disease spread through cattle in the United
Kingdom at an alarming rate producing symptoms
normally associated with TSEs. The disease in cows
led to abnormal gait and posture, poor body condition,
nervous behaviour, decreased milk production and a
progressive loss of mass. Diseased animals lost the
ability to support themselves with death occurring
2–25 weeks after the appearance of symptoms. A
feature of the disease was brain tissue of spongy
appearance bearing large vacuoles. The disease was
christened bovine spongiform encephalopathy (BSE)

but its alarming rise in frequency yielded another
sobriquet of ‘mad cow disease’ (Figure 12.34). The
appearance of BSE raised a number of important
questions. What was the origin of the disease, how was
it transmitted and given the role of cattle in the human
food chain was there a possibility of human infection?

BSE is a chronic degenerative disease and with the
observation of scrapie like symptoms it was logical
to look for a prion-like particle. At the time (mid
1980s) the concept of prions was controversial with the
pioneering work of Prusiner slow to gain acceptance.
The appearance of the disease in cattle was puzzling
given the absence of simple routes of transmission
but epidemiological data suggested BSE arose from
animal feed containing contaminated protein sources.
BSE had a substantial impact on the livestock industry
in the United Kingdom with approximately 0.3 % of
the total UK herd infected and continued to rise
until 1992.

In 1988 the introduction of a total ban on the use
of rendered ruminant based feed to cattle minimized
transmission and was combined with the large scale
slaughtering of infected cattle. In 1989 these preven-
tative actions were supplemented by a ban on human
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Figure 12.34 The yearly totals for clinical diagnosis of BSE in the UK herd (data derived from BSE Inquiry Report,
Crown copyright 2000)
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Figure 12.35 The incidence of all CJD cases in the United Kingdom (Data derived from CJD Surveillance unit,
Edinburgh http://www.cjd.ed.ac.uk). From 1995 the number of cases of vCJD rise reaching a peak in 2000 before
showing small decreases in the subsequent years

consumption of tissues shown to contain high levels of
the infectious agent (when injected into mice brains)
and therefore posing a potential danger to humans.
Unfortunately this was not the end of the story because
the long incubation period of BSE3 ranging from 2 to
8 years meant that human consumption of infected cat-
tle occurred throughout the 1980’s.

In March 1996 the UK Spongiform Encephalopathy
Advisory Committee announced the identification of 10
new cases of Creutzfeldt-Jakob disease (Figure 12.35).
CJD is a rare disease and the observation of 10 cases
was startling. Although direct evidence was lacking it
seemed possible that exposure by ingestion to BSE
agents was responsible for increase numbers of CJD
cases. In 1994 initial speculation that BSE might be
the causative agent of new cases of CJD was aired and
despite a lack of definitive evidence the idea gained
credibility and created widespread unease about the use
of beef as a culinary product.

The 10 cases were unusual in terms of their high
frequency and the clinical and pathological phenotypes
associated with the condition. The new forms of
CJD exhibited an onset of symptoms at a young
age with teenagers or young adults most susceptible.

3The time span between an animal becoming infected and then
showing the first signs of disease.

The disease was associated with neurodegeneration
and brain tissue showed lesions characteristic of
spongiform encephalopathies. The new forms of CJD
were called variant CJD (vCJD) and stemmed from
exposure to BSE before the introduction of a specified
bovine offal ban in 1989. Definitive proof of the
link between BSE and vCJD required comparing both
diseases at a molecular level to demonstrate that the
etiological agents were prion proteins.

Comparing four different types of CJD (genetic, spo-
radic, iatrogenic, and “new variant”) as well as BSE
using SDS-PAGE showed that prion proteins exhibit
distinct banding patterns when studied via Western
blotting methods after treatment with proteinase K, a
proteolytic enzyme that normally effectively degrades
proteins into very small fragments but in the case
of infectious prions produced protease resistant frag-
ments. The pattern and intensity of classic forms of
CJD (genetic, sporadic, or iatrogenic) were similar but
variant CJD yielded a unique banding pattern suggest-
ing a different genotype. The pattern was comparable
to the profile seen in BSE infected organisms. Fur-
ther analysis of the DNA sequence of individuals with
vCJD showed that all were heterozygous at residue 129
(Valine/Methionine) suggesting that this transition con-
ferred a genetic predisposition for contracting vCJD
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whereas the homozygous (Valine/Valine) state was pos-
sibly resistant to infection.

Alzheimer’s disease–a neurodegenerative
disorder

Amyloidosis or protein aggregation is associated with
Alzheimer’s disease although like prion-based dis-
eases little impact has been made towards effective
treatment. An understanding of the molecular events
involved in disease pathogenesis offers the possibility
of future therapy.

Alzheimer’s disease first recognized by Alois
Alzheimer in the first decade of the 20th century is
a slow progressive form of dementia normally seen
in the later stages of life and resulting in intellectual
impairment. Today a common diagnostic marker for
physicians is memory impairment accompanied by a
decline in language and decision-making ability, judge-
ment, attention span, cognitive functions and person-
ality. Diagnosis is usually confirmed by post mortem
studies and the microscopic examination of brain tissue

where a diagnostic feature is the presence of neurofib-
rillary tangles, aggregates of a single protein within
brain tissue. The brain is seen to contain plaques and
although plaques are detected in all brain tissue with
age their number is drastically elevated in individuals
with Alzheimer’s disease.

Two types of Alzheimer’s disease are recognized.
Early onset disease results in symptoms before the age
of 60 and has a genetic basis seen by its presence
within families and an autosomal dominant form of
inheritance. It accounts for less than 10 % of all forms
of Alzheimer’s. In contrast late onset forms are more
common but the genetic basis is less well defined. Late
onset disease develops in people above 65 with an
incidence of 5–10 %.

The amyloid plaques found in Alzheimer’s disease
are composed of a 4.2 kD peptide called the Aβ protein.
The plaques result from the transformation of soluble
Aβ protein monomers into insoluble aggregates. The
peptide called Aβ because of its amyloid properties
and a partial β-stranded structure occurring within a
28-residue portion of the sequence is found in at least
two forms; a 40 residue peptide and a 42 residue

* 20 * 40 * 60 * 80 * 100
APP : MLPGLALLLLAAWTARALEVPTDGNAGLLAEPQIAMFCGRLNMHMNVQNGKWDSDPSGTKTCIDTKEGILQYCQEVYPELQITNVVEANQPVTIQNWCKR

* 120 * 140 * 160 * 180 * 200
APP : GRKQCKTHPHFVIPYRCLVGEFVSDALLVPDKCKFLHQERMDVCETHLHWHTVAKETCSEKSTNLHDYGMLLPCGIDKFRGVEFVCCPLAEESDNVDSAD

* 220 * 240 * 260 * 280 * 300
APP : AEEDDSDVWWGGADTDYADGSEDKVVEVAEEEEVAEVEEEEADDDEDDEDGDEVEEEAEEPYEEATERTTSIATTTTTTTESVEEVVREVCSEQAETGPC

* 320 * 340 * 360 * 380 * 400
APP : RAMISRWYFDVTEGKCAPFFYGGCGGNRNNFDTEEYCMAVCGSAMSQSLLKTTQEPLARDPVKLPTTAASTPDAVDKYLETPGDENEHAHFQKAKERLEA

* 420 * 440 * 460 * 480 * 500
APP : KHRERMSQVMREWEEAERQAKNLPKADKKAVIQHFQEKVESLEQEAANERQQLVETHMARVEAMLNDRRRLALENYITALQAVPPRPRHVFNMLKKYVRA

* 520 * 540 * 560 * 580 * 600
APP : EQKDRQHTLKHFEHVRMVDPKKAAQIRSQVMTHLRVIYERMNQSLSLLYNVPAVAEEIQDEVDELLQKEQNYSDDVLANMISEPRISYGNDALMPSLTET

* 620 * 640 * 660 * 680 * 700
APP : KTTVELLPVNGEFSLDDLQPWHSFGADSVPANTENEVEPVDARPAADRGLTTRPGSGLTNIKTEEISEVKMDAEFRHDSGYEVHHQKLVFFAEDVGSNKG

* 720 * 740 * 760 *
APP : AIIGLMVGGVVIATVIVITLVMLKKKQYTSIHHGVVEVDAAVTPEERHLSKMQQNGYENPTYKFFEQMQN

Figure 12.36 The primary sequence of the APP protein and its relationship to the Aβ peptide and other domains.
The Aβ peptide extends from residues 672-711/713 (green) and overlaps with the single membrane spanning region
from 700–723 (blue lettering and red block). The yellow block indicates a signal sequence (1–17) whilst the cyan
block indicates the location of a domain showing homology to BPTI or Kunitz type inhibitors (291–341). The
magenta blocks highlight poly-glutamate rich domains 230–260, threonine rich regions 265–282, heparin binding
regions 391–424 and 491–522 and collagen binding domain 523–541
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Figure 12.37 Schematic diagram of the Aβ peptide derived from the amyloid precursor protein. The amino acid
sequence is shown with single letter codes and the α, β and γ secretase cleavage sites are shown along the
polypeptide chain. The α secretase cleaves at the 17th residue whilst the β secretase cuts at the 1st and more rarely
11th residues and the γ secretase cuts at the 40th or 42nd residue

peptide designated as Aβ1−40 and Aβ1−42 respectively.
Sequencing and database analysis showed that the
peptides derived from a longer protein expressed in
many tissues – the amyloid precursor protein (APP)-
and DNA sequencing indicated a protein of ∼770
residues with multiple domains (Figure 12.36).

APP undergoes extensive post-translational modifi-
cation as a glycoprotein but despite domain recognition
a clearly defined function for APP is absent although a
role in cell adhesion is currently favoured. The APP
gene was mapped to chromosome 21, contained 19
exons, with alternative splicing mechanisms giving rise
to multiple transcripts (APP395, APP563, APP695,
APP751, APP770). APP695 is the major isoform in
neuronal tissue with APP751 dominating elsewhere.

The Aβ amyloid peptide (residues 672-711/713) is
derived from a region of the protein that includes a
small extracellular region together with its membrane
spanning sequence (700–723). Understanding the ori-
gin of the Aβ peptide lies at the heart of discovering
the molecular pathology of Alzheimer’s disease. The
amyloid peptide located within the full length protein
arises from endoproteolysis of APP (Figure 12.37). The
amyloid peptide was formed by cutting at residues 670
and 711/713 at sites associated with enzymes called
β and γ secretase whilst the enzyme α secretase cuts
APP at residue 687 within the amyloidogenic pep-
tide. The properties and identity of these enzymes were
initially obscure (hence their names) but slowly each
system has been shown to occupy an important role in
APP processing.

The demonstration that endoproteolysis of APP
was associated with two different enzymes suggested
that defining these ‘activities’ in more detail as
well as the associated genes/proteins would assist

understanding the molecular events contributing to
disease. β secretase was identified as a new member of
the aspartic protease family with the unusual property
of being membrane tethered. The α secretase is a
member of the ADAM family of proteins (standing
for a disintegrin and metalloprotease) and finally γ

secretase began to give up its secrets by suggesting
similarity to a membrane protein called presenillin 1.

Although initially called β secretase the enzyme
purified by different groups was given alternative
names of BACE (β-site APP cleaving enzyme) and
memapsin-2 (membrane-associated aspartic protease
2) and both are widely quoted in the literature.
The enzyme, a single polypeptide chain of 501

Figure 12.38 The organization of secondary struc-
ture into two lobes and the active site aspartate
residues in β secretase (PDB:1M4H) shows similarities
to previous aspartyl proteases
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residues synthesized as a preproprotein, contains a
single transmembrane region from residues 458 to
478 followed by a short cytoplasmic facing region
of ∼20 residues. The majority of residues are located
in a large extracellular domain from residues 45–457
and this region of the enzyme has been studied to
provide information on kinetics, substrate specificity
and structure (Figure 12.38).

As an aspartyl protease the enzyme contains two
conserved aspartate within a bilobal structure and
exhibits an optimal pH for catalytic activity at pH
4.0 with substrates bound with Km values between
1−10 mM and turnover rates ranging from 0.5–3 s−1.
The active site of β secretase is more open and less
hydrophobic than corresponding sites in other human
aspartic proteases but by defining the active site of
this enzyme through substrate specificity and transition
state analogues offers the hope of designing effective
inhibitors. Inhibitors of β secretase are important
pharmaceutical drug targets since they would prevent
amyloid peptide formation.

The genetic basis of Alzheimer’s disease has
assisted understanding of disease pathology. Missense
mutations are present in the APP gene in familial
Alzheimer’s disease and these mutations are frequently
found in close proximity to the α-, β-, or γ secretase
processing sites. In a Swedish pedigree a double
mutation Lys → Asn and Met → Leu near the β-
secretase cleavage site (671–672) leads to elevated
production of the Aβ peptide (both Aβ40 and Aβ42)
and therefore presumably accounts for the early onset
of the disease. Defective genes are also responsible
for early onset disease with mutations to presenilin
1 and presenilin 2 observed in families and leading
to increased deposition of the Aβ peptide. Over 70
mutations are known most located in presenilin 1.

Despite a lack of a clearly defined function for APP
the Aβ peptide aggregates into larger amyloid fibrils,
destroying nerve cells and decrease levels of neuro-
transmitters. The correct balance of neurotransmitters
is critical to the brain’s activity and the levels of acetyl-
choline, serotonin, and noradrenaline are all altered in
Alzheimers disease. With both structural defects and
chemical imbalance in the brain Alzheimer’s disease
effectively disconnects areas of neuronal tissues that
normally work cohesively together.

An interesting question is why have neurodegenera-
tive diseases become more prominent in recent times?
Undoubtedly part of the answer lies with longer life
expectancy. In 1900 it is estimated that only 1 % of
the world’s population was above 65 years of age.
By 1992 that figure had risen to nearly 7 % and in
2050 it is estimated that ∼25 % of the population will
be >65 years of age. The introduction of antibiotics,
improved living conditions particularly in relation to
water quality and food supply coupled with effective
health care has meant that at least in the economically
advantaged regions of the world average lifetimes for
men and women are well above 80 years of age. One
consequence of longer life expectancy is that diseases
such as neurodegenerative disorders can develop over
many years where previously an individual’s short life-
time would preclude their appearance. Susceptibility to
neurodegenerative diseases may be an inevitable con-
sequence associated with longevity but as molecular
details concerning these disease states are uncovered
there is optimism about favourable treatment options
in the future.

p53 and its role in cancer
Cancer involves the uncontrolled growth of cells that
have lost their normal regulated cell cycle function.
In many instances the origin of diseases lie in the
mutation of genes controlling cell growth and division
so that cancer is accurately described as a cell cycle
based disease. Mutations alter the normal function of
the cell cycle, with three classes of genes identified
closely with cancer. Oncogenes ‘push’ the cell cycle
forward, promoting or exacerbating the effect of gene
mutation. In contrast, tumour suppressor genes function
by normally applying the ‘brakes’ to cell growth and
division. Mutation of tumour suppressor genes causes
the cell to lose their ability to control coordinated
growth. Finally, repair genes keep DNA intact by
preserving their unique sequence. During the cell cycle
mutagenic events result in DNA modification that in
most circumstances are repaired unless the mutation
resides in genes coding for repair enzymes.

One of the most important systems in the area of
cancer and cell cycle control is the protein p53, and
details of the action of this protein were largely the
result of the research by Bert Vogelstein, David Lane
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and Arnold Levine. The p53 gene is located on the
short arm of chromosome 17 where the open reading
frame codes for a protein of 393 residues via 11 exons.
The protein identified before the gene was originally
characterized through co-purification with the large T
antigen in SV40 virus-transformed cells and had a mass
of ∼53 kDa. Since the presence of the protein appeared
to correlate with viral transformation of cells p53 was
originally labelled as an oncogene. By the late 1980s
it was clear that the gene product of cloned p53 was
a mutant form of the protein and that normal (wild-
type) p53 was the product of a tumour suppressor gene.
Further modification of ideas concerning p53 function
occurred with the demonstration that the protein caused
G1 cell cycle arrest but also activated genes by binding
to specific DNA sequences – it was a transcription
factor. The discovery that one transcriptional target of
p53 was an inhibitor (p21) of cyclin dependent kinases
(Cdk) provided a direct link to the cell cycle since p21
complex formation with cdk2 prevents cell division and
represents one point of control. Mutant p53 does not
bind effectively to DNA with the consequence that p21
is not produced and is unavailable to act as the ‘stop
signal’ for cell division.

p53 has been called the ‘Guardian of the Genome’
and it is normally present in cells at low concentration
in an inactive state or one of intrinsically low activity.
When the DNA of cells is damaged p53 levels rise
from their normal low levels and the protein is switched
‘on’ to play a role in cell cycle arrest, transcription and
apoptosis. p53 regulates the cell cycle as a transcription
factor so that when damage to DNA is detected cell
cycle arrest occurs until the DNA can be repaired.
Once repaired the normal cell cycle can occur but
this process serves to ensure that damaged DNA is
not replicated during mitosis and is not ‘passed’ on
to daughter cells. If repair cannot take place apoptosis
occurs (Figure 12.39).

With an important role within cells the structural
organization of p53 was of considerable interest to
many different fields ranging from cell biology to
molecular medicine. The protein contains a single
polypeptide chain that is divided into three discrete
domains (Figure 12.40). These domains present a
modular structure that has facilitated their individual
study in the absence of the rest of the protein and are
concerned with transcriptional activation, DNA binding

Figure 12.39 An outline of possible p53 actions with
normal and damaged cells

N terminal
domain

1 100 300 393

Core domain C terminal
domain

Transactivation Proline rich
domain

DNA binding domain Tetramerisation Regulatory
and non-specific
DNA binding

Figure 12.40 The organization of domains within the
tumour suppressor p53

and tetramerization. An N-terminal transactivation
domain extends from residues 1–99 and is followed
by the largest domain–a central core region from
residues 100–300 that binds specific DNA sequences.
The third and final region of p53 is a C-terminal domain
(residues 301–393) that includes both a tetramerization
domain (from residues 325–356) and a regulatory
region (363–393) (Figure 12.41). As a result of the two
functional activities in this region p53 is sometimes
described as containing four as opposed to three
composite domains.

The presence of discrete domains linked by flexible
linkers creates a conformationally dynamic molecule
and p53 has proved difficult to crystallize as the
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* 20 * 40 * 60 * 80 * 100

p53:

* 120 * 140 * 160 * 180 * 200

p53:

* 220 * 240 * 260 * 280 * 300

p53:

* 320 * 340 * 360 * 380 *

p53: PGSTKRALPNNTSSSPQPKKKPLDGEYFTLQIRGRERFEMFRELNEALELKDAQAGKEPGGRAHSSHLKSKKGQSTSRHKKLMFKTEGPDSDS

MEEPQSDPSVEPPLSQETFSDLWKLLPENNVLSPLPSQAMDDLMLSPDDIEQWFTEDPGPDEAPRMPEAAPPVAPAPAAPTPAAPAPAPSWPLSSSVPSQ

KTYQGSYGFRLGFLHSGTAKSVTCTYSPALNKMFCQLAKTCPVQLWVDSTPPPGTRVRAMAIYKQSQHMTEVVRRCPHHERCSDSDGLAPPQHLIRVEGN

LRVEYLDDRNTFRHSVVVPYEPPEVGSDCTTIHYNYMCNSSCMGGMNRRPILTIITLEDSSGNLLGRNSFEVRVCACPGRDRRTEEENLRKKGEPHHELP

Figure 12.41 The primary sequence of p53 showing the partition of the primary sequence into discrete domains,
using the colour codes of Figure 12.40

Figure 12.42 The structure of the isolated core
domain of p53 showing β sandwich structure together
with a bound Zn ion (purple)

full length molecule. This almost certainly results
from molecular heterogeneity and structural insight
into p53 followed a modular approach determining
the structure of isolated domains. One incisive set
of results were obtained by Nikolai Pavletich using
proteolytic digestion of the full-length protein to
yield a protease-resistant fragment of ∼190 residues
(residues 102–292) that corresponded to the central
portion of p53 involved in sequence-specific DNA-
binding. DNA binding was inhibited by metal chelating
agents and unsurprisingly within the core domain a
Zn ion was identified (Figure 12.42). The central core
extending from residues 100–300 contains the DNA
binding residues and also those residues representing
mutational hot spots (see below) within the p53 gene.

As a DNA binding protein the core domain binds to
both the major and minor groove of the double helix
through the presence of charged side chains arranged
precisely in conserved loops that link elements of β

strands (Figures 12.43 and 12.44). Numerous arginine
and lysine side chains form specific interactions with
DNA. Most DNA binding proteins are based on
the helix-turn-helix (HTH), HLH or leuzine zipper
motifs, but p53 is essentially a β sandwich formed by
the interaction of antiparallel four- and five-stranded
elements of β sheet.

Figure 12.43 The structure of p53 core domain
bound to DNA showing role of Arg175, Arg273 and
Gly245 (red wireframe) in these interactions as well as
the position of a bound Zn ion. The Zn ion is bound in
a tetrahedral environment formed by the side chains of
three cysteine residues together with a single histidine
arranged as part of two loop regions and a single helix
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Figure 12.44 A spacefilling representation of p53-
DNA complex showing precise interaction with major
and minor grooves of helix (PDB:1TUP)

The N-terminal domain consists of two contiguous
transcriptional–activation regions (residues 1–42 and
43–63) together with an adjacent proline/alanine rich
region (residues 62–91).

p53 binds to DNA with high affinity when assem-
bled into a tetrameric complex. This reaction is directed
by a tetramerization domain formed by the region
between residues 320 and 360 in each polypeptide
chain. It is joined to the previously described DNA
binding domain via a long flexible linker. The struc-
ture of this domain determined in isolation as four 42
residue peptides consists of a dimer of dimers with
a combined mass of 20 kDa. Each monomer consists
of a regular helix (335–353) and an extended region
resembling a poorly defined β strand conformation
(residues 326–333) with the two elements linked via a
tight turn based around Gly334. An antiparallel inter-
action of helices in each monomer promotes the forma-
tion of a pair of dimers. The interface between the pair
of dimers is mediated solely by helix–helix contacts
with the overall result being a symmetric, four-helix
bundle (Figure 12.45). It has proved possible to mutate
the tetramerization domain to favour dimer formation
over that of the tetramer. Extensive mutagenesis com-
bined with folding and stability studies suggest that two
residues Leu340 and Leu348 promote tetramer forma-
tion via interactions of non-polar side chains.

A total of nine residues were identified as key
residues in governing stability: Phe328, Ile332, Arg337,

Figure 12.45 The structure of the isolated tetrameric
region of p53. The blue and green helices pair together
as one dimer with the yellow and orange helices
forming the second dimer. The N- and C-terminals
are indicated, and point in the case of the N-
terminal domain towards the DNA binding core with
the C-terminal region pointing towards the remaining
parts of p53. The extended region before each helix
resembles a β strand and two neighbouring strands on
adjacent monomers also interact

Phe338, Met340, Phe341, Leu344, Ala347 and Leu348.
All of these residues are invariant in mammalian
p53s with the exception of the minor transition
Phe338Tyr, and point to important roles for these
residues.

The realization that anomalous p53 activity is a
common denominator in many human cancers was
a major advance. In approximately 50 percent of
tumours p53 is inactivated as a result of mutations
within the p53 gene (Table 12.4). In other tumours the
inactivation of p53 occurs indirectly through binding of
viral proteins or through mutations in genes encoding
proteins that interact with p53. These mutations alter
the flow of information between p53 and the rest of the
cellular apparatus.

Most p53 mutations occur in somatic cells and there-
fore only induce disease in the individuals carrying the
defective gene. Mutations in germ line cells (egg and
sperm) affect succeeding generations and for p53 an
inherited defect known as Li–Fraumeni syndrome has
been identified where the gene encoding p53 possesses
a mutation. The mutation of p53 is associated with
soft-tissue sarcomas and osteosarcomas (bone) where
individuals with this inherited condition develop many
different cancers from a young age. Since mutations in



 

474 PROTEIN STRUCTURE AND A MOLECULAR APPROACH TO MEDICINE

Table 12.4 p53 malfunctions that may lead to human cancers

Mechanism of p53
inactivation

Typical tumours Effect of inactivation

Mutation of residues in
DNA binding domain

Colon, breast, lung, bladder,
brain, pancreas, stomach,
oesophagus and many
others.

Prevents p53 binding to specific target DNA
sequences and activating adjacent genes.

Deletion of C terminal
domain

Occasional tumours at many
different sites

Prevents the formation of p53 tetramers.

mdm2 gene multiplication Sarcomas, brain Enhances p53 degradation.
Viral infection Cervix, liver, lymphomas Products of viral oncogenes bind to p53

causing inactivation and enhanced
degradation.

Deletion of p14ARF gene. Breast, brain, lung and
others especially when
p53 is not mutated.

Failure to inhibit mdm2 with the result that
p53 degradation is uncontrolled

Mislocalisation of p53 to
cytoplasm.

Breast, neuroblastomas p53 functions only in the nucleus.

Adapted from Vogelstein, B. et al. Nature 2000, 408, 307–310.

p53 create genetic instability by the inability to repair
damaged DNA or a failure to perform apoptosis defec-
tive DNA accumulates making individuals with the
Li–Fraumeni syndrome very susceptible to cancer.

Of the mutations identified within p53 almost all are
located in DNA binding and tetramerization domains
and a vast array of different mutations have been
identified. Databases exist where mutations of p53
found within tumours have been categorized; over
14 000 tumour-associated mutations of p53 have been
described as of 2003. Within this vast panoply of
mutations exist ‘hot spots’ along the gene. Three
mutational hot spots are residues 175 (Arg), 248 (Arg)
and 273 (Arg) of the protein. A distribution of all
mutations identified to date suggest approximately 20
percent of mutations involve these three residues with
residue 248 being the site of highest mutation (∼7.5
percent). Along with a further three residues (245/Gly,
249/Arg and 282/Arg) these residues will account for
30 percent of all p53 mutations found in tumours.

If humans have an in-built tumour suppressor gene
such as p53 why is cancer so common? Ignoring
inherited conditions the answer lies in the influence
of environmental conditions on p53. Mutagens alter
the DNA sequence of p53 leads to base changes that
are eventually reflected in an altered and functionally
less active protein. One potent example of this
environmental influence is the effect of cigarette
smoking on p53. There is no doubt today about
epidemiological data showing the overwhelmingly
strong correlation between lung cancer and cigarette
smoking, yet despite emphatic data a molecular basis
for cancer development has taken longer to establish.
One poisonous ingredient of cigarette smoke is a
class of organic molecules known as benzopyrenes.
Exposure of the p53 gene sequence to these mutagens
caused alterations in base sequence most frequently
the substitution of G by T. These mutagens covalently
cross-link with DNA at the G residues found at codons
175, 248 and 273. Since p53 is a tetramer the mutation
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of just one subunit perturbs the activity throughout the
complex resulting in impaired DNA binding.

Another mechanism for cancer lies in the inactiva-
tion of p53 by the human adenovirus and papilloma
virus. These viruses bind to p53 inactivating the protein
function and preventing a successful repair of dam-
aged DNA. At residue 72 of p53 two alleles exist with
either arginine or proline found in the wild type protein.
Initial studies suggested these variants were function-
ally equivalent but current evidence suggests the Arg72
variant is more susceptible to viral mediated proteoly-
sis. For the human papillomavirus (HPV18) – a major
factor in cervical carcinoma – this involves the prefer-
ential interaction of Arg72 p53 with the E6 protein of
the virus in vitro and in vivo. From these studies it was
suggested that cancer of the cervix is approximately
seven times higher in individuals homozygous for the
Arg72 allele.

Other cancers involve amplification of mdm2 – a
protein that inactivates p53 by binding to the transcrip-
tional domain. High levels of mdm2 cause a perma-
nent inactivation of p53 and an increased likelihood
that mutations will be passed on to daughter cells.
In view of its role ‘controlling’ p53 mdm2 is widely
believed to represent the next avenue for intensive can-
cer research.

The amount of information existing on all aspects
of p53 function and mutant protein expression in
human cancers is vast and reflects a key role in
pathogenesis. p53 is just one component of a net-
work of events that culminate in tumour formation.
Although inactivation of p53 either through direct
or indirect mechanisms is most probably respon-
sible for the majority of human cancers it must
be remembered that genes other than p53 are tar-
gets for carcinogens. The identification and subse-
quent characterization of these genes/proteins will
increase the molecular approach to the treatment
of cancer.

Emphysema and α1-antitrypsin
Emphysema is a genetic, as well as an acquired disease,
characterized by over-inflation of structures in the
lungs known as alveoli or air sacs. This over-inflation
results from a breakdown of the walls of the alveoli
and this results in decreased respiratory function. As

a result breathlessness is a common sign associated
with emphysema, and together with chronic bronchitis,
emphysema comprises a condition known as chronic
obstructive pulmonary disease (COPD). Frequently
COPD is associated with lung disease arising from
smoking but in some instances emphysema has been
identified as a genetically inherited condition.

Emphysema is defined by destruction of airways
distal to the terminal bronchiole with destruction of
alveolar septae and the pulmonary capillary region
leading to decreased ability to oxygenate blood. The
destruction of the alveolar sacs is progressive and
becomes worse with time. The body compensates
with lowered cardiac output and hyperventilation. The
low cardiac output leads to the body suffering from
tissue hypoxia and pulmonary cachexia. A common
occurrence is for sufferers to develop muscle wasting
and weight loss and they are often identified as ‘pink
puffers’. In the United States it is estimated that two-
thirds of all men and one-quarter of all women have
evidence of emphysema at death with total sufferers
approaching ∼2 million. As part of COPD it is
responsible for the fourth leading cause of death in
the United States and represents a major demand on
health service care.

As a genetic condition emphysema has been
attributed to a deficiency in a protein called α1-
antitrypsin. Unlike the common form of emphysema
seen in individuals who have smoked for many years
this form of the disease is often labelled as α1-
antitrypsin deficiency form of emphysema. The disease
can occur at an unusually young age (before 40) after
minimal or no exposure to tobacco smoke and has
been shown to arise in families. The latter observation
pointed to a genetic link.

The biological role of α1-antitrypsin is as an enzyme
inhibitor of serine proteases and despite its name
its main target for inhibition is the enzyme elastase.
It is a member of a group of proteins known as
serpins or serine protease inhibitors. Collectively these
proteins inhibit enzymes by mimicking the natural
substrate and binding to active sites. Serpins have been
identified in a wide variety of viruses, plants, and
animals with more than 70 different serpins identified.
Members of the serpin family have very important
roles in the inflammatory, coagulation, fibrinolytic and
complement cascades. Consequently malfunctioning
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serpins have been shown to lead to several forms of
disease including cirrhosis, thrombosis, angio-oedema,
emphysema as described here and dementia.

The site of action of α1-antitrypsin is the serine
protease elastase. Elastase is commonly found in
neutrophils and is structurally homologous to trypsin
or chymotrypsin (see Chapter 7). Neutrophils represent
the primary defence mechanism against bacteria by
phagocytosis of pathogens followed by degradation and
in this latter reaction elastase is involved. At sites of
inflammation hydrolytic enzymes of neutrophil origin
are detected and this includes the enzyme elastase.

α1-antitrypsin is the major serine protease inhibitor
present in mammalian serum. It is synthesized in
the liver and represents the major protein found in the
α1-globulin component of plasma. In the serum the
concentration of α1-antitrypsin is very high (∼2 g l−1)
and this reflects its important role. A deficiency in
certain individuals of α1-antitrypsin was identified in
the 1960s by detailed analysis of gel electrophoretic
profiles but as with most diseases attention has recently
been directed towards identifying the gene and its
location within the human genome.

The gene is called the PI (protease inhibitor) gene
and is located on the long arm of chromosome 14.
Genetic screening of individuals presenting with early
onset emphysema has allowed many mutations to be
identified. The normal allele is the M allele and does
not result in the disease. Genetic analysis of the M
allele has shown that several different forms designated
as M1, M2, M3, etc. can be distinguished with M1 rep-
resenting approximately ∼70 percent of the population
and distinguished by two variants; Val213 and Ala213.
These two forms represent nearly all of the M1 pheno-
type and occur in a ratio of ∼2:1. Alternative alleles
are attributed to an increased incidence of disease in
individuals possessing one or more copies and the two
most common are the S and Z forms. The Z allele is
most frequently associated with codon 342 and results
in the non-conservative substitution of glutamate by
lysine as a result of a single base change from GAG
to AAG. This mutation is estimated to be present in
the north European population at ∼1 in 60. Individuals
homozygous for the Z allele (often written as PI ZZ)
are at greatly increased risk of emphysema and liver
disease. The second form is the S allele and is asso-
ciated with the substitution of glutamate by valine at

codon 264. Individuals homozygous for the S allele (PI
SS) do not display symptoms of the disease but indi-
viduals with one copy of the Z allele and one copy of
the S allele (PI SZ) may develop emphysema. Over 70
different mutations have been identified and it appears
that these mutations can be grouped into three major
categories. Some mutations disrupt the serpin function
of the protein, whilst rarer mutations are described as
null or silent mutations and a third group appear to
cause drastic reduction in the amount of α1-antitrypsin
present in the serum as opposed to its activity.

The single polypeptide chain of α1-antitrypsin con-
tains 394 amino acid residues after removal of a 24-
residue signal sequence. The presence of three glyco-
sylation sites leads to higher than expected molecular
weight (Mr ∼52 000) when serum fractions are anal-
ysed by gel electrophoresis but the carbohydrate is not
necessary for catalytic function. Within the polypep-
tide chain the sequence Pro357-Met358-Ser359-Ile360
represents a ‘substrate’ for target protease. This region
of the polypeptide effectively forms a ‘bait’ for the
cognate protease, in this case leucocyte elastase, and
the reaction between serpin and protease leads to com-
plete inactivation.

The structure of α1-antitrypsin reveals three sets of
β sheets designated A–C and nine helical elements.
The basis of inhibition revolves around interaction
between cognate serine protease and serpin by the
presentation of a region of the serpin polypeptide
chain that resembles natural substrates of the protease.
Binding occurs at an exposed region of the polypeptide
chain known as the reactive centre loop a region held
at the apex of the protein and based around the critical
Met358 residue (Figure 12.46). The mobile reactive
centre loop presents a peptide sequence as the substrate
for the target protease. Docking of the loop of the
serpin with the protease is accompanied by cleavage
at the P1 –P′

1 bond and the enzyme is locked into an
irreversible and extremely stable complex. In the case
of α1-antitrypsin the P1 –P′

1 bond (i.e. the residues
either side of the bond to be cleaved) lies between
Met358 and Ser359 in the loop located at the apex of
the protein.

Upon protease binding large conformational re-
arrangement occurs in which the two major structural
transitions occur. The reactive centre loop is split
between Met358 and Ser359 and the Aβ sheet is able to
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Figure 12.46 Two conformational states of α1-
antitrypsin showing conformational changes upon
cleavage. Residues 350–394 are coloured orange to
distinguish from the remainder of the molecule where
the strands are shown in green and the helices in blue
(PDB:2 PSI and 7API)

Figure 12.47 Space filling model of interaction
between serpin and protease. Met358 and Ser359 can
be seen at either end of the serpin (green)

open to accommodate much of the reactive centre loop
region as a fifth β strand. This conformational change is
vital for efficient inhibition and leads to Met358 being
located at the foot of the molecule (Figure 12.47).
In this conformation the α1-antitrypsin and elastase

are irreversibly bound in a stable complex that
prevents further reactivity. Conformational mobility of
these regions results in sensitivity to mutation and
significantly the Z allele of α1-antitrypsin is located
within the reactive loop region (effectively as P′

4).
In many individuals with α1-antitrypsin deficiency

liver disease is detected as an associated condition. An
explanation for this association has now been found. In
the homozygous ZZ condition only about 15 percent
of the normal level of α1-antitrypsin is secreted into
the plasma. The normal site of synthesis is the liver
and it was observed that the remaining 85 percent
accumulates in the ER of the hepatocyte. Although
much is degraded the remainder aggregates forming
insoluble intracellular inclusions. These aggregates are
responsible for liver injury in approximately 12–15
percent of all individuals with this genotype. It is
also observed that about 10 percent of newborn ZZ
homozygotes develop liver disease leading to fatal
childhood cirrhosis. Studies based on the structure
of α1-antitrypsin have demonstrated the molecular
pathology underlying protein accumulation.

The principal Z mutation in antitrypsin results in
the substitution of glutamate by lysine at residue 362
and allows a unique molecular interaction between
the reactive centre loop of one molecule and the
‘gap’ in the A-sheet of another serpin. Effectively the
reactive centre loop of one α1-antitrypsin inserts into
the Aβ sheet region of a second molecule in a process
known as loop to sheet polymerization. In mutant
α1-antitrypsin this occurs favourably at 37 ◦C and is
very dependent on concentration and temperature. The
polymerization is blocked by the insertion of a specific
peptide into the A-sheet of α1-antitrypsin.

α1-antitrypsin is an acute phase protein and for mutant
protein it will undergo a significant increase in asso-
ciation with temperature as might arise during bouts
of inflammation. The result is harmful protein inclu-
sions in the hepatocyte that may overwhelm the cell’s
degradative mechanisms, especially in the newborn. The
control of inflammation and pyrexia in ZZ homozy-
gote infants is very important to overall management
of the disease. The serpins show considerable homol-
ogy and the mechanism of loop–sheet polymerization
is the basis of deficiencies associated also with muta-
tions of C1-inhibitor (the activated first component
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of the complement system), antithrombin III, and α1-
antichymotrypsin implicated in other disease states. Col-
lectively, these diseases could be called serpinopathies.

It has been shown that replacement of deficient pro-
tein by intravenous infusion of purified α1-antitrypsin
can limit disease progression. Unlike many of the previ-
ously described conditions this treatment represents an
effective protocol that limits much of the necrosis of lung
tissue associated with hereditary forms of emphysema.
This form of emphysema is currently treated with protein
isolated from plasma fractions, but with characteriza-
tion of the cDNA encoding the protein α1-antitrypsin
has been expressed to allow high level production in
the milk of transgenic sheep. Although this form of α1-
antitrypsin has yet to complete clinical trials it will offer
a better alternative to conventionally purified protein.
The underlying genetic condition will always remain but
considerable improvement results from treatment with
purified α1-antitrypsin. The high concentration of α1-
antitrypsin in serum means that on average a patient may
require over 200 g of highly purified proteins per year
as the basis of a therapeutic regime.

For individuals with this genetic condition a lifetime
avoidance of smoking is highly recommended since the
effects of smoking as a primary cause of emphysema
are well documented. In this context it has been
shown that one effect of smoking can be to cause
oxidation of the Met358 residue within α1-antitrypsin.
The oxidation of the methionine side chain to form
a sulfoxide results in permanent irreversible damage
to α1-antitrypsin and eliminates its biological role
as a serpin. A loss of inhibition allows unchecked
elastase activity and promotes alveolar sac destruction
that lead to emphysema. When combined with a
genetic tendency towards emphysema it is clear that
this situation must be avoided to prevent extreme
lung damage. Genetically linked forms of emphysema
represented one of the first molecular defects to
be extensively characterized and the highly detailed
structural and functional studies of serpins such as α1-
antitrypsin highlight the diagnostic, preventative and
therapeutic powers of molecular medicine.

Summary
Molecular medicine represents a multidisciplinary
approach to understanding human disease through

the use of structural analysis, pharmacology, gene
technology and even gene therapy. In 1955 sickle cell
anaemia was identified as arising from a single amino
acid change within haemoglobin. Many other diseases
arise from similar genetic mutations.

Unprecedentedprogresshasbeenmade inunderstand-
ing the molecular basis of many diseases including new,
emerging, ones such as HIV and vCJD alongside familiar
conditions such as influenza. Understanding at a molec-
ular level offers the prospect of better disease diagnosis
and in some cases improved therapeutic intervention.

Viruses represent a persistent human health problem,
being responsible for many diseases. Vaccination
using attenuated viruses or purified proteins effectively
eradicated infections such as smallpox and polio but
threats from rapidly mutating viruses such as influenza
and HIV continue.

HIV continues to contribute to significant, world-
wide, mortality in the 21st century whilst influenza
returns periodically in the form of severe outbreaks or
pandemics. In each virus the ability to mutate surface
antigens rapidly compromises therapeutic drug action
or antibody directed immune response.

The protein p53 has been called the ‘Guardian of the
genome’. Its major role is to prevent the perpetuation of
damaged DNA by causing cell cycle arrest or apoptosis.
The protein is a conformationally flexible molecule
consisting of an N-terminal transcriptional activation
domain, a central or core DNA binding domain and a
third C terminal domain that contains multiple functions
including the ability to promote tetramerization.

The core DNA binding domain is based on a β

sheet scaffold that binds to major and minor grooves of
the double helix through the presence of charged side
chains arranged precisely in conserved loops that link
elements of β strands.

Cancer and p53 are inextricably linked through the
demonstration that many tumours have mutations in
p53. Most, but not all, are located in the central
DNA binding domain with mutational hot spots
involving residues participating in DNA binding. The
cell requires exquisite control pathways to modulate
the activity of p53 and corruption of these pathways
can often lead to the development of cancer.

α1-antitrypsin is a serpin that acts to limit the
unregulated activity of neutrophil elastase. The protein
inhibits elastase by forming a tightly bound complex. It
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is found at high concentrations in the globulin fraction
of serum where its abundance helped to identify
individuals deficient in serum α1-antitrypsin.

Deficiency arises from a gene mutation and is an
inherited condition leading to emphysema as a result

of damage caused to the alveolar lining of the lungs.
Mutant α1-antitrypsin fails to bind elastase effectively.

Mutated forms of α1-antitrypsin show a tendency
to exhibit loop–sheet polymerization – a process that
causes the irreversible association of serpins.

Problems
1. Why should individuals with sickle cell anemia avoid

intense exercise or exposure to high altitudes?

2. Vaccines have been developed against smallpox,
measles and many other viral based diseases. So what
is the problem with developing a vaccine for flu
and HIV?

3. The ionization of maleic acid (COOH–CH2–CHOH–
COOH) occurs with pK values of 1.9 and 6.2. Discuss
the reasons for these values and what is the relevance
to the activity of aspartic proteases.

4. Using the known properties of the active site of
neuraminidase describe why Zanamivir is an efficient
inhibitor of enzyme activity especially when compared
with Neu5Acen. Can you suggest potentially other
beneficial drug design.

5. Is vCJD a new disease or merely an old one firmly
recognized and identified?

6. Identify the conformationally sensitive strands to
inhibitor binding and active site aspartates in HIV
protease.



 



 

Epilogue

It is 50 years since the discovery of the double helical
structure of DNA, an event that marks the beginning
of molecular biology. The structure of DNA represents
the seed that germinated, grew rapidly, flowered and
bore fruit. It has led to descriptions of the flow of
information from gene to protein. Molecular biology,
expanded from a small isolated research area into a
major, all embracing, discipline. As this book is being
published close to the 50th anniversary it is timely to
reflect that during this period biochemistry has been
marked by several defining discoveries based on the
structure and function of proteins. The list of significant
discoveries could provide the bulk of the content of
another book but a brief and selective description of
these events might include:

• The elucidation of the structure of myoglobin and
haemoglobin by Perutz and Kendrew using X-ray
crystallography. This work paved the way for
all future crystallographic studies of proteins and
established the basis for allostery.

• The structure of the first enzyme, lysozyme, by
Phillips. Structural characterization defined an active
site and the geometry of residues that facilitated
biological catalysis and pointed towards molecular
enzymology.

• Protein folding is encoded entirely by the primary
sequence. Anfinsen proved that proteins could fold
to reach the native state whilst in cells large
macromolecular complexes known as chaperones
were shown much later to assist folding by forming
environments known as the Anfinsen cage that limit
unfavourable protein interactions.

• Crystallization of the photosynthetic reaction cen-
tre by Michel, Diesenhofer and Huber. The heli-
cal structure of transmembrane segments was con-
firmed and showed that membrane proteins could
be crystallized and subjected to the same high res-
olution methods applied previously to soluble pro-
teins.

• The architecture of the ribosome. A daunting exper-
imental problem revealed catalysis of the peptidyl
transferase was performed by RNA and the ribo-
some is a ribozyme. The structure of the ribosome
confirmed that biological catalysis could proceed in
the absence of protein-based enzymes redefining our
traditional view of nucleic acid and proteins.

• p53 and the molecular basis of cancer. The demon-
stration that over 60 percent of all tumours are asso-
ciated with mutations in p53 elucidated a direct link
between molecular defects in a protein and subse-
quent development of cancer.

• The prion hypothesis. Consequently the prion
hypothesis showed that some proteins ‘corrupt’
native conformations promoting protein aggregation;
a hallmark of many neurodegenerative disorders.

By reading the preceding 12 chapters, where these
discoveries are described in more detail, I hope the
reader will gain an impression of the rapidly expanding
and advancing area of protein biochemistry. This area
offers the potential to revolutionize treatment of human
health and to eradicate diseases in all avenues of life.
The next 50 years will see the complete description of

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd



 

482 EPILOGUE

URL Description

www.rcsb.org/pdb The repository for the deposition of biomolecular

structures mainly nucleic acids and proteins

www.hgmp.mrc.ac.uk The human genome mapping project centre in the UK

www.nhgri.nih.gov The human genome mapping research institute of the

NIH

www.expasy.ch The ExPASy (Expert Protein Analysis System)

proteomics server of the Swiss Institute of

Bioinformatics (SIB)

www.ebi.ac.uk European Bioinformatics Institute containing access to

databases and software for studying proteins

www.ncbi.nlm.nih.gov A national resource for molecular biology information in

USA

www.srs.ebi.ac.uk Sequence retrieval system for a wide variety of databases

rebase.neb.com/rebase/rebase.html Restriction enzyme database

bimas.dcrt.nih.gov/sql/BMRBgate.html Biomolecular Nuclear Magnetic Resonance databank

tolweb.org/tree/phylogeny.html Tree of Life web page

www.ncbi.nlm.nih.gov/Omim On line Mendelian Inheritance in Man

www.biochem.ucl.ac.uk/bsm/biocomp/index.html A collection biocomputing resources at University

College London

www.ensembl.org A database annotating sequenced genomes

www.embl-heidelberg.de/predictprotein/predictprotein.html Protein prediction server for secondary structure

www-nbrf.georgetown.edu/pirwww/pirhome3 Protein Information resource centre

archive.uwcm.ac.uk/uwcm/mg/hgmd0.html/ Human gene mutation database

gdbwww.gdb.org/ Another genome database

www.ornl.gov/hgmis US Human Genome Project Information

See home page of this book for latest web-based or on-line resources.

other proteomes and promises the possibility of equally
devastating discoveries to match those of the previous
50 years.

The following universal resource locators (URL)
represent web addresses of sites that offer very useful
information of relevance to the subject of this book.

The author is not responsible for their content and due
to the transitory nature of the web these sites may
not always be accessible, maintained or presenting the
latest information. However, all (as of April 2004) had
potentially useful information that provides an ideal
learning resource.



 

Glossary

α helix regular unit of secondary structure shown by
polypeptide chains characterised by 3.6 residues per turn in
a right-handed helix with a pitch of 0.54 nm.

β sheet collection of β strands assembled into planar sheet
like structure held together by hydrogen bonds.

3d10 helix a form of secondary structure containing three
residues per turn and hydrogen bonds separated by 10
backbone atoms.

Ab initio from the beginning (Latin).

Acid–base catalysis reactions in which the transfer of a
proton catalyses the overall process.

Acidic solution a solution whose pH is less than pH 7.0.

Active site part of an enzyme in which the amino
acid residues form a specific three-dimensional structure
containing the substrate binding site.

ADP adenosine diphosphate.

Affinity chromatography. separation of proteins on the
basis of the specific affinity of one protein for an immobilized
ligand covalently attached to an inert matrix.

AIDS disease ultimately resulting from infection with HIV,
sometimes called advanced HIV disease.

Allosteric effectors molecules which promote allosteric
transitions in a protein.

Allostery with respect to proteins, a phenomenon where the
activity of an enzyme’s active site is influenced by binding
of an effector to a different part of the enzyme.

Alzheimer’s a disease characterized by formation of
protein deposits with the brain and classified as a neurode-
generative disorder.

Amino acid an organic acid containing an amino group,
carboxyl group, side chain and hydrogen on a central α

carbon. The building blocks of proteins.

Amphipathic for a molecule, the property of having both
hydrophobic and hydrophilic portions. Usually one end or
side of the molecule is hydrophilic and the other end or side
is hydrophobic.

Ampholyte a substance containing both acidic and basic
groups.

Amyloid accumulation of protein into an insoluble aggre-
gate often a fibre in tissue such as the brain.

Anabolism process of synthesis from small simple mole-
cules to large often polymeric states.

Antigen a substance that can elicit a specific immune
response.

Anaerobe organism capable of living in the absence
of oxygen.

Antibody protein component of immune system produced
in response to foreign substance and consisting of two heavy
and two light chains.

Anticodon sequence of three nucleotide bases found in
tRNA that recognizes codon via complementary base pairing
interactions.

Antigenic determinant a specific part of an antigen that
elicits antibody production.

Antiparallel running in opposite directions as in DNA
strands or β sheets.

Apoprotein protein lacking co-factor or coenzyme. Apopro-
tein often show decreased or negligible activity.

Apoptosis programmed cell death.

Archae one of the two major groupings within the
prokaryotes, also called archaebacteria.

Asymmetric centre a centre of chirality. A carbon atom
that has four different substituents attached to it.
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ATP adenosine triphosphate.

ATPase an enzyme hydrolysing ATP to ADP and Pi.

Association constant/Affinity constant given by ‘K’, in
the oxygen binding reaction of myoglobin, K is calculated
as the concentration of myoglobin bound to oxygen divided
by the product of the free oxygen concentration and the free
myoglobin concentration.

B cells lymphatic cells produced by B lymphocytes.

Backbone part of the polypeptide chain consisting of
N–Cα–C portion (distinct from side chain)

Bacteriophage virus that specifically infects a bacterium.

Basic solution a solution whose pH is greater than pH 7.0.

BSE bovine spongiform encephalopathy, a prion-based
disease first seen in cattle in the UK.

bp base pair, often used to describe length of DNA
molecule.

Buffer a mixture of an acid and its conjugate base at a pH
near to their pK. Buffer solution composed of an acid and
conjugate base resist changes in pH.

Cahn–Ingold–Prelog system of unambiguous nomencla-
ture of molecules with one or more asymmetric centres via a
priority ranking of substituents. Also known as RS system.

Cap a 7-methyl guanosine residue attached to the 5′ end of
eukaryotic mRNA.

Capsid protein coat or covering of nucleic acid in viral
particles.

Catabolism metabolic reactions in which larger molecules
are broken down to smaller units. Proteins are broken down
into amino acids.

cDNA complementary DNA derived from reverse tran-
scription of mRNA.

Chaotrope a substance that increases the disorder (chaos).
Frequently used to describe agents that cause proteins to
denature. An example is urea.

Chaperonins proteins which assist in the assembly of
protein structure. They include heat-shock proteins and
GroEL/ES of E. coli.

Charge–charge interactions interactions between posi-
tively and negatively charged side chain groups.

Chiral possessing an asymmetric center due to different
substituent groups and exist in two different configurations.

Chloroplasts plant organelles performing photosynthesis.

Clathrate structures hydrophobic molecules that dissolve
in aqueous solutions form regular icelike structures called
clathrate structures rather than the hydration shells formed
by hydrophilic molecules.

Cloning process of generating an exact copy.

Coding strand analogous to sense strand.

Co-factor a small organic molecule or sometimes a metal
ion necessary for the catalytic activity of enzymes.

Coiled coil arrangement of polypeptide chains where two
helices are wound around each other.

Configuration arrangement of atoms that cannot be altered
without breaking and reforming bonds.

Conformational entropy a protein folding process, which
involves going from a multitude of random-coil conforma-
tions to a single, folded structure. It involves a decrease in
randomness and thus a decrease in entropy.

Codon sequence of three nucleotide bases found in mRNA
that determines a single amino acid.

Conformation proteins and other molecules occur in
different spatial arrangements because of rotation about
single bonds that leads to a variety of different, close
related states.

Conservative amino acid changes Mutations in coding
sequences for proteins which convert a codon for one amino
acid to a codon for another amino acid with very similar
chemical properties.

Cooperative transition a transition in a multipart structure
such that the occurrence of the transition in one part of
the structure makes the transition likelier to happen in
other parts.

Covalent bonds the chemical bonds between atoms in an
organic molecule that hold it together are referred to as
covalent bonds.

Cristae invaginations of inner mitochondrial membrane
involved in oxidative phosphorylation.

Cryo-EM cryoelectron microscopy a technique for the
visualization of macromolecules achieved by rapid freezing
of a suspension of the biomolecule without the formation
of ice.

Cystine the amino acid cysteine can form disulfide bonds
and the resulting structure is sometimes called a cystine,
particularly in older textbooks.
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Denaturation loss of tertiary and secondary structure
of a protein leading to a less ordered state that is
frequently inactive.

Da Dalton or a unit of atomic mass equivalent to 1/12th
the mass of the 12C atom.

Debye–Huckel radius a quantitative expression of the
screening effect of counterions on spherical macro ions.

Dihedral angle an angle defined by the bonds between four
successive atoms. The backbone dihedral angle φ is defined
by C′–N–Ca–C′.

Dimer assembly consisting of two subunits.

Dipeptide a molecule containing two amino acids joined
by a single peptide bond.

Dipolar ion term synonymous with zwitterions.

Dipole Moment molecules which have an asymmetric
distribution of charge are dipoles. The magnitude of the
asymmetry is called the dipole moment of the molecule.

Disulfide bond a covalent bond between two sulfur
atoms formed from the side chains of cysteine residues,
for example.

DNA deoxyribose nucleic acid – the genetic material of
almost all systems.

Domain a compact, locally folded region of tertiary
structure in a protein.

Elution removal of a molecule from chromatographic
matrix.

Edman degradation procedure for systematically sequenc-
ing proteins by stepwise removal and identification of N
terminal amino acid residue.

EF elongation factor, one of several proteins involved in
protein synthesis enhancing ribosomal activity.

Enantiomers also called optical isomers or stereoisomers.
The term optical isomers arises from the fact that enantiomers
of a compound rotate polarized light in opposite directions.

Endergonic reaction process that has a positive overall
free energy process (�G > 0).

Enzymes catalytic proteins.

Electrophile literally electron-lover and characterized by
atoms with unfilled electron shells.

Eubacteria one of the two major groupings within the
prokaryotes.

Eukaryote a cell containing a nucleus that retains the
genetic material in the form of chromosomes. Often mul-
ticellular and with cells showing compartmentation.

Exons a region in the coding sequence of a gene that is
translated into protein (as opposed to introns, which are not).
The name comes from the fact that exons are the only parts
of an RNA transcript that are seen outside the nucleus of
eukaryotic cells.

Fc fragment a proteolytic fragment of an antibody
molecule

Fibrous proteins a class of proteins distinguished by a
filamentous or elongated three dimensional structure such
as collagen.

First order a reaction whose rate is directly proportional
to the concentration (activity) of a single reactant.

FT Fourier transform.

FT-IR Fourier transform infrared spectroscopy.

g estimate of centrifugal force so that 5000 g is 5000 times
the force of gravity.

G protein a protein that binds guanine nucleotides such
as GTP/GDP.

Gel filtration chromatography also called size exclusion
chromatography. Separates biomolecules such as proteins
through the use of closely defined pore sizes within an innert
matrix according to the molecular mass.

Globular proteins proteins containing polypeptide chains
folded into compact structures that are not extended or
filamentous and have little free space on the inside.

Heme prosthetic oxygen binding site of globin (and other)
proteins. Is a complex of protoporphyrin IX and Fe (II).
Carries oxygen in globin proteins

Henderson–Hasselbach equation describes the dissocia-
tion of weak acids and bases according to the equation
pH = pKa + log ([A−]/[HA]).

Heterodimer a complex of two polypeptide chains in
which the two units are non-identical.

HIV human immunodeficiency virus; retrovirus responsi-
ble for AIDS.

HLH helix-loop-helix motif found in several eukaryotic
DNA binding proteins.

Hormone molecule often but not exclusively protein that
is secreted into blood stream and carried systemically where
it elicits a physiological response in another tissue.
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Hydrolysis cleavage of covalent chemical bond involv-
ing water.

Homeobox a DNA binding motif that is widely found in
eukaryotic genomes where it encodes a transcription factor
whose activity modulates the development, identity and fate
of embryonic cell lines.

Homodimer a complex of two units in which both units
are identical.

Hsp heat-shock protein – name given to a large group of
molecular chaperone proteins.

HTH helix-turn-helix motif found in several DNA binding
proteins in which the two helices cross at an angle of ∼120◦.

Huntingtin the mutant protein contributing to Hunting-
ton’s disease.

Hydrogen bond an attractive interaction between the
hydrogen atom of a donor group, such as OH or =NH, and
a pair of nonbonding electrons on an acceptor group, such as
O=C. The donor group atom that carries the hydrogen must
be fairly electronegative for the attraction to be significant.

Hydrophilic refers to the ability of an atom or a molecule
to engage in attractive interactions with water molecules.
Substances that are ionic or can engage in hydrogen bonding
are hydrophilic. Hydrophilic substances are either soluble in
water or, at least, wettable.

Hydrophobic the molecular property of being unable to
engage in attractive interactions with water molecules.
Hydrophobic substances are nonionic and nonpolar; they are
nonwettable and do not readily dissolve in water.

Hydrophobic effect stabilization of protein structure re-
sulting from association of hydrophobic groups with each
other, away from water.

IF initiation factor involved in start of protein synthesis and
ribosomal assembly and activation.

Ig immunoglobulin and another name for an antibody
group such as IgG.

Importins generic group of proteins with homology to
importin α and β that function as heterodimer binding NLS-
proteins prior to import into nucleus.

In vitro normally means in the laboratory, but literally
in glass.

In vivo in a living organism.

Integral protein a membrane bound protein that can only
be removed from the lipid bilayer by extreme treatment. Also
called intrinsic protein.

Intron(s) a region in the coding sequence of a gene that is
not translated into protein. Introns are common in eukaryotic
genes but are rarely found in prokaryotes. They are excised
from the RNA transcript before translation.

Ionic strength an expression of the concentration of all
ions. In the Debye–Huckel theory I = 1/2 �miz

2
i

Isoelectric focusing a technique for separating ampholytes
and polyampholytes based on their pI . Also used to
determine pI .

Isoelectric point the pH at which an ampholyte or
polyampholyte has a net charge of zero. Same as pI .

Isoenzymes also called isozymes. Represent different pro-
teins from the same species that catalyse identical reactions.

kDa kilodaltons; equivalent to 1000 daltons or approxi-
mately 1000 times the mass of a hydrogen atom.

Keratins major fibrous proteins of hair and fingernails.
They also compose a major fraction of animal skin.

Kinases enzymes that phosphorylate or transfer phospho-
rus groups to substrates including other proteins (e.g. pro-
tein kinases)

Km the Michaelis constant. It is the concentration of
substrate at which the enzyme-catalysed reaction proceeds
with half maximal velocity

Leader sequence a short N-terminal hydrophobic sequence
that causes the protein to be translocated into or through a
membrane often called a signal sequence.

Mesophile an organism living at normal temperatures in
comparison with a thermophile.

Module a sequence motif of between 40–120 residues
that occurs in unrelated proteins or as multiple units
within proteins.

Molten globule state intermediate structures of a protein
in which the overall tertiary framework of the protein is
established, but the internal side chains are still free to
move about.

Mutation a change in the sequence of DNA.

NES nuclear export signal – a signal consisting of several
leucine residues found in proteins and indicating export.

NLS nuclear localization signal – a short stretch of basic
amino acid residues that targets proteins for import into the
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nucleus. The sequence can have bipartite structure consisting
of two short sequences of basic residues separated by #10
intervening residues.

NMR spectroscopy acronym for nuclear magnetic reso-
nance spectroscopy, a technique useful in the elucidation of
the three-dimensional structure of soluble proteins.

Non-covalent interactions attractive or repulsive forces,
such as hydrogen bonds or charge–charge interactions,
which are non-covalent in nature, are called non-covalent
interactions.

NPC nuclear pore complex – a very large assembly of
protein concerned with regulating flux of macromolecules
between nucleus and cytoplasm.

Nucleophile atom or group that contains an unshared
pair(s) of electrons and is attracted to electrophilic (electron
deficient) groups.

Nucleoporins proteins found in the nuclear pore complex.

Oncogene a gene which in a mutated form gives rise to
abnormal cell growth or differentiation.

Oncoprotein the product of an oncogene that fails to
perform its normal physiological role.

Operator element of DNA at the transcriptional site that
binds repressor.

Operon a genetic unit found in prokaryotes that is
transcribed as a single mRNA molecule and consisting of
several genes of related function.

Oxidative phosphorylation process occurring in mito-
chondria and bacteria involving oxidation of substrates and
the generation of ATP.

Oxidoreductase catalyse redox reactions.

PAGE polyacrylamide gel electrophoresis – a technique
for the electrophoretic separation of proteins through poly-
acrylamide gels.

PCR polymerase chain reaction – a method involving the
use of thermostable DNA polymerases to amplify in a cyclic
series of primer driven reactions specific DNA sequences
from DNA templates.

PDI protein disulfide isomerase – an enzyme catalysing
disulfide bond formation or re-arrangement.

Peptide molecules containing peptide bonds are referred to
generically as peptides usually less than 40 residues in length.

Peptidase an enzyme that hydrolyses peptide bonds.

Peptide bond the bond that links successive amino acids
in a peptide; it consists of an amide bond between the
carboxyl group of one amino acid and the amino group of
the next.

Peripheral protein also called extrinsic protein and refers
to protein weakly associated with membrane.

pH the negative logarithm of the hydrogen ion concentra-
tion in an aqueous solution.

Phage shortened version of bacteriophage.

pI the isoelectric point or the pH at which an ampholyte
or polyampholyte has a net charge of zero.

Pitch the spacing distance between individual adjacent
coils of a helix.

pK a measure of the tendency of an acid to donate a proton;
the negative logarithm of the dissociation constant for an
acid. Also called pKa

Polypeptide a polypeptide is a chain of many amino acids
linked by peptide bonds.

Polyprotic acids acids which are capable of donating more
than one proton.

Porphyrins a class of compounds found in chlorophyll, the
cytochrome proteins, blood, and some natural pigments. They
are responsible for the red color of blood and the green color
of plants.

Prebiotic era the time span between the origin of the
earth and the first appearance of living organism (∼ 4.6 ×
109 –3.6 × 109 years ago)

Preinitiation complex the multiprotein complex of tran-
scription factors bound to DNA that facilitates transcription
by RNA polymerase.

Preproprotein a protein contain a prosequence in addition
to the signal sequence.

Preprotein a protein containing a signal sequence that is
cleaved to yield the active form.

Pribnow box prokaryotic promoter region located 10 bases
upstream of the transcription start site with a consensus
sequence TATAAT.

Primary structure for a nucleic acid or a protein, the
sequence of the bases or amino acids in the polynucleotide
or polypeptide.

Protoporphyrin IX a tetrapyrrole ring which chelates
Fe(II) and other transition metals.
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Primary structure or sequence the linear order or
sequence of amino acids along a polypeptide chain in
a protein.

Prions a class of proteins that causes serious disease
without the involvement of DNA/RNA.

Procollagen a newly translated form of collagen in which
hydroxylation and addition of sugar residues has occurred,
but the triple helix has not formed.

Prokaryote a simple normally unicellular organism that
lacks a nucleus. All bacteria are prokaryotes.

Prosequence region of a protein at the N terminal designed
to keep the enzyme inactive. The pro sequence is removed
in zymogen processing.

Prosthetic group a co-factor such as a metal ion or small
molecule such as a heme group. It can be bound covalently
or non-covalently to a protein and is usually essential for
proper protein function.

Protease a generic group of enzymes that hydrolyse peptide
bonds cleaving polypeptide chains into smaller fragments
(the term proteinase is also used interchangeably). Often
show a specificity for a particular amino acid sequence.

Proteasome assembly of proteins based on a core structure
of four heptameric rings that functions to degrade proteins
into small peptide fragments.

Proteins biomolecule composed of one or more polypep-
tide chains containing amino acid residues linked together
via peptide bonds.

Proto-oncogene the normal cellular form of an oncogene
with the potential to be mutated. Mutation of the gene yields
an oncogene and may lead to cancer.

PrP the protein believed to be responsible for transmitting
the disease of prions. The protein is encoded by the host’s
genome and exists in two forms, only one of which causes
the disease.

Purine planar, heterocyclic aromatic rings with adenine
and guanine being two important bases found in cells.

Quantum a packet of energy

Quaternary structure the level of structure that results
between separate, folded polypeptide chains (subunits) to
produce the mature or active protein.

R group one of the 20 side chains found attached to the
backbone of amino acids.

R state the relaxed state describing the activity of an
allosteric enzyme or protein.

Ramachandran plot usually shown as a plot of dihedral
angle φ against ψ.

Random coil refers to a linear polymer that has no
secondary or tertiary structure but instead is wholly flexible
with a randomly varying geometry. This is the state of a
denatured protein or nucleic acid.

Redox reduction–oxidation reactions.

Renaturation refolding of a denatured protein to assume
its active or native state.

RER rough endoplasmic reticulum – characterized by ribo-
somes attached to this membrane involved in cotransla-
tional targeting.

Residue a name for a monomeric unit with a polymer such
as an amino acid within a protein.

Reverse turn a short sequence of 3–5 residues that leads
to a polypeptide chain altering direction and characterised
by occurrence of certain amino acid residues with distinct
dihedral angles. Also called a β bend.

Ribozyme a enzyme based on RNA capable of catalysing
a chemical reaction.

S Svedburg unit of sedimentation with the units of 10−13 s.
An example is the 30S ribosome particle. It is an estimate of
how rapidly a protein or protein complex sediments during
ultracentrifugation.

Salting in the effect of moderate amounts of ions, which
increases the solubility of proteins in solution.

Salting out the effect of an extreme excess of ions which
makes proteins precipitate from solution.

Scurvy a condition that occurs with vitamin C deficiency
and reflects deficiency in connective tissue and collagen
cross linking.

Secondary structure the spatial relationship of amino acid
residues in a polypeptide chain that are close together in the
primary sequence.

Serpin serine protease inhibitor.

Sheet a fundamental protein secondary structure (ribbon-
like) discovered by Linus Pauling. It contains two amino acid
residues per turn and forms hydrogen bonds with residues on
adjacent chains.
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Site-directed mutagenesis technique for altering the
sequence of a DNA molecule. If the alteration occurs in a
region coding for protein, the amino acid sequence of the
protein may be altered as a consequence.

Snurps proteins found in spliceosomes with small nuclear
RNAs.

SRP signal recognition particle. A ribonucleoprotein com-
plex involved in cotranslational targeting of nascent polypep-
tide chains to membranes.

Stereoisomers molecules containing a center of asymmetry
that possess same chemical formula but exist with different
configuration or arrangement of atoms.

Substrate a reactant in an enzyme catalysed reaction that
binds to active site and is converted into product.

T cells cells of the immune system derived from the thymus
and concerned with fighting pathogens based on two types
killer: T cells and helper T cells.

TATA box A/T rich region of genes that is involved in the
binding of RNA polymerase to eukaryotic DNA sequences.

Tertiary structure large-scale folding structure in a linear
polymer that is at a higher order than secondary structure.
For proteins and RNA molecules, the tertiary structure is the
specific three-dimensional shape into which the entire chain
is folded.

Thermophile bacteria capable of living at high tempera-
tures sometimes in excess of 90 ◦C.

Thermosome name given to the proteasome in ther-
mophiles such as T. acidophilum.

Tic analogous system to Tim found in chloroplast inner
membrane

Tim translocation inner membrane – a collection of pro-
teins forming a protein import pathway in the inner mito-
chondrial membrane.

TMV tobacco mosaic virus.

Toc analogous system to Tom found in chloroplast outer
membrane

Tom translocation outer membrane – a collection of pro-
teins forming a protein import pathway in the outer
mitochondrial membrane.

Torsion angle also known as dihedral angle.

Transcription the process of RNA synthesis from a DNA
template performed by RNA polymerase and associated
proteins known as transcription factors.

Transition state all reactions proceed through a transition
state that represents the point of maximum free energy in a
reaction coordinate linking reactants and products.

Transition state analogue a stable molecule that resembles
closely the transition state complex formed at the active site
of enzymes during catalysis.

Translation the process of converting the genetic code
as specified by the nucleotide base sequence of mRNA
into a corresponding sequence of amino acids within a
polypeptide chain.

Transmembrane a protein or helix that completely spans
the membrane.

Tropocollagen basic unit of collagen fibre. It is a triple
helix of three polypeptide chains, each about 1000 residues
in length.

TSE transmissible spongiform encephalopathy – any agent
causing spongiform appearance in brain.

UV region of the electromagnetic spectrum extending from
∼200 to ∼400 nm.

van der Waals interactions weak interactions between
uncharged molecular groups that help stabilize a pro-
tein’s structure.

Variable domain a part of an immunoglobulin that varies
in amino acid sequence and tertiary structure from one
antibody to another.

vCJD new variant CJD that arose from BSE and is a
transmissible spongiform encephalopathy.

Vmax the maximal velocity in an enzyme-catalysed reaction.

vo the initial velocity associated with an enzyme-catalysed
reaction

Zwitterion a molecule containing both positively and
negatively charged groups but has no overall charge. Amino
acids are zwitterionic at ∼pH 7.0.

Zymogen an inactive precursor (proenzyme) of a prote-
olytic enzyme.
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Appendix 1
The International System
(SI) of units related to protein
structure

Physical quantity SI unit Symbol

Length Metre m
Time Second s
Temperature Kelvin K
Electric potential Volt V
Energy Joule J
Mass Kilogram Kg

Appendix 2
Prefixes associated with SI units

Prefix Power of 10 (e.g. 10n)

Tera 12
Giga 9
Mega 6
Kilo 3
Milli −3
Micro −6
Nano −9
Pico −12
Femto −15
Atto −18

Frequently when discussing protein structure bond
lengths will be expressed in nanometres (nm). For
example, the average distance between two carbon
atoms in an aliphatic side chain is ∼0.14 nm or
0.14 × 10−9 m. Occasionally a second (non SI) unit is
used and is named after the Swedish physicist, Anders
J Ångström. It is called the Ångström (Å) and is
equivalent to 0.1 nm or 10−10 m. Both units are widely
and interchangeably used in protein biochemistry and
in this textbook.

Appendix 3
Table of important physical
constants used in biochemistry

Planck constant h 6.6260755 × 10−34 J s
h/2π 1.05457266 × 10−34 J s

Boltzmann constant k 1.380658 × 10−23 J K−1

Elementary charge e 1.60217733 × 10−19 C
Avogadro number N 6.0221367 × 1023

particles/mol
Speed of light c 2.99792458 × 108 ms−1

1H gyromagnetic ratio 2.67515255 × 108 T s−1

Atomic mass unit amu 1.66057 × 10−27 kg
Gas constant R 8.31451 J mol−1 K−1

Faraday constant F 96485.3 C mol−1

Proteins: Structure and Function by David Whitford
 2005 John Wiley & Sons, Ltd



 

492 APPENDICES

Appendix 4
Derivation of the Henderson–
Hasselbalch equation concerning the
dissociation of weak acids and bases

The Henderson–Hasselbalch equation reflects the
logarithmic transformation of the expression for the
dissociation of a weak acid or base.

HA ↔ A− + H+

K = [H+] [A−]/[HA]

Rearranging this equation leads to

[H+] = K [HA]/[A−]

and by taking negative logarithms this leads to

− log [H+] = − log K − log [HA]/[A−]

Since pH = − log [H+] and we can define pK as
− log K this leads to the following equation

pH = pK − log [HA]/[A−]

that is related to the Henderson–Hasselbalch equation
by a simple changing of signs

pH = pK + log [A−]/[HA]

Expressed more generally and using the Bronsted
Lowry definition of an acid as a proton donor and
a base as a proton acceptor this equation can be
re-written as

pH = pK + log [proton acceptor]/[proton donor]

The Henderson–Hasselbalch equation is fundamental
to the application of acid–base equilibria in proteins
or any other biological system. It is used to calculate
the pH formed by mixing known concentrations of

proton acceptor and donor whose pKa’s are known.
Alternatively this equation can be used to calculate the
molar ratio of donor and acceptor given the pH and
pK , or to calculate the pK at a particular pH given
the concentrations relative or absolute of proton donor
and acceptor.

Appendix 5
Easily accessible molecular
graphic software

1. Koradi, R., Billeter, M., and Wüthrich, K.
(MOLMOL: a superlative program for display and
analysis of macromolecular structures. (obtainable
from http://www.mol.biol.ethz.ch/groups/
Wuthrichgroups/software/) J. Mol. Graphics 1996,
14, 51–55.

2. Roger Sayle developed Rasmol although no formal
citation exists. Rasmol is a very suitable introduc-
tion to molecular visualization software. An adap-
tation of Rasmol for use in web browsers called
Chime is available from http://www.mdli.com or
http://www.mdli.co.uk.

3. Kraulis, P.J. MOLSCRIPT: A Program to produce
both Detailed and Schematic Plots of Protein
Structures. J. Appl. Crystallogr. 1991, 24, 946–950.

4. Molecular graphic software such as VMD pro-
duced by the Theoretical Biophysics group, an NIH
Resource for Macromolecular Modeling and Bioin-
formatics, at the Beckman Institute, University of
Illinois at Urbana-Champaign.

5. Guex, N. and Peitsch, M.C. SWISS-MODEL and
the Swiss-PdbViewer: An environment for compar-
ative protein modeling Electrophoresis 1997, 18,
2714–2723. Official site for software http://www.
expasy.ch/spdbv.

A wide range of commercial software has also been
produced.
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Appendix 6 Enzyme nomenclature

Enzyme classes and subclasses

EC 1 Oxidoreductases
EC 1.1 Acting on the CH-OH group of donors
EC 1.2 Acting on the aldehyde or oxo group of

donors
EC 1.3 Acting on the CH-CH group of donors
EC 1.4 Acting on the CH-NH2 group of donors
EC 1.5 Acting on the CH-NH group of donors
EC 1.6 Acting on NADH or NADPH
EC 1.7 Acting on other nitrogenous compounds as

donors
EC 1.8 Acting on a sulfur group of donors
EC 1.9 Acting on a heme group of donors
EC 1.10 Acting on diphenols and related

substances as donors
EC 1.11 Acting on a peroxide as acceptor
EC 1.12 Acting on hydrogen as donor
EC 1.13 Acting on single donors with incorporation

of molecular oxygen (oxygenases)
EC 1.14 Acting on paired donors, with incorpo-

ration or reduction of molecular oxygen
EC 1.15 Acting on superoxide radicals as acceptor
EC 1.16 Oxidising metal ions
EC 1.17 Acting on CH2 groups
EC 1.18 Acting on reduced ferredoxin as donor
EC 1.19 Acting on reduced flavodoxin as donor
EC 1.97 Other oxidoreductases

EC 2 Transferases
EC 2.1 Transferring one-carbon groups
EC 2.2 Transferring aldehyde or ketonic groups
EC 2.3 Acyltransferases
EC 2.4 Glycosyltransferases
EC 2.5 Transferring alkyl or aryl groups, other

than methyl groups
EC 2.6 Transferring nitrogenous groups
EC 2.7 Transferring phosphorus-containing groups

EC 2.8 Transferring sulfur-containing groups
EC 2.9 Transferring selenium-containing groups

EC 3 Hydrolases
EC 3.1 Acting on ester bonds
EC 3.2 Glycosylases
EC 3.3 Acting on ether bonds
EC 3.4 Acting on peptide bonds (peptidases)
EC 3.5 Acting on carbon-nitrogen bonds, other

than peptide bonds
EC 3.6 Acting on acid anhydrides
EC 3.7 Acting on carbon-carbon bonds
EC 3.8 Acting on halide bonds
EC 3.9 Acting on phosphorus-nitrogen bonds
EC 3.10 Acting on sulfur-nitrogen bonds
EC 3.11 Acting on carbon-phosphorus bonds
EC 3.12 Acting on sulfur-sulfur bonds

EC 4 Lyases
EC 4.1 Carbon–carbon lyases
EC 4.2 Carbon–oxygen lyases
EC 4.3 Carbon–nitrogen lyases
EC 4.4 Carbon–sulfur lyases
EC 4.5 Carbon–halide lyases
EC 4.6 Phosphorus–oxygen lyases
EC 4.99 Other lyases

EC 5 Isomerases
EC 5.1 Racemases and epimerases
EC 5.2 cis-trans-isomerases
EC 5.3 Intramolecular isomerases
EC 5.4 Intramolecular transferases (mutases)
EC 5.5 Intramolecular lyases
EC 5.99 Other isomerases

EC 6 Ligases
EC 6.1 Forming carbon–oxygen bonds
EC 6.2 Forming carbon–sulfur bonds
EC 6.3 Forming carbon–nitrogen bonds
EC 6.4 Forming carbon–carbon bonds
EC 6.5 Forming phosphoric ester bonds
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resolution. J. Mol. Biol. 1999, 291, 899–911.

Luecke, H., Schobert, B., Richter, H. T., Cartailler, P. &
Lanyi, J. K. Structural changes in bacteriorhodopsin
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E. Flechsig. E. Transmission of prions. Proc. Natl. Acad.
Sci. USA 2002, 99, 16378–16383.

Weissmann, C., Molecular Genetics of Transmissible Spongi-
form Encephalopathies. J . Biol. Chem. 1999, 274, 3–6.

Wetlaufer, D. B. Ultraviolet spectra of proteins and amino
acids. Adv. Prot. Chem. 1962, 17, 303–390.

White, S. H. & Wimley, W. C. Membrane protein folding
and stability: Physical principles. Ann. Rev. Biophys.
Biomol. Struct. 1999, 28, 319–6.

Wiley D. C., & Skehel J. J. The structure and function of the
haemagglutinin membrane glycoprotein of influenza virus.
Annu. Rev. Biochem. 1987, 56, 365–94.

Wilmot, C. M. & Thornton, J. M. Analysis and prediction
of the different types of beta-turn in proteins. J. Mol. Biol.
1988, 203, 221–232.

Wimberley, B. T., Brodersen, D., Clemons, W., Morgan-
Warren, R., Carter, A., Vonrhein, C., Hartsch, T. &
Ramakrishnan, V. Structure of the 3OS Ribosomal
Subunit. Nature 2000, 407, 327–339.

Wimley, W. C. The versatile β-barrel membrane protein
Curr. Opin. Struct. Biol. 2003, 13, 404–411.

Wlodawer. A. & Erickson, J. W. Structure based inhibi-
tors of HIV-1 proteinase. Annu. Rev. Biochem. 1993, 62,
543–585.

Woody, R. W. Circular dichroism. Methods Enzymol. 1995,
246, 34–71, Academic Press.

Wower, J. Rosen, K. V., Hixson, S. S. & Zimmermann,
R. A. Recombinant photoreactive tRNA molecules as
probes for cross-linking studies. Biochimie 1994, 76,
1235–1246.

Wuthrich, K. NMR of Proteins and Nucleic Acids. John
Wiley & Sons. 1984.

Xu, Z., Horwich A. L., & Sigler P. B. The crystal structure
of the asymmetric GroEL-GroES-(ADP)7 chaperonin
complex. Nature. 1997, 388, 741–750.

Yates. J. R. Mass spectrometry: from genomics to pro-
teomics. Trends Genet. 2000, 16, 5–8.



 

510 REFERENCES

Yoshida, M., Muneyuki, E., & Hisabori, T. ATP synthase–a
marvellous rotary engine of the cell. Nat. Rev. Mol. Cell
Biol. 2001, 2, 669–77.

Yoshikawa, S. Beef heart cytochrome oxidase. Curr. Opin.
Struct. Biol. 1997, 7, 574–579.

Zahn, R., Liu, A., Luhrs, T., Riek, R., von Schroetter, C.,
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type indicates appearance in a table. Greek letters and numbers are sorted as if they were spelt out; β sandwich
becomes beta-sandwich, 5S rRNA appears where fiveS rRNA is normally located in listings. Positional characters
are ignored; so 2-phosphoglycolate appears under phosphoglycolate.

A site, 273
Aβ protein, 430, 468–470
AAA superfamily, 308
Ab intio, 186
Abrin, 228
Absorbance, 379–381

aromatic amino acids, 381
Beer-Lambert’s Law, 32
data on aromatic amino acids, 30
excitation and emission, 380
heme groups, 67
spin multiplicity, 380
vibrational states, 380
wavenumber, 381

Acetazolamide, 205
Acetylation, 270, 292
Acetylcholinesterase, 191

specificity constant, 201
Acid base catalysis, 203–204
Acid base properties of amino acids,

14–15
Acquired immune deficiency syndrome,

443–457
recognition and identification, 443

Acrylamide, 335, 381
Activated state (complex), 196
Activation energy, 195–196
Active site

Gln-tRNA synthetase, 221
lysozyme, 210
serine proteases, 212
triose phosphate isomerase, 216
tyrosyl tRNA synthetase, 219

Acyl chains, 107
unsaturation, 106

Acyl-enzyme intermediate, 214
Adenine, 247

A76, 269–270

A2451, 279
A2439, 279
A2486, 282

Adenosine monophosphate
pK of N1 atom, 280
structure of AMP, 282

Adenosine triphosphate, synthesis
allosteric activation, 234
transition state analogue, 148

Adenylate cyclase, 116–117, 439–440
signaling pathway, 120

Adenylation, 292
5-adenylyl-imidophosphate, 148
Adiabatic chamber, 399
Adrenaline, 116
Aequorea victoria, 383–384
Aerobic, 126
Affinity chromatography, 332–334

types of ligands, 334
Affinity labeling, 216, 279
Aggregation, 416–417

in disease states, 427–428
Agonists, 116
AIDS, see Acquired immune deficiency

syndrome
Alanine

chemical properties, 24
D isomer, 35
data, 18
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
optical rotation, 34
prevalence in secondary structure,

180
spatial arrangement of atoms, 16
stereoisomers, 34
titration curve, 14

Albumin, 1, 33
Aldol condensation, 97
Alignment methods, 172–173
Aliphatic amino acids, 24
Alkaline phosphatase, 207, 339
Allele, 475, 476
Allosteric regulation, 72–74, 231–237
Allostery, 189
Allysine, 97
α helix, 41–45

dihedral angles, 43
dimensions, 43
dipole moment, 56
formation, 409
hydrogen bonding, 41–43
side chains, 42–43
space-filling view, 4
structure, 42

α-secretase, 469
α1-antitrypsin, 475–478
α-haemolysin, 130–131
Alveoli, 475
Alzheimer’s disease, 422, 427, 430,

468–470
diagnostic markers, 468
genetic basis, 468–470

Amidation, 292
Amide exchange, 411–412
Amide, 25–26, 43, 56
Amino acid residue, 17
Amino acids

acid-base properties, 14–15
chemical and physical properties, 23–32
detection of, 32–34
formation of peptide bonds, 16–17
genetic code specification, 268
non-standard, 35–36
optical rotation, 34
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Amino acids (continued )
pK values for ionizable groups, 15
quantification, 34
reaction with tRNA,
single letter codes, 40
solubility, 13
stereochemical representation, 15
stereoisomerism, 34–35
three letter codes, 40

Amino acyl AMP, 268
Amino acyl tRNA synthetases, 218,

268–269
catalysis, 268
class I and class II tRNA synthetases, 220
classification, 220, 269
glutaminyl tRNA synthetase, 220–221
transition state analogue, 221
tyrosyl tRNA synthetase, 218–220

AMP, see Adenosine monophosphate,
Amphiphiles, 122
Ampicillin, 315
Amplification (PCR), 169–170
Amplitude, 353–354
AMP-PNP, see 5-adenylyl-imidophosphate
Amyloid precursor protein, 469
Amyloid, 427

structure of fibril, 431
plaques, 468

Amyloidogenesis, 427–431
diseases arising from, 428
involving transthyretin, 428–430
prion based, 431–435

Anacystis sp., 164
Analytical centrifugation, 322–323
Anfinsen cage, 420
Anfinsen, C., 402, 416, 423
Angiotensin, 287
Angstrom, 18
Angstrom, A.J., 478
Anisotropy, 383
Ankyrin, 111
Anoxygenic photosynthesis, 128
Antagonists, 116
Antechambers, 306
Antibiotics, 278–279,

selection of transformants, 315
studying ribosomal structure, 279

Antibody, 75–80 see immunoglobulins
Anticodon loop, 268–269
Anticodon, 283
Antigen, 75

flu virus antigens, 464
Antigenic determinants, 77
Antigenic drift, 464
Antigenic shift, 464
Antigenic sub-types, 465
Antimycin A, 134
Antiport, 154
Apoenzyme, 192
Apoptosis, 238–239, 310, 471

APP see amyloid precursor protein,
468–469

Aquaporin, 377
Arabidopsis thaliana, 169
Arachidonic acid, 107, 229–230
Arber, W., 221
Archae, 128, 304, 309, 417, 422
Archaebacteria see archae
Arginine

charge-charge interactions, 55–56
chemical properties, 28–29
data, 18
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
optical rotation, 34
prevalence in secondary structure, 180
trypsin substrate, 227

Armadillo motifs, 301
Aromatic amino acids,
Aromatic residues, 30
Arrhenius equation, 195
Arrhenius, S.A., 195
Arylation, 29
Ascorbate, 289
Asparagine chemical properties, 25

data, 18
helix/sheet propensity, 41
hydropathy index, 112
genetic code specification, 268
prevalence in secondary structure, 180
location in turns, 47–48
N linked glycosylation, 98, 290

Aspartate
binding domain in ATCase, 236
chemical properties, 25
data, 18
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
in HIV protease, 450–452
in lysozyme catalysis, 211–212
in T7 RNA polymerase, 256
prevalence in secondary structure, 180

Aspartate transcarbamoylase, 6, 234–237
allosteric behaviour, 234
binding of carbamoyl phosphate, 234
conformational change, 237
feedback inhibition, 235
quaternary structure, 235

Aspartic acid see aspartate
Aspartyl protease, 450–452, 470
Aspirin, 228–230
AspN, 166
Astbury, W.T., 92
Astrocytosis, 434
Asymmetric centres, 37
Ataxia, 433
Atherosclerosis, 99
ATP synthase, see ATP synthetase

ATP synthetase, 132, 144–152, 173
Boyer model, 146
chemical modification, 146, 151
composition, 145
conformational changes in, 146–148
cooperativity, 146
γ subunit, 150
mechanism of ATP synthesis, 146–147
nucleotide binding site, 149
proton translocation, 149
structure of F1 ATPase, 147–151
structure of Fo, 150–152
yeast enzyme, 156

ATP, see adenosine triphosphate
ATPase family, 152–156, 308
Autolysis, 238, 449
AvaI, 222
3′-azido-3−deoxythymidine, see AZT
AZT, 453
Azurin, 359

B cells, 75
BACE, see β secretase
Bacillus caldolyticus, 397–398
Bacillus subtilis, 397–398
Bacterial reaction centre, 119–126

crystallization, 123
cytochrome subunit, 125
electron transfer, 121–122
transmembrane helices, 125

Bacteriochlorophyll, 121
protein crystallization of, 359

Bacteriophage λ, 64
defective groE operon, 416

Bacteriophage T4, 266
Bacteriophage T7, 256
Bacteriorhodopsin, 114–115

light driven pump, 115
protein folding, 422–425
structure, 117
transmembrane organization, 116

Baldwin, R., 414
BamHI, 222

signature sequence, 224
Band 3 protein, 111
Barnase, 405–408
Beer Lamberts Law, quantification of amino

acids, 32
Benzamidine, 227
Benzene, 55
Benzopyrene, 454
Bernal, J.D., 353
Berzelius, J. J., 1
β adrenergic receptor, 117
β barrel, 47, 180

GFP, 383
gp120 454–455
Gro-ES, 417
α-haemolysin, 130–131
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ODCase, 205
porins, 128–132
triose phosphate isomerase, 47

β blocker, 116
β endorphin, 289
β helix, 61–62, 430–431
β lactamase, 181
β lipotrophin, 289
β meander, 59, 61, 222
β propeller motif, 61, 180, 463
β sandwich, 59, 180

gp120, 454–455
p53, 472

β scaffold, 430
β secretase, 469–470
β sheet, 45–47
β strand, 45–46

dimensions, 43
β turn, 47
β-N -oxalyl L-α, β-diamino propionic acid,

36
B factor, 357
Bilayers, 107–109
Bimolecular reactions, 194–195, 208,

382
Bioinformatics, 50, 184–187
Biotin, 193
2,3-bisphosphoglycerate, 73, 74
Bisacrylamide, 335
Biuret, 33
Blobel, G., 293
Bloch, F., 360
BLOCKS database, 175
Blood clotting cascade, 237, 239
Blood clotting factors, 318, 239
BLOSUM, 175
Blue green algae, 126
Boat conformation, 211
Bohr effect, 74
Bohr, C., 74
Boltzmann distribution, 380
Boltzmann’s constant, 196, 323
Bombyx mori, 92, 93
Bordetella pertussis, 440
Bovine pancreatic trypsin inhibitor, 53, 224,

468
Bovine serum albumin, 33
Bovine spongiform encephalopathy,

466–468
Boyer, P.D., 146
BPTI, see Bovine pancreatic trypsin

inhibitor
Bragg, W.H., 349
Bragg, W.L. 349
Branch point, 266
Brandts, J.F., 414
Bravais Lattices, 352
Brenner, S., 266
Briggs, G.E., 199
Bromelain, 459, 460

Bromoaspirin, 228
Brønsted equation, 407
Brownian diffusion, 320, 382
Browsers, 185
BSA, see bovine serum albumin
BSE, see bovine spongiform encephalopathy
Buchner, E., 2, 189
Buoyant density, 320
Burley, S.K., 259
Burnet, M., 75
Bursa of Fabricius, 75

C peptide, 456
Caenorhabditis elegans, collagen genes, 93

genome, 169
Cahn Ingold Prelog, 34
Calcium binding domains, 101,415
Calmodulin, 25
Calorimetry, 109

differential scanning, 399–400
Canavanine, 36
Cancer, 11, 441

cdk-cyclin complex regulation, 252–253
cervical, 475
involvement of p53, 474
Kaposi’s sarcoma, 445

Cannibalism, 433
Capsid, 377

TMV, 443
HIV, 445, 446
p17, 446–447

Carbamoyl phosphate, 234
Carbonic anhydrase, 74, 179

catalysis by, 204–207
imidazole ligands in active site, 206
pH dependent catalysis, 205
specificity constant, 201

Carboxypeptidase A, 25, 192, 193
Cardiac glycosides, 154
Cargo proteins, 300
Carotenoids, 121
Cartoon representation, 13, 46
Cascade, 237, 239
CASP, 186
Caspases, 238–239, 310
Catabolism, 189
Catalase, sedimentation coefficient, 324

specificity constant, 201
Catalysts, 197
Catalytic mechanisms, 202–209

acid-base catalysis, 202–203
covalent catalysis, 203
electrostatic catalysis, 205
metal ion catalysis, 204–205
preferential binding of transition state,

207–209
proximity and orientation effects,

206–207
rate enhancements, 197

Catalytic triad, 213
CBCA(CO)NH, 373
CBCANH, 373
CCD, see charge coupled device
CCK motif, 81
CCM, see common core motif
CD4, 446
cdc genes, 249
Cdks see Cyclin dependant kinases,
Celebrex 231
Cell cycle, 247–250

DNA replication, 253
mitosis, 247

Cell disruption, 319
Cell division, 249, 253
Cell membrane, 110
Centrifugation, 320–323,
Chair conformation, 211
Chaotropes, 326
Chaperones, 416–422

catalytic cycle, 419–422
crystal structure, 420
domain movements, 418
electron microscopy, 417–419
GroEL-GroES, 417–422
mitochondrial, 297–298
organization, 418
small heat shock proteins, 417
thermosome, 422

Chaperonin, 416
Charge coupled devices, 170,

349
Charge-charge interactions, 55–56
Checkpoints, 249
Chemical kinetics, 192–195
Chemical modification, 29, 205

in RNase A, 202
Chemical shift, 362

table of 13C chemical shifts, 372
table of 15N chemical shifts, 371
table of 1H chemical shifts, 366

Chemiosmosis, 145
Chevron plot, 405
χ angle, 43
Chiral, 19, 34–35
Chitinase, 319
Chloroamphenicol, 278, 279
Chlorophyll, 121

in photosystem II, 127
special pair, 125
voyeur, 125

Chloroplast
lipid:protein ratios, 109
RNA polymerases, 257
schematic diagram, 299
sorting and targeting, 299
stromal proteins, 299
Tic system, 299
Toc complexes, 299

Cholera toxin, 120, 439–440
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Cholera, 439
Chou, P.Y., 182
Chou-Fasman algorithm, 183–184
Chromatography, 326–333

affinity, 332–333
cation exchange, 167,
gel filtration principle, 330
hydrophobic interaction, 331
ideal separation, 327
ion exchange, 329–330
molecular mass estimation, 331
protein hydrolysate, 167
reverse phase, 331–332
size exclusion, 330–331
system and instrumentation, 328

Chromophore, 33, 121
Chromosome, 247
Chronic obstructive pulmonary disease,

(COPD) 475
Chymotrypsin, 46, 287

active site substrate specificity, 212
arrangement of catalytic triad, 213
hydrolysis of esters, 201
inhibitor, 406
PDB file, 51
proteolytic activation, 237–238
structural homology, 177, 179
TPCK binding, 213

cI repressor, 64
CIP family, 252
circe effect, 205
Circular dichroism, 385–387

folding of bacteriorhodopsin, 423
folding of OmpA, 424
for studying protein folding, 404,

409
magnetic circular dichroism, 387
spectra, 387

cis isomer
cis ring, 418, 419
Cis-trans peptidyl proline isomerase, 59

in protein folding, 415–416
parvulins, 416
FK506 binding proteins, 416

Citric acid cycle, 190
Citrulline, 38
CJD see Creutzfeldt Jacob disease
Clathrates, 54
Clathrin coated vesicles, 297
Cleland’s reagent , see also dithiothreitol,

28
Cloning, 314–316
Clostripain, 166
Cloverleaf structure, 268, 269
CMC, see critical micelle concentration
Cobalt, 193
Codon, 268,
Coelenterazine, 383
Coenzyme Q, 193, see also ubiquinone
Co-factors, 192–193

Coiled coil, 86–90
ATP synthetase, 147, 150
gp41 of HIV, 456
haemagglutinin, 456
non-keratin based motifs, 90
parallel and antiparallel coils, 87

Cold shock proteins, 398
Collagen, 92–100

abundance, 93
biosynthesis, 97–99
connective tissue, 93
dimensions, 94
disease states associated with, 99–100
genes, 93
hydroxylation, 289
processing, 98
procollagen, 289
related disorders, 100–102
structure and function, 94–97
thermal denaturation, 96
triple helix, 95
types, 94

Common core motif, 222
Competent cells, 315
Competitive enzyme inhibition, 225–226,

453
Complementarity determining regions

(CDRs), 77
Complex I, see NADH-ubiquinone

oxidoreductase
Complex II, see succinate dehydrogenase
Complex III, see cytochrome bc1 complex
Complex IV, see cytochrome oxidase
Conformational stability, 396–404

estimations from ideal denaturation
curves, 401

linear extrapolation method, 402
table of selected proteins, 402

Connective tissue disorders,
Conotoxins, 178
Conserved residues, 172
Contact order, 410
Conus, 178
Convergent evolution, 179
Coomassie Blue, 33, 336
Cooperative binding curve, 69–70, 396
Cooperativity, 70,
Copper, 7

binuclear cluster, 139
co-factor role, 193

Correlation time, 363
Coulomb’s Law, 55
Coupling constants, 363
Covalent catalysis, 204
Covalent modification, 237–241
Cowpox, 75
Cox, G.B., 146
COX-1, see also cyclo-oxygenases, 230
COX-2, see also cyclo-oxygenases, 230
CPK models, 13

Creutzfeldt, H.G., 433
Creutzfeldt-Jakob disease, 433
Crick, F.H.C., 2, 87, 247, 266, 267
Critical micelle concentration, 107–108
Cro repressor, 66
Crowther, R.A., 377
Cryoelectron microscopy, 375–379

amyloid fibril structure, 430–431
ATP synthetase, 149
hepatitis B capsid, 377
instrumentation, 376
proteasome, 308, 309, 418
ribosome, 271
sample preparation, 376–377
tubulin structure, 377–379

Crystal lattices, 352
Crystal violet, 319
Crystallization, 358–360
Crystallography, 349–360
Cu, 9

centres in cytochrome oxidase, 138
Cyanide, 228
Cyanobacteria, 126, 164
Cyanogen bromide, 26
Cyclic AMP, 439–440

in signaling, 116–119
Cyclic GMP, 118
Cyclic nucleotides, 202
Cyclic proteins, 81
Cyclin dependant kinases, 249–253

ATP binding, 251
conformational changes, 251–252
inhibitors, 252
interaction with p53, 471
regulation, 252
structure and function, 250–253
T loop activation, 251–252

Cyclins, 248–249
binding with cdk, 251–252
conformational changes, 251–252
cyclin boxes, 249
cyclin-cdk complexes in cell cycle, 250
regulation, 252
tertiary structure, 252
threonine phosphorylation, 252

Cyclohexane, 53
Cyclo-oxygenases, 228–230

active site, 230
tertiary structure, 229
isoforms, 230

Cyclophilin, 416
Cyclosporin A, 81, 416
Cyclotides, 81
Cysteine

active site of caspases, 310
chemical properties, 26–28
data, 19
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
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ligands in Zn fingers, 261, 263
location in turns, 47
optical rotation, 34
prevalence in secondary structure, 180
reaction with Ellman’s reagent, 28

Cystic Fibrosis, 9, 426–427
Cytochrome b, 132–137

absorbance maxima, 133
ligands, 137
redox potential, 133
separation distances, 137
subunit mass, 137

Cytochrome b5, 58, 60, 173, 181, 401
Cytochrome b562, 59
Cytochrome bc complex, see cytochrome

bc1 complex
Cytochrome bc1 complex, 132–137

crystal structure, 136
cytochrome c1, 136
cytochrome b, 137
electron transfer reactions, 135
gating, 137
inhibitor binding studies, 133–134
Q cycle in, 135
Reiske protein, 133, 136
subunit composition, 137 subunit mass,

137
ubiquinone, 134

Cytochrome c
prokaryotic, 176
sequence homology, 175
sorting pathway, 299
structural homology, 176

Cytochrome c1, 132–137
orientation, 136
signal sequence, 299
sorting pathway, 299
subunit mass, 137

Cytochrome oxidase, 138–144
catalytic cycle, 138–139
channels, 144
CuA centre, 139
CuB center, 140
enzyme from P.denitrificans, 141
isoforms, 141
mammalian enzyme, 140–141
mitochondrial coded subunits, 139
monomeric core, 141
oxygen binding site, 143
proton pump, 142–143
subunit structure, 141

Cytochrome P450, 241
Cytosine, 247
Cytoskeleton, 111

role of tubulin, 377
Cytotoxic T lymphocytes, 79

D amino acids, 34, 36, 321
Dansyl chloride, 33, 167

Databases, 184
Dayhoff. M.O, 174
ddATP, 171
ddCTP, 171
ddGTP, 171
ddI, 453
ddTTP, 171
Deamidation, 25
Death effector domains, 239
Debye, P., 325
Debye-Huckel Law, 324–325
Degradation, see protein degradation
�Cp, 55

measurements, 399–400
table for selected proteins, 401

Denaturant
concentration dependence, 400–401
guanidine hydrochloride, 396
solubility of amino acids, 397
thermal, 96
urea, 396

Denaturation in PCR, 169
Denaturation, 396–398

ideal curves, 401
linear extrapolation method, 402

Deoxyadenosine, 170
Detergents, 122, 425

amphiphiles, 122
critical micelle concentration, 107–108
SDS binding, 335
use of LDAO, 121

Dextrorotatory, 34
2′3′-dideoxyinosine, see ddI
Diabetes, 422, type-I, 441
Dialysis, 333, 359
Dideoxyadenosine, 170
Dideoxynucleotide, 169–170, 171, 453
Diesenhofer, J.E., 126
Differential scanning calorimetry, 399

profiles, 400
Diffusion controlled rate, 195, 201
DIFP, see Diisopropylfluorophosphate
Dihedral angle, 41, 43, 46
Dihydrouridine, 268
Diisopropylfluorophosphate, 212, 228
Dipalmitoylphosphatidylcholine, 107
DIPF see di-isopropylphosphofluoridate
Dipole moment, 41, 56
D-isoglutamate, 35
Dissociation of weak acids, 478–479
Distal histidine, 68
Disulfide, bond formation, 288–289

bridges in keratin, 91–92
bridges in prions, 433
bridges, 53
chemical properties, ribonuclease,

neuraminidase, 463
oxidoreductase, protein disulfide

isomerase, 288–289
thioredoxin, 288

Dithiothreitol, 27–28
DNA binding proteins, 64–66, 258–261

arc repressor, 261
cro repressor, 66
eukaryotic transcription factors, 261–265
met repressor, 261
molecular saddle, 259–260
recognition helix, 65
restriction endonucleases, 221–224
sequence homology, 66

DNA gyrase, 253
DNA ligase, 254

ligation, 315
DNA polymerase, 253–254

cloning, 314–315
enzyme nomenclature, 191
PCR, 170
specificity constant, 201

DNA replication, 253–254,
semi-conservative model,

DNA sequencing, 168–170
profiles from, 171

DNA structure, 248
major groove, 222

dNTP, 170
Domains

b5-like proteins, 60
death effector, 239
definition, 58–59
EGF-like, 101
extracellular domains in receptor tyrosine

kinases, 240
folding domains in lysozyme, 415
gp120 inner and outer, 454–455
Gro-EL, 418
immunoglobulin domain, 77
non receptor tyrosine kinases, 240
nucleotide binding, 62, 148, 155
p53, 471
tyrosine kinases, 240

Donnan effect, 333
Dopamine, 36
Double helix, 247–248
Double reciprocal plot,
DPPC, see dipalmitoylphosphatidylcholine
Drosophila melanogaster, 168, 263, 308
Drug resistance, 454
Drugs, 205, 228, 231, 451, 453, 454
Dsb family, 288

E site, 272, 286
Eadie Hofstee plot, 199, 225
Earth, 127
EcoRI, 221–224

cleavage site, 222
DNA distortion, 223
major groove binding, 223
role of divalent ions in catalysis, 223
sequence specificity and hydrogen

bonding, 223
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EcoRI (continued )
signature sequence, 224
tertiary structure, 223

Ectodomain, 455–456
Edelman, G., 76
Edman degradation, 165, 340
Edman, P., 165
EF-G, 275, 279
EF-Ts, 275,
EF-Tu, 274–275

regeneration, 277
structure with Phe-tRNA, 278

EGF, see epidermal growth factor
Ehlers-Danos syndrome, 99–100
Eighteen 18S rRNA, 257
Elastase

active site substrate specificity, 212
emphysema, 476
structural homology, 177

Elastin, 101
Electromagnetic spectrum, 348
Electron density, 108, 356, 358
Electron microscope, 376
Electron microscopy, see also cryoelectron

microscopy, nuclear pore complex, 303
Electron spin resonance, 390–392

ENDOR, 392
ESEEM, 392
iron sulfur proteins, 391

Electron, 31
Electrophile, 205

in covalent catalysis, 203–205
Electrophoresis, 333–340

isoelectric focusing, 339
SDS-PAGE, 335–338
two dimensional electrophoresis, 339

Electroporation, 315
Electrospray ionization, 340
Electrostatic catalysis, 205–207
Elements, 9
ELISA, 337–338
Ellipticity, 386
Ellman’s reagent, 27, 28, 33
Elongation factors, see also EF-G, EF-Tu

and EF-Ts, 274–277
Eluate, 327
Emphysema, 475–478
Enantiomers, 34
Encounter complex, 195
Endergonic process, 195
Endocytosis, 98, 458–459, 459
Endoplasmic reticulum, 164

collagen processing, 97–99
disulfide bond formation, 288–289
hydroxylation reactions, 289–290
insulin processing, 287–288
lumen, 295, 296, 427
translocon/SRP interaction, 424–425
unwanted transfer, 426

Endoproteolysis, 469

Endosomes, 460
Enediol intermediate, 208
Energy transfer, 382, 383
Engelman, D., 423
Engrailed, 263
Enteropeptidase, 237
Enthalpy, 54
Entropy, 54

activation parameters, 397–398
Enzymes, 188–245

allosteric regulation, 231–237
catalytic efficiency, 201
catalytic mechanisms, 202–209
covalent modification, 237–241
databases, 192
inhibition and regulation, 224–228
irreversible inhibition, 227–231
isoenzymes, 241–242
kinetics, 197–202
multicatalytic activities, 305–308
nomenclature, 189, 478–479
preferential binding of transition state,

207–209
purification, 343
rotary motion, 146
steady state approximation, 199–200
subsites, 208

Epidermal growth factor, 101–102, 369
Epitopes, 77, 272
Equilibrium constant, 194
Equilibrium dialysis, 359
Ernst, R., 360
Error rate, 169
Erythrocyte, 110–114

band, 3
protein, 111
glycophorin, 112–114
lipid: protein ratio, 109
membrane organization, 110–114

Erythromycin, 278
Escherichia coli

ATP synthetase, 144–145
cell division, 247
competent cells, 315
expression host, 313
genome, 9
K12 strain, 168
lac operon, 317
met repressor, 261
OmpA, 425
OmpF, 425
phosphofructo-kinase, 232
porins, 128–132
protein expression, 314
protein purification, 343
replication of DNA, 253
restriction endonucleases from, 222
ribosomes, 270
RNA polymerase, 254
SRP54 M domain, 295

ESR see Electron spin resonance
Ethanolamine, 106
Eukaryotic cells, 164
Eukaryotic RNA polymerases, 257–261

basal transcription factors, 258
role and location, 257
processing, 257

Evolution, 164
EX1 mechanism, 412
EX2 mechanism, 412
Excited state, 380
Exergonic reaction, 195
Exocytosis, 98
Exon, 267
Exonuclease activity, 254
Exportins, 300
Expression vectors, 316–318
Extinction coefficient, see Molar

absorptivity coefficient
Extrinsic proteins, 110
Eye, damage in glaucoma, 205
Eyring, H., 195

F1 complex, 146
structure, 147–150

Fab fragments, 76–79
Fabry disease, 308
FAD, see flavin adenine dinucleotide
Familial amyloidotic neuropathy, 428
FAP mutations, 430
FAP, see familial amyloidotic neuropathy
Fasman, G.D., 182
FASTA, 175
Fatal familial insomnia, 428, 434–435, 465
Fatty acids, 105–109
Fc, 76
Feedback mechanisms, 189
Fenn, J., 340
Ferredoxin, 128, 299

types of clusters, 391
Ferredoxin-NADP reductase, 299
Ferrimyoglobin, 68
Fersht, A.R., 405
Fibrillin, 101–102

modular organization, 102
Fibrils, transthyretin based, 430
Fibrin, 238–239
Fibrinogen, 239

sedimentation coefficient, 324
Fibroins, 92
Fibrous proteins, 85–103

amino acid composition, 86
15N, 253,
50S subunit, see large subunit, 279–282
First order reaction, 192–194
Fischer, E., 2, 189
5.8S rRNA, 257
5S rRNA, 261, 269

secondary structure prediction, 280



 

INDEX 517

FK506 binding proteins, 416
Flavin adenine dinucleotide, 9, 132–133,

162
Flavin, 380
Flavodoxin, 181, 359
Flu, see influenza
Fluid mosaic model, 109–110
Fluorescamine, 33
Fluorescence, 381–385

emission anisotropy, 383
Green fluorescent protein, 383–385
instrumental setup, 382
Perrin equation, 383
profile from DNA sequencing, 171
Stern-Volmer analysis, 382
collisional quenching, 382
Stokes shift, 381

Fluoroscein, 167, 170
Flurodinitrobenzene, 33, 37
Fo, 145,
Folding, see protein folding
Folic acid, 193
Folin-Ciocalteau’s reagent, 33
Folin–Lowry method, 33
Formylmethionine, 273–274
Forster energy transfer, 382
4.5S rRNA, 294
Fourier transform, 354, 360, 389
Franck, J., 377
Franklin, R., 2, 247
Free energy, 195–197

contributions to protein folding, 403
transition state profile, 196

Free induction decay, 361–362
Fructose-6-phosphate, 232–233
FtsY, 295
Fumarase, specificity constant, 201
Fumaroles, 162
Funnel, 411
Fusogenic peptide, 455, 457

G protein coupled receptor, 115–121
cDNA isolation, 115

G protein, 117–119
heterotrimeric, 118
Gα structure, 119
Gβ/Gγ, 118, 120, 439
EF-Tu, 274
Ran, 302
Ran binding proteins, 302

G1 phase, of cell cycle, 247–248
G2 phase, of cell cycle, 247–248
GABA, see γ amino butyric acid
GAL4, transcription factor, 262–263
Galactolipids, 107
Gallo, R., 443
γ crystallin, 59
γ secretase, 469
γ turn, 46–48

γ amino butyric acid, 36
γ lipotrophin, 289
Gamow, G., 266
Garavito, R., 228
Gaucher’s disease, 310
GCN4, transcription factor, 263–264
Gel electrophoresis, 333–340

enzyme linked immunosorbent assay, 337
instrumentation, 337
polyacrylamide SDS, 336
two dimensional, 339
Western Blotting, 337–338

Gel state, 109
Gene fusion, 181
Gene,

amyloid precursor protein, 469
seven transmembrane helices receptors,

118
cdc, 249
defective, 441
engrailed, 263
env,gag,pol, 445–446
globin cluster, 442
p53 location, 471
PNRP, 433, 435
screening, 441
tumour suppressor, 470
secretion, 424

Genetic code, 268
in organelles, 268
translation of synthetic nucleotides, 267
start codon, 169,

Genetic engineering, 222
Genomes, 168–169

Haemophilus influenzae, 168
Helicobacter pylori, 168
pathogens, 395
RNA based, 444
segmented, 444, 457
sequencing projects, 168, 185

Genomics, 183
Germ line mutations, 473
Gerstmann–Straussler–Scheinker, 434–435
GFP, see green fluorescent protein.
Ghost membranes, 110
Glaesser, R., 376
Glaucoma, 205
Gln-tRNA synthetase, 220

active site pocket with analogue, 221
discrimination between substrates, 220
transition state analogue, 221

Globin evolution, 182
Globin gene cluster, 442
Glucokinase, 200
Glucose isomerase, specificity constant, 201
Glucose-6-phosphate, 241
Glutamate, 25

chemical properties, 25
data, 19
genetic code specification, 268

helix/sheet propensity, 41
optical rotation, 34
prevalence hydropathy index, 112
prevalence in secondary structure,

180
Glutamine, 25–26

chemical properties, 25–26
data, 19
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
prevalence in secondary structure, 180

Glutaminyl tRNA synthetase, 220–221
Glutathione binding proteins, 334
Glutathionine-S-transferase, 334,

SDS-PAGE, 337
Glycerol backbone, 105
Glycerophospholipid, 106
Glycine

chemical properties, 24
data, 19
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
prevalence in secondary structure, 180
in collagen structure, 94–96
location in turns, 47
poly(Gly), 48

Glycogen phosphorylase, 231, 241
Glycogen storage diseases, 309–310
Glycogen, 241
Glycolysis, 190
Glycophorin, 113

domain labeling, 113–114
dimerization, 114

Glycophosphatidyl inositol, see GPI anchors
Glycoprotein

amyloid precursor protein, 469
prion protein, 433
transmembrane receptors, 239
variant surface, 290

Glycosidic bonds, 210, 211
cleavage by neuraminidase, 462–463

Glycosylation, 98–99, 290–292
adrenergic receptor, 115
glycophorin, 113
N-linked glycosylation, 98
prion, 434

GM1, 439
GM2, 310
Golgi apparatus, 99, 292, 296
gp120

domain organization, 455
env gene product, 446
function, 447
interactions with CD4 receptor, 455
location within HIV, 446
structure, 449
surface glycoproteins of HIV, 454–455
vaccine development, 455
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gp41, 90
ectodomain region, 456–457
env gene product, 446
function, 447
structure, 449
fusogenic sequence, 456
location within HIV, 446
trimer of hairpins, 457

GPCR, see G protein coupled receptor
GPI anchors, 291

in prion protein, 433
Gradient gel electrophoresis, 336
Gram negative, 128, 319
Gram positive, 35, 319
Gramicidin A, 36
Greek key motif, 59, 61
Green fluorescent protein, 383–385
GroEL-ES, 417–422

catalytic cycle, 419–421
domain movements, 418–419
hydrophobic interactions, 420–421
negative staining EM, 417
tripartite structure, 418

GroES structure, 418
Ground state, 380
GTP

analogue, 275
GTP binding proteins, 295
hydrolysis of GTP, 274, 294–295, 378
use in capping, 265

Guanidine hydrochloride, 396–397, 400,
412

Guanidinium thiocyanate, 326
Guanidino, 28
Guanine, 247

H subunit (Reaction centre), 124
H/D exchange, 413
HAART, see highly active retroviral therapy
Haemoglobin, 69–74

absorbance spectra, 67
allosteric regulation of, 72–74
α subunit, 70, 172
β subunit, 70, 172
Bohr effect, 74
conformational change, 71–72
cooperativity, 72–73
deoxy state, 71
evolution of globin chains, 181–182
haemoglobin S, 441
hydrophobic pocket, 441
lamprey protein crystals, 359
mechanism of oxygenation, 71–72
met form, 67
R state, 73
sequence homology, 172
spin state changes, 71
structural homology, 172
solubility of, 325

Haemophilus influenzae, 168
Hair, see keratins
Hairpin, 456–457
Haldane, J.B.S., 199
Half-chair conformation, 211
Half-life, 193–194, 305
Haloarcula marismortui, 272
Halobacterium halobium, 114
Halophile, 114
Hanging-drop, 359
Haplotype, 442
Harker construction, 356–357
Hartwell, L., 249
Heat capacity, 55

changes in protein folding
HEAT motifs, 301
Heat shock proteins, 298, 416
Heavy chain, 76
Heavy metal derivatives, 357
Heisenberg, W., 349
Helicases, 253, 258
Helicobacter pylori, 168
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entry into cells, 459
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tertiary structure, 210

Lysyl hydroxylase, 290
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outer-membrane, 133
proteases, 298
respiratory complexes, 132–144
RNA polymerases, 257
targeting, 297–299

Mitosis, 247–248
Mixed disulfide, 28
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Nitrotyrosine, 32
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NMR, see Nuclear magnetic resonance
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364
regular secondary structure, 369
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COSY, 368
generating protein structures, 373–375
heteronuclear methods, 370–373
instrumentation, 365
magnetogyric ratio, 360
national facilities, 392
NOESY, 368
nuclear Overhauser effect, 364, 373–374
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binding to hemoglobin, 69
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p17, 446–449
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p51, see reverse transcriptase
p53, 11, 265, 470–475
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function, 471
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mutation, 474
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primary sequence, 472
regulation, 474
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p66, see reverse transcriptase
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Palmitoyl transferase, 292
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pBR322, 316
p-bromophenylacetate, 206
PCR, see polymerase chain reaction,
PDI see protein disulfide isomerase,
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catalytic mechanism, 450
specificity constant, 201
structure, 449–450

Peptide bond formation, 16–17
cis/trans isomerization, 23
ribosome, properties, 17–23

Peptide fragments, 166
Peptidoglycan layer, 320, 321
Peptidomimetic, 451
Peptidyl proline isomerase, 415–416
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Peptidyl transferase, 273, 275
inhibition of, 280
mechanism, 282

Periodic table of elements, 8
Peripheral proteins, 110
Periplasm, 121, 288, 320
Perrin equation, 383
Pertussis toxin, 440
Perutz, M.F., 2, 71, 352, 356, 358
PEST sequences, 305
pET vector, 319
PFK, see phosphofructokinase
PGH synthase, 229
pH, 14–15
Phase angle, 353–354
Phase problem, 356–357
Phenylalanine

absorbance spectrum, 381
chemical properties, 31
data, 21
DNA distortion, 259
genetic code specification, 268
helix/sheet propensity, 41
hydropathy index, 112
mutation in CFTR gene, 427
optical rotation, 34
π-π interactions, 31
secondary structure preference,

180
spectroscopic properties, 30
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Phenylisothiocyanate, 165–166
Pheophytin, 121, 124
Phe-tRNA, 278
φ angle, 41–44
Phillips, D., 210
2-phosphoglycolate, 209, 233
Phosphatase, 258, 290
Phosphatidylcholine, 105
Phosphatidylethanolamine, 105
Phosphatidylglycerol, 105
Phosphatidylinositol, 105, 291
Phosphatidylserine, 105
Phosphodiester bond, 267

cleavage, 224
Phosphodiesterase, 118
Phosphoenolpyruvate, 233
Phosphofructokinase, 231–234

domain organization and movement,
232–233

regulation by ATP/ADP, 232–233
transition state analogue, 232

Phosphorylase a, 241
Phosphorylase b, 241
Phosphorylation, 153–154

as post translational event, 290
enzyme, 241

Phosphoserine, 25, 290
in glycogen phosphorylase, 241

Phosphotyrosine, 25, 241, 290

Photobleaching, 115
Photocycle, 115
Photon, 121
Photosynthetic reaction centres, 119–128
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chromophores, 121
cytochrome subunit, 125
electron transfer pathway, 122, 125
fractionation with detergents, 121
H subunit, 123–124
kinetics, 122
L and M subunits, 124−125
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photosystems I and II, 126–128
special pair, 121, 125
structure, 123–126

Photosystem I, 126–127
Photosystem II, 126
π helix, 43–44
pI, see isoelectric point
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314
Pigment, 115
Ping-pong mechanism, 215
Pituitary, 288
pK, 14–15
Planck’s constant, 196, 348
Planck’s Law, 348
Plaques, 431, 432, 434
Plasma membrane, 109, 164, 320
Plasmids, 315–316
Plasmodium falciparum, 442
Plastocyanin, 59, 299, 369
Pneumonia, 445, 457
Polarization, 382–383
Polyacrylamide gel electrophoresis,

335–338
polymerization reactions, 335

Polyalanine, 40
Polymerase chain reaction, 169–170
Polymorphism, 442
Polypeptide, 39–50

cleavage by enzymes, 166–167
folding kinetics, 408–410
hydrolysis, 167
permutations, 40

Polyprotein, 289, 445, 448,449
Polysaccharide coat, 319
Pompé disease, 308
Porins, 128–132

biological unit, 130
channel selectivity, 128
constriction site, 130
folding properties, 424
hydrophobic residues, 129
OmpA, 424
OmpF, 129–130
PhoE, 130
secondary structure, 129
trimeric unit, 130

Porter, R., 76
Post translational modification, 287–293

covalent modification, 237–241
Ppi, see peptidyl proline isomerase
Pre-steady state, 200
Prebiotic synthesis, 161–163

demonstration of, 162
yields of biomolecules from, 162

Precipitation, 343
Pre-initiation complex, 258–260
Preproprotein, 287, 402
Preproteins, 287

N terminal sequences, 293
Presenilins, 470
Pribnow box, 64, 256
Primary sequence, 39–40

cytochromes c, 175
haemoglobin, 172
myoglobins, 40
unknown, 167
ubiquitin, 304

Primase, 254
Primers, 169–170
Primosome, 254–255
Prion, 431–435

cellular, 433–434
glycosylation sites, 434
knockout mice, 435
mutations of PNRP gene, 435
primary sequence, 434
scrapie, 433–434
structural properties, 433
structure, 434

Prokaryotic cells
Proline chemical properties, 29

cis-trans isomerization, 412–415
collagen structure, 94–96
data, 21
genetic code specification, 268
globin helices, 68
helix/sheet propensity, 41
hydropathy index, 112
hydroxylation, 96, 289
location in turns, 47
peptidyl isomerases, 415–416
poly(Pro), 48
prolyl hydroxylase, 289
pyrrolidone ring, 94, 289
transmembrane helices, 124

Promoter, 256
inducible, 317
prokaryotic, 64–66

Proof reading, 169, 275
Propranolol, 116
Pros, 30
Prostaglandins, 228–239
Protease inhibitors, 451–452, 476
Proteasome, 305–308

heptameric ring structures, 306
multiple catalytic activities, 305
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Proteasome (continued )
mutagenesis, 307
19S regulatory complex, 308
regulation of activity, 308
structural organization, 309
subunit structure, 307
three dimensional structure, 307

Protein crystallization, 358–360
Protein DataBank, 50–51, 105, 180, 347
Protein databases, 180–181
Protein degradation, lysosomal, 308–310

proteasome, 305–308
ubiquitin, 305

Protein disulfide isomerase, 288–289
in vivo protein folding, 416
sorting pathway, 296

Protein evolution,
convergent, 179
gene duplication, 181
rates of, 178

Protein expression, 313–318
Protein folding, 395–438

ab initio, 185–186
amide exchange, 411–412
barnase, 405–408
Brønsted equation, 407
databases, 180
denaturant dependence, 405
diversity, 161–187
energy landscapes, 411
GroEL-ES mediated, 417–422
Hess’ Law, 406–407
in vivo, 415–422
intermediates, 415
kinetics, 404–406
membrane proteins, 422–426
misfolding and disease, 426–435
models, 408–411
molten globule, 409–410
motifs, 173
stopped flow kinetics, 404
structure prediction, 186
techniques, 413
temperature dependence, 400

Protein purification, 313–346
affinity chromatography, 332–333
centrifugation, 320–323
chromatography, 326–333
dialysis, 333
electrophoresis, 333–340
ion-exchange chromatography, 328–329
reverse phase methods, 331–332
salting-out, 323–326
size exclusion chromatography, 330–331
ultrafiltration, 333

Protein solubility, 325
Protein sorting and targeting, 293–303

chloroplast, 299
mitochondrion, 297–299
nuclear targeting, 299–302

Protein stability
conformational stability of proteins,

402
contributions to free energy, 403
factors governing, 403

Protein synthesis,
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aspartate transcarbamoylase, 235

Quench cooling, 355, 377
Quenching, 381–382
Quinone, 105, 124–125,

R factor, 358
R group, 23–32

properties, 18–22
R state, 71, 235
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Salt bridges, in chymotrypsin, 55
Salting in, 323–326
Salting out, 323–326
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Schizosaccharomyces pombe, 249
Scissile bond, 212
Scrapie, 433–434, 466
Scurvy, 289
SDS PAGE, 111, 335–337

identification of vCJD, 467
purification using, 344
principles of, 335–336
use with mass spectrometry, 342

SDS, use in protein folding, 396, 423
Sea urchin, 248
Sec61, 295, 424–426
Second messengers, 119
Second order reaction, 195
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convergent evolution, 179
inactivation by DIPF, 213
reaction of chymotrypsin with TPCK,

213
studied using neutron diffraction, 379
superposition, 177

Serpinopathies, 478
Serpins, 224, 238
7S rRNA, 294
Seven transmembrane helices, 115
SH2 domains, 241
SH3 domains, 172, 241, 433

formation of amyloid fibrils, 431
Shine-Dalgarno sequence, 273–274,

317
SI units, 477
Sialic acid, 458, 464
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lariat structure, 267

SR Ca2+ ATPase, 155–156
Src homology domains, 172
SRP, see signal recognition particle
SRP54, 294–295
Stacking gel, 336
Stahl, F., 254
Stanley, W.M., 443
Staphylococcus aureus, 35, 130

hemolysin structure, 130–131
Start codon, 268, 273–274
Start sequences, 426–427
Steady state approximation, 199–200
Stearic, 107
Steitz, T., 272
Stem loop structure, 269
Stereochemistry, 15–16, 34–35
Stereogenic, 35
Stern-Volmer equation, 382
Steven, A.C. 377
Sticky ends, 222, 314
Stigmatellin, 135, 137
Stoeckenius, W., 114
Stokes Law, 323, 363

radius, 330
Stokes shift, 381
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preferential binding to enzymes, 207–209
two stage reactions, 197

Transition temperature, 108
phase changes for diacyl-phospholipids,
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Twort, F., 443
Tyrosine kinases, 239–241
Tyrosine
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